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ABSTRACT

The linear viscoelastic material functions of complex fluids relate stress and strain
when these assume sufficiently small values and are used to simulate fluid flow us-
ing more sophisticated constitutive equations in complex flow regimes. The standard
method of determination is to apply a sinusoidal torque at discrete frequencies to ob-
tain the complex modulus at those frequency values. In this thesis, the implications of
using a completely arbitrary applied torque are investigated. Recent research has con-
centrated on Fourier transform methods, but here the problem is analyzed in the time-
domain in terms of the relaxation modulus, which allows questions of well-posedness
to be more easily addressed.

The work falls into two main parts. The first part is concerned with the analysis of
the relationship between the applied torque and observed strain response. A variety of
candidate torque functions are considered and analytical expressions are obtained for
the simulated response using Laplace transform techniques, assuming known material
properties. The second part addresses questions concerning stability of the solution
of the Volterra integro-differential equation and methods of numerical solution. It is
demonstrated that the process of obtaining a solution for the relaxation modulus is
equivalent to solving a Volterra integral equation of the first kind, which is known to
be an ill-posed problem. Considering the governing equations in such a form allows
existing methods involving perturbed solutions to be adapted to provide estimates of
bounds on the error level in the data such that a stable solution can exist. It is shown
that the applied torque function which minimizes the ill-posedness of the problem is one
that corresponds to a kernel with one-smoothing characteristics. Finally, discretization
and regularization schemes for numerical solution of the problem are discussed and an
existing predictor-corrector regularization scheme is implemented which preserves the
Volterra (causal) nature of the problem and allows near real-time solution.
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CHAPTER 1

Introduction
Rheology, Linear Viscoelasticity and Rheometry

1



1.1 LITERATURE REVIEW - RHEOMETRY 2

Rheology is concerned with the deformation and flow of materials. The relevance of

this discipline is readily apparent when the importance of modern industry involving

the manufacture of materials for which the flow properties are critical to the efficacy of

the product are considered. Examples of such industries are the manufacture of plas-

tics, non-drip paints, adhesives, printing inks and multi-grade oils. The motto of the

Society of Rheology: “panta rei” is due to the Greek philosopher Heraclitus, trans-

lated as “everything flows” and highlights the motivation behind this area of study.

From the slow erosion of mountain chains over millions of years, to the swirling of

coffee in a cup, the phenomenon of flow is all around us, albeit occurring on widely

varying timescales. The desire of the rheologist is to obtain constitutive relations link-

ing the stresses to the deformation of a material, which coupled with the kinetics of

the flow and conservation laws, provide a complete description of the flow of that ma-

terial and may then be applied to the solution of engineering problems such as those

involved in the manufacturing of products mentioned above.

In this introductory chapter, a review of the literature pertaining to the problem

of determining the optimal form for the applied torque in controlled-stress rheometry

is first presented, along with a discussion concerning the motivation for the work in

this thesis. This is followed by a summary of the background to rheology and linear

viscoelasticity which forms a basis to the work in subsequent chapters.

I. LITERATURE REVIEW - RHEOMETRY

The field of rheometry is the aspect of rheology concerned with measurement of the

characteristic functions of viscoelastic materials, which relate the stress and strain

within the material sample, by experimental methods. The behaviour of viscoelastic

materials in simple (rheometrical) flow geometries, such as steady shear flow or small

amplitude oscillatory shear is obtained with the intention of utilizing this information

to predict the flow in more complex situations. Even the simplest of geometries may

prove surprisingly difficult to elucidate the rheological parameters from. The under-

lying theory of measurement, the microstructure of the fluid and the interaction of the

fluid sample and instrument are some of the considerations encountered. Often it is

necessary to ensure the deformations are sufficiently small that a linear approxima-

tion can be employed; the linear viscoelastic functions being thus determined can be

used in non-linear constitutive equations combined with the stress equations of motion

and continuity conditions to model industrial processes involving viscoelastic materi-
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als by computational methods. The question of whether the parameters determined

from these simple flow geometries are applicable to geometries more complex in char-

acter is a fundamental question in rheological modelling, but in this thesis only the

steps involving acquisition of the rheometrical data are studied. Another motivation

of rheometry is to relate the molecular structure to the material behaviour, interpreting

the motion of the polymer chains in terms of the relaxation spectrum.

The earliest instruments utilized to characterize fluid materials were known as vis-

cometers, which as the name suggests were intended to measure the viscosity of Newto-

nian fluids. However, in a more general sense these proved inadequate to characterize

Non-Newtonian materials, since the viscosity of such fluids is not necessarily inde-

pendent of the shear-rate. Thus, the need for an instrument termed a “rheometer”

was recognized, which may be defined as an “instrument for measuring rheological

properties”.

A profusion of designs exist for rheometrical instruments, concerned with mea-

surements in steady shear, extensional, rotational, linear or non-linear frameworks.

References such as [99] give an idea of the wide variety of instruments which have

been available over the years, however in this discourse only measurements involving

rotational motion as a result of a prescribed applied torque in the linear viscoelastic

regime will be considered. The concept of linear viscoelasticity will be explored fully

in the following section, but suffice it to say at this point that for suitably small de-

formations of a viscoelastic material, the assumption that the stress-strain relationship

within the material is linear in nature provides a good approximation.

One of the best known of the first generation of rheometers was the Weissenberg

Rheogoniometer [96, 20], which enabled experiments to be carried out in a strain-

controlled regime. The material sample was contained between two boundary sur-

faces, the lower of which was rotated with a prescribed angular motion. The upper

platen was constrained by a torsion bar possessing a calibrated elastic constant, allow-

ing the resulting motion of the upper platen to be used to determine the stress exerted

upon the platen surface. In steady shear mode the lower platen would be rotated

at a steady angular velocity and the torque on the upper platen measured, whereas

in oscillatory shear mode the lower platen would be oscillated at a specified angular

frequency, resulting in both of the plates oscillating with the same frequency once a

quasi-steady state was achieved, albeit with a measurable phase difference.

Several novel experimental geometries [96] such as the eccentric rotating disk

(ERD) and tilted sphere (balance rheometer) were tried in the 1970s which offered
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steady rotation of the sample whilst subjecting fluid elements to small harmonic

strains. The advantage of these experiments was that the real and imaginary parts

of the complex modulus G∗(ω) were measured separately as two forces or torques in

two orthogonal directions, whereby eliminating the need to measure the phase differ-

ence, which may be problematical under certain conditions. The limiting cases φ = 0

and φ = π
2 were formerly difficult to measure and usually contaminated with experi-

mental artefacts such as phase displacements introduced by the electronic system and

instrument compliance effects. The new geometries should have resulted in increased

accuracy over the standard methods, but have been discarded in preference for the

simpler experimental setups combined with the improved design of accurate modern

rheometers.

Historically, the preference for strain-controlled instruments has been dominant,

mainly as a consequence of the simplicity of design and experimental setup of this

type of rheometer. Stress controlled experiments are becoming more popular as instru-

ment sensors become more sophisticated and capable of resolving torque and strain

more accurately, although most modern instruments are capable of performing both

strain-controlled and stress-controlled experiments. In terms of the mathematical the-

ory, strain-controlled and stress-controlled experiments are equivalent, however ex-

perimentally, stress-controlled measurements enjoy some advantages [20]. Operating

in controlled-stress mode generally results in higher sensitivity and in the case of oscil-

latory tests, better measurements of the complex modulus at low frequencies is achiev-

able. Step changes in stress are more easily applied than corresponding variations

in strain, the latter being severely limited by the effect of the inertia of the rotating

assembly of the rheometer. Certain materials may actually require stress-controlled

measurements, such as those which possess a yield-stress or highly elastic gels.

The standard techniques for determining the material functions in the linear regime

can be categorized into two groups: static and dynamic tests. Static tests involve the

application of a constant stress (or strain) to the material under investigation and mea-

surement of the resulting strain (or stress) in the time domain.

If the strain is specified as a step function, the behaviour observed is stress relax-

ation, allowing the relaxation modulus to be determined directly. The typical response

for a viscoelastic fluid being that illustrated in Figure 1.12, where the measured stress

jumps instantaneously to a value γ0G0 then decreases exponentially to zero as t tends

to infinity. For viscoelastic solid materials, the stress decreases towards a constant lim-
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Figure 1.1: Creep response for
a viscoelastic liquid.
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iting value G∞, representing a residual finite amount of stored energy. The initial jump

in strain can be difficult to reproduce accurately due to inertial effects, since the inertia

of the rotating assembly is in general significant in relation to the inertia of the material

sample. This technique is limited to relaxation times of at least a few seconds, since the

time to reach steady state must be short in comparison with the time over which the re-

sponse is measured to ensure suitable accuracy. Additionally, the range and resolution

of torque measurements limit the reliability of long time-scale data [62].

Figure 1.2: Creep response for
a viscoelastic solid.
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Creep experiments involve the application of a constant stress σ0, allowing the di-

rect measurement of the creep compliance. A common extension is to consider creep

and recovery, where the applied stress is now constant for 0 < t < t1, then zero there-

after. The typical strain response observed for a viscoelastic solid is shown in Fig-

ure 1.2. The strain jumps instantaneously to an initial value σ0 J0, then increases as an

exponential function towards an asymptotic value σ0 J∞, provided that t0 is sufficient

to allow the displacement to reach a quasi-equilibrium state. For t > t0, the strain

then relaxes exponentially to zero, representing the complete recovery of all the stored

elastic energy. For viscoelastic fluids, as shown in Figure 1.1, the strain initially grows

exponentially, then increases as an approximately linear function in time. When the

stress is removed, the strain relaxes exponentially towards a constant value σ0t0
η , repre-
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senting the energy dissipated by the viscous component of the material behaviour. The

problems concerning inertia combined with the relative ease of measurement of strain

in comparison with stress, has resulted in creep tests being preferred over relaxation

tests.

The standard method for determining frequency-dependent linear viscoelastic

functions, such as the complex modulus, complex compliance or complex viscosity

is to apply a sinusoidal waveform of a fixed frequency, whereby upon attaining a

quasi-steady state the relevant function can be obtained at that particular frequency.

As shown in Figure 1.3, an oscillatory stress (or strain) is applied to the material un-

der investigation at a specific, fixed frequency ωk and the resulting strain (or stress) is

measured, which is also of the same frequency, from which the phase angle δ and am-

plitude ratio can be used to calculate G′(ωk) and G′′(ωk) at that particular frequency.

The experiment is then repeated at the next frequency, and so on until the desired range

of frequencies has been covered.

The first reference to oscillatory tests appears in [67], where an oscillatory shear

experiment using concentric cylinders was considered. The outer cylinder was oscil-

lated at a prescribed angular frequency and the inner cylinder, which was connected

to a torsion balance was used to determine the resulting strain on that cylinder. A

similar analysis can be carried out for the cone-plate and parallel plate geometries, the

equations for the parallel plate geometry first appearing in [97].

Modern rheometers such as the TA Instruments AR2000 handle this process auto-

matically by performing a “frequency sweep” over the desired frequency range at a

specified number of points, usually distributed evenly over a logarithmic scale. For

stress-controlled measurements, the linear range would usually be determined by per-

forming a “stress sweep” at certain frequencies; in the linear regime the measurement

of G∗(ω) is independent of the magnitude of the applied stress. Such experiments are

termed dynamic since the excitation is a continually varying function of time. Note

that the equation for determining G∗(ω) from oscillatory shear tests is strictly speak-

ing only valid in the limit as t tends to infinity, although it can be reasonably assumed

that a quasi-steady state is reached after several cycles. The first few cycles contain

a superimposed transient function which necessarily limits the minimum duration of

the experiment.

A variation of the oscillatory shear experiment considered relatively early on was

the determination of the oscillatory linear material functions using free, rather than
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Figure 1.3: Small amplitude
oscillatory shear.
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forced, oscillations. The technique involves the application of an arbitrary strain profile

up until a finite cut-off time, after which the damped oscillations are used to calculate

the complex modulus. Experimental investigations in [97] and [90] indicated that the

quality of data achievable was decidedly inferior to that produced by the standard

method of forced oscillations, due to the rapid diminution of the measured stress to

levels which could not be measured with sufficient accuracy and hence resulting in

noisy data for higher frequencies.

A number of problems become manifest with experiments made within the fre-

quency domain using fixed frequency waveforms. At low frequencies the instrument

transponder is unable to respond to the very small forces or displacements produced,

so noise is a potential problem in data collected at those frequencies. At the other end

of the scale, the response is dominated by the inertia of the rotating assembly of the

rheometer at high frequencies. The frequency data is ultimately used to determine the

relaxation spectrum, which reveals problems in the nature of the data. Only a limited

range of discrete frequencies are available, and contrary to rheological folklore that this

yields relaxation spectrum data over the interval
[
ω−1

max, ω−1
min

]
, the interval has been

conjectured [21] to be shortened to
[

e
π
2 ω−1

max, e−
π
2 ω−1

min

]
. This is known as sampling

localization.

The standard techniques for determining the material functions of linear viscoelas-

tic materials have maintained their popularity mainly by virtue of the simplicity of the

mathematical process for converting the experimental data for output stress or strain

into the relevant characteristic function. The primary limitation in a practical sense of

these techniques is the timescale involved to collect sufficient data to determine the

required characteristic function. Each experiment performed at a fixed frequency only
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yields a single datum for the complex modulus, at that particular frequency. For a

material sample with stable temporal properties, the only inconvenience is the time

expenditure required to characterize the material; the accuracy of the data is indepen-

dent of the experimental time. However, for so-called “rheokinetic” materials which

have unstable and evolving structures, only a short experimental time is available in

order to determine the properties of the material before the material changes to an-

other state and hence a change occurs in the properties. Examples of such materials

and processes are

1. Chemical reactions: Gelation involves a chemical reaction resulting in a tran-

sition from a relatively low viscosity fluid to a highly elastic solid. Of particular

interest is the gel-point at which the material ceases to be fluid and becomes solid.

Other examples of chemical reactions include curing processes and polymerization.

2. Physical aging: The structure of certain materials may change over time. Exam-

ples are crystallization, phase transition, solvent evaporation for polymer solutions

and slow structural rearrangements.

Thus, experiments concerning these materials and processes have two competing

mechanisms to deal with: stress relaxation which is the approach to an equilibrium

state at rest and structural change in the material which results in a change of that

equilibrium state, assuming that each transient structure can be characterized by an

equilibrium state. Some materials, such as dispersions suffer structural changes as a

result of even the smallest deformations [58]. Therefore, it is often desirable to perform

experiments which provide the greatest range of data over the shortest possible time

period. The progression of certain processes and reactions can be followed given a

sufficiently rapid experiment; of particular interest is the gelling-point at which point

a material makes the transition from liquid to solid form. In [35] the limitation of ex-

perimental data for rheokinetic materials was defined by stating that the experimental

time must be short compared with the characteristic time of material change. How-

ever, measurement of a relaxation process requires that the experimental time must be

of the order of the relaxation time of the process, therefore for a material with high rate

of change properties, only the short end of the relaxation spectrum can be investigated.

This can be expressed mathematically by requiring the inequality

λ

A
∂A
∂t
� 1 (1-1)
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to be satisfied, where A symbolizes the rate of change of the relevant property, for the

longest relaxation time λ to be determined.

This leads to the first part of the motivation for the problem considered here - to

attempt to define the optimal form for an experiment which acquires as much infor-

mation as possible in the shortest possible time-frame, preferably from a single test.

Thus, celerity is of primary importance where acquisition of data is concerned. Much

research in the past 25 years has been directed at this particular subject, of which the

main achievements are now summarized below.

Two main avenues of investigation have evolved, approaching the problem from

subtly different angles, namely

1. Time domain mechanical spectroscopy (TDMS): The determination of the com-

plex modulus G∗(ω) from measurements in the time-domain was first investigated

in [60] by considering an experiment involving the application of a constant strain

rate γ̇ over a finite interval [0, T2]. The response can be divided into two parts.

Firstly, starting from a stress-free state the measured stress σ1(t) increases to a con-

stant value σ0 = η0γ̇ at constant strain rate, allowing the relaxation modulus to be

calculated from

G(t) =
1
γ̇

dσ1

dt
(1-2)

and the required frequency dependent function can then be obtained from the

Fourier transform

η∗(ω) =
iω
γ̇

∫ T2

0
σ1(t) e−iωt dt. (1-3)

For times subsequent to T2, stress relaxation is observed after the cessation of

steady-state Newtonian flow and the relaxation modulus for this portion of the

curve is given by

G(t) = − 1
γ̇

dσ2

dt
(1-4)

and correspondingly

η∗(ω) = η0 −
iω
γ̇

∫ ∞

T2

σ2(t) e−iωt dt. (1-5)

The numerical Fourier transform was initially carried out using the FFT, but the

Carson-Laplace transform proved to generate better accuracy. Agreement with data

obtained from a standard oscillatory test in the “terminal region” (largest relaxation
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times) was considered to be reasonable, however a departure from dynamic data at

intermediate frequencies was observed. The conclusion was that frequency domain

methods provide more accurate data, but the time-saving experienced as a result of

using the TDMS method was significant, typically reducing experimental times by

a factor of 4 to 8.

2. Fourier transform mechanical spectroscopy (FTMS): Instead of applying a sin-

gle, fixed-frequency sinusoidal waveform, the idea behind FTMS is to simultane-

ously apply several harmonic frequencies and thus determine more than one data

point on the complex modulus curve from a single experiment using a frequency

based analysis. Two approaches have been considered, using periodic and non-

periodic waveforms. The first mention of the method concerning periodic wave-

forms in the literature appears in [35], where a small number of frequencies were

simultaneously applied to the sample. Thus, the applied signal has the form of a

Fourier series

γ(t) =
n

∑
i=1

γ(ωi) =
n

∑
i=1

γi sin ωit, ωi = miω f : mi ∈ Z≥0 (1-6)

where ω f is the fundamental (lowest) frequency applied and the {γi} must satisfy

∑n
i=1 γi ≤ γc for some γc > 0 so that the equations of linear viscoelasticity are valid.

Linearity implies that the output will also be a periodic signal of the same frequency

composition, although with a constant phase shift, provided that sufficient time has

elapsed to attain a quasi-steady state. Thus, the output signal takes the form of the

Fourier series

σ(t) =
m

∑
i=1

σ(ωi) =
m

∑
i=1

[Ai sin(ωit) + Bi cos(ωit)] (1-7)

where the coefficients of the series can be obtained by applying a discrete Fourier

transform to the measured stress data. Thus, the storage modulus G′(ω) and loss

modulus G′′(ω) can be determined for each frequency ωi using the same equations

for the single frequency test,

G′(ωi) = kl
[

σ(ωi)

γ(ωi)
cos δ(ωi) + Iω2

i

]
(1-8)

G′′(ωi) = k
σ(ωi)

γ(ωi)
sin δ(ωi), (1-9)

where δ(ωi) is the loss tangent associated with the i-th frequency component and k

is a geometric parameter depending upon the specific experimental configuration.
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The advantage of this method is that several data can be accumulated from a single

experiment, however the experimental time still has to be augmented to allow the

transient portion of the response to decline to a negligible magnitude. Additionally,

the choice of the amplitudes of each frequency component requires careful choice. If

the sum of the magnitudes is too great the linear viscoelastic limit will be exceeded

and the governing equations are no longer valid, alternatively the amplitudes of

the higher frequency components of the output may be too small to measure with

acceptable accuracy if the number of frequencies is increased.

A selection of more sophisticated waveforms was considered in [22] using a mod-

erate number (at least 20) of frequency components in a stress-controlled experi-

mental framework. Two waveforms were considered, based upon a fundamental

frequency ω f :

(i) Square waveform:

C(t) = C0

n

∑
j=1,odd

(−1)
j−1

2 cos jω f t
j

(1-10)

(ii) Equal amplitude cosine waveform:

C(t) = C0

n

∑
k=1,odd

cos kω f t (1-11)

In each case the discrete Fourier transform of the data yields the Fourier series co-

efficients whereby the storage and loss moduli can be obtained using the standard

oscillatory equations (1-8)-(1-9). Experimentally, problems encountered with the

square wave, taking n = ∞ which corresponds to a perfect square wave, were

small output strain amplitudes for the higher frequency components, which con-

sequently approached the minimum strain specification for the instrument used in

the experimental investigation. This is due to the fact that the torque amplitude

of the k-th harmonic is proportional to 1/k. The highest fundamental frequency

is limited by the mechanical inertia of the rotating instrument assembly, which re-

sults in very small angular displacements and consequently experimental scatter.

The equal amplitude cosine waveform, constructed using n = 39, produced gen-

erally better agreement with standard data, but the amplitude of higher frequency

harmonics in the output strain were still limited by instrument inertia. An increas-

ing amplitude torque waveform was also considered, which gave good agreement

at higher frequencies, but conversely a slight discrepancy was observed at lower

frequencies due to the low torque amplitudes being applied at low frequencies.
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The fundamental question pertaining to the choice of applied torque profile with

reference to the FTMS technique is how the applied waveform should be chosen

such that the amplitudes of the frequency components of the measured signal are

sufficiently large to be measured with acceptable accuracy, whilst conforming to

the constraint imposed by the linear viscoelastic limit. The simplest periodic wave-

forms, such as the square and triangular wave, suffer from very small amplitudes

signals at higher frequencies as the number of modes is increased, which leads to

inaccurate data at those frequencies [22]. The main constraint upon the amplitudes

of the input frequency components is that the sum of the strains should be small

enough to lie in the linear viscoelastic regime. The choice of the amplitudes is oth-

erwise arbitrary, but influences the accuracy with which the moduli can be deter-

mined. One approach [12] involves minimization of the ‘spread’ of the amplitudes

of both the applied and measured parameters. Assuming the stress is specified as

N superimposed frequencies ωi with phase differences φi and amplitudes σi, for

i = 1, . . . , N, then the resultant strain amplitudes will be given by

γ2
i =

σ2
i[

G′(ωi)− kIω2
i
]2

+ [G′′(ωi)− kdωi]
2

, i = 1, · · · , N (1-12)

where k, I and d are instrumental parameters. The quantity to be minimized is the

parameter S, defined by

S =
1
2

[
σmax

σmin
+

γmax

γmin

]
. (1-13)

The value σmin can be set arbitrarily due to the linearity of the stress-strain relation-

ship. Rewriting (1-12) in the form

σi = F(ωi)γi (1-14)

where F(ωi) is a known and strictly non-negative function of ω which has maxi-

mum and minimum in the interval [ωmin, ωmax] occurring at ω = ωa and ω = ωb,

respectively. Then, the minimum value of S is satisfied by

σmax

σmin
=

γmax

γmin
=

(
F(ωb)

F(ωa)

)1
2

. (1-15)

The extension of the FTMS technique to encompass arbitrary, non-periodic wave-

forms was first proposed in [59]. However, a potentially significant problem con-

cerning the use of non-periodic functions as an input in controlled stress or strain
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rheometry arises from the use of the equations (1-8)-(1-9), which assume that a

quasi-steady-state has been achieved. Where periodic waveforms are concerned,

this criterion can be satisfied by allowing several cycles to occur before measure-

ment takes place, whereby allowing the transient to decay to negligible values.

However, when the property of periodicity is no longer possessed by the applied

stress or strain signal, it is no longer obvious whether a steady-state can ever exist

and consequently if the equations for G′(t) and G′′(t) can be used with any de-

gree of accuracy. If the input profile has significant low frequency components,

this may cause more significant problems than a profile consisting mainly of higher

frequency components, since the transient constituent of the signal usually decays

more rapidly for higher frequencies.

The problem concerning low output amplitudes for higher frequencies can be ad-

dressed in an analogous manner to the periodic case. An increasing frequency

waveform [29] was tried for which the applied torque was given by

C(t) = C0 sin

(
nπt2

t2
1

)
, 0 ≤ t ≤ t1 (1-16)

and is essentially a frequency sweep performed within a single experiment. Al-

though no longer considered to be a candidate for an optimal applied torque, the

absolute value of the Fourier transform exhibits a relatively constant value over a

finite range of frequencies with a slow decline into the higher frequency region. In

[58], the optimal choice of torque input was defined to be that which contains equal

amplitudes for all harmonics in a specified range. This implies that in Fourier space

the required function is the box function, which assumes a constant value over a

defined domain and is zero elsewhere. In the time domain, this is equivalent to

applying a strain in the form of the sinc function

γ(t) = γ0
sin ω0t

t
. (1-17)

Favourable results were presented in comparison with standard results in [58],

however it is not clear to what extent the method is influenced by the effect of

the transient component of the torque which is assumed to be negligible in the sub-

sequent analysis to obtain the storage and loss moduli. In [20] it is noted that from

a purely theoretical perspective, the optimal form for an applied strain in terms

of frequency content would be the delta function, since the Fourier transform is a

Heaviside step function and thus contains equal information about all frequencies.
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Another approach taken in [104] was to reduce the experimental time by allowing

the use of the transient data to calculate the complex modulus recursively, in compar-

ison to a standard experiment where at least a single oscillation is applied before any

measurement takes place, whereby reducing the relative experimental time by at least

a factor of two. The advantage is only slight for higher frequencies, but for extremely

low frequencies, such as those required by materials composed of fibrin networks or

to investigate gelation processes where frequencies as low as 10−4 rad s−1 might be

necessary, the improvement is readily apparent. It was noted in the discourse that data

from the first cycle of oscillation can produce errors as great as 16% when the steady

state equations are indiscriminately applied, however the error commonly diminishes

to around 1% for the second cycle and also that for multi-frequency waveforms the

error can be larger, since the sum of the transient responses from all component fre-

quencies is measured, suggesting that the FTMS method can only be reliably applied

to periodic waveforms. Another advantage stated for this method is that fluid inertial

effects are less significant during the first cycle than are experienced thereafter.

A recent development concerning measurements in the time domain allows G(t)

and J(t) to be determined from a single experiment [66], rather than by performing

separate creep and relaxation experiments, or performing one experiment and inter-

converting which requires the solution of an ill-posed problem. The experimental

setup is based around “spring loading”, as illustrated in Figure 1.4. A viscoelastic

bar of the material under investigation of cross-sectional area AB is connected in series

with a Hookean “load spring” with spring constant ks. At t = 0, the lower end of the

spring is subjected to a step function displacement of ∆l, exerting a tension on the bar

which causes a time dependent deformation. As the spring extends, the tensile force

decreases, but that in the bar increases. If the material under investigation is a vis-

coelastic liquid, the length of the bar will increase by the original length of the spring,

the spring reverting to its initial length. However, if the material is a viscoelastic solid,

an equilibrium will be reached as the force in the spring becomes equal to the elastic

forces in the bar.

Applying the linear viscoelastic constitutive equations from (1-34) and (1-37), com-

bined with the relations ∆lb(t) + ∆ls(t) = ∆l and fb f (t) = Fs(t) = ks [∆l − ∆lb(t)], the

following Volterra integral equations of the second kind are obtained,

∆l = ∆lb(t) +
Ab
kslb

[∫ t

0
G(t− t′)

d
dt′

[
∆lb(t′)

]
dt′ + ∆lb(0)G(t)

]
(1-18)



1.1 LITERATURE REVIEW - RHEOMETRY 15

Figure 1.4: Spring-loading ex-
periment to determine creep
and relaxation functions si-
multaneously.
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∆lb

ls

∆ls

t = 0 t = t′

ks∆l =
kslb
Ab

[∫ t

0
J(t− t′)

d
dt′

[
fb f (t′)

]
dt′ + fb f (0)J(t)

]
(1-19)

the solutions of which are well-posed problems. Use of the interconversion condi-

tion (1-52) provides equations relating the relaxation modulus and creep compliance

in terms of either fb f (t) or ∆lb(t), indicating that the two equations can be solved si-

multaneously or sequentially. Although it appears that an ill-posed problem has been

replaced by two well-posed problems, in fact the instability is transferred to the data

through the presence of the derivatives of the measured variables fb f (t) and ∆lb(t).

The degree of ill-posedness of the differentiation process is equivalent to the degree

of ill-posedness of the interconversion condition. The advantage of being able to ob-

tain both functions from a single experiment is clear however, in terms of experimental

time and stable solution techniques are more readily found for the pair of equations of

the form in (1-18) and (1-19). This method seems to be the best choice where viscoelas-

tic solids are concerned, however it is not obvious how the setup can be adapted to

accommodate viscoelastic liquid materials which cannot easily be constrained in bar

form when subjected to extensional stresses.

The approach taken in this thesis differs from previous methods of tackling the

problem of defining an optimal form for the applied torque in a stress-controlled ex-

periment by considering the intrinsic properties of the governing equations, which are

of Volterra form when the solution is taken to be the relaxation modulus. The optimal
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applied torque is defined to be that which minimizes the ill-posedness of the prob-

lem, whereby resulting in the most stable solution for the relaxation modulus. Using

the definition of the ν-smoothing problem in [50] for Volterra integral equations of the

first kind, which are well-known to be ill-posed, the degree of ill-posedness is demon-

strated to be dependent upon the behaviour of the platen angular velocity near t = 0.

The optimal form for the applied torque in a theoretical sense is the delta function, but

since it is debatable whether this torque can be reproduced experimentally, the next

best form for the applied torque is a box function, which produces a step increase in

the platen angular acceleration at t = 0. It is concluded that applied torque functions

which exhibit slow growth near t = 0 produce the least stable problem and should

be avoided if possible. This result is compatible with the conclusions in [58], since the

sinc function also belongs to the nearly optimal class of 2-smoothing problems - the

additional assumption concerning the equal amplitudes for higher frequencies is an

experimental consideration, which complements the theoretical conclusions reached

here.

Additionally, a numerical scheme for obtaining the relaxation modulus directly in

near real-time from a controlled stress experiment is presented here. The basic dis-

cretization of the Volterra integral equation is shown to be inadequate for accurate

solution for the relaxation modulus due to the ill-posedness of the problem in the pres-

ence of noisy data. This is probably the main reason why little interest has been shown

in solving the governing integral equations for the controlled-stress rheometry experi-

ment directly. Thus, regularization is required to obtain a reasonable solution and it is

here demonstrated that the future-constant [47] and future-polynomial [18] regulariza-

tion methods of Volterra type are effective at obtaining a stable and accurate solution

even in the presence of noisy data, for appropriate choices of the regularization param-

eter(s).

Despite the abundance of new techniques proposed in recent times, the simple

small-amplitude oscillatory shear experiment still remains the standard technique for

determining the linear viscoelastic functions, perhaps only superseded by FTMS in its

most elementary form using a small number of discrete frequencies to represent the

interval of interest. The main rationale is perhaps the mathematical and experimental

simplicity involved in obtaining the relaxation modulus from a sinusoidal input once a

steady-state has been achieved. Although the experimental time involved in construct-

ing a complete complex modulus curve can be seemingly interminable, particularly if

low-frequency data is required, the data acquired by this method for temporally stable
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materials is of the best quality attainable, since only a single datum or perhaps several

data points are obtained from each experiment and several cycles can be averaged to

improve the data further. The method is robust in the sense that accurate data can

be reliably obtained for any material, provided the linear viscoelastic limit is adhered

to. A further drawback of using the FTMS method with large numbers of frequency

components is that the quality of the data is dependent upon the choice of the relative

amplitudes in the input signal - if the overall sum is too large, the linear viscoelastic

will be exceeded and the governing equations no longer valid and if certain frequency

components in the output are small in magnitude, the instrument sensor will be unable

to resolve that component with sufficient accuracy.

The main advantage of the technique proposed here is that the relaxation modulus

can be obtained directly almost in real-time using the measured values of the applied

torque and output platen angular displacement. The relaxation modulus can be deter-

mined over the interval defined by the experiment, less the length of the future interval

used in the regularization method, whereby circumventing the problem of sampling

localization inherent in the frequency-domain experiments. However, there are some

disadvantages to take note of. Firstly, in common with multi-frequency waveforms it

may be difficult to choose the amplitude of the applied torque such that the output dis-

placement is sufficiently small to lie within the linear viscoelastic region, whilst being

sufficiently large that the instrument sensors can measure the displacement with rea-

sonable accuracy. The choice of the value of the regularization parameter for a particu-

lar experiment may also be problematic, since there is no automatic means for choosing

the optimal value. If the value is chosen to be too high, over-smoothing results and the

solution diverges from the actual solution, whereas if the value chosen is too small, the

data will still contain spurious oscillations as a result of the data noise and inherent

ill-posedness of the problem.

The underlying theory for linear viscoelasticity is now explored in more detail as a

basis for the development of the governing equations for stress-controlled rheometry

in Chapter 2.

II. LINEAR VISCOELASTICITY

The study of the deformation of materials has long provided an area of interest for

philosophers and scientists. The documented history begins in the 17th century with

the pioneers in the fields of solid and fluid mechanics: Hooke and Newton, who set
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down relations between force and deformation for the first time for solid and liquid

materials, respectively. At that time, materials were assumed to belong to one of two

distinct classes - which were later to become known as the Hookean elastic solid or

Newtonian viscous fluid. A solid or arrheodictic material may be defined [94] as one

which does not continuously change its shape when subjected to a stress, while a liquid

or rheodictic material will continuously change its shape (i.e. flow) when subjected to

a given stress, irrespective of the size of that stress. A solid possesses a reference state

in which the material is free of the effects of any stress or strain history it may have

experienced prior to deformation, but for liquids there is no preferred configuration

and it makes no sense to talk about an undeformed state.

1.2.1 Hookean Elastic Solid

In 1678, Robert Hooke introduced his theory of elastic materials [37]. Experiments with

springs led him to deduce that the tension in the spring was related to the extension

by a simple linear equation.

Figure 1.5: Deformation of a
Hookean elastic solid mate-
rial.
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By considering a small shear deformation of an elastic solid material, here taken

to occupy the rectangular block OABC initially at t = 0, which under deformation

becomes the parallelogram OAB′C′ at t = t′ ≥ 0 with angle ĈOC′ denoted by γ(t) as

shown in Figure 1.5, the relationship between shear stress σxy(t) and strain γ(t) at time

t ≥ 0 is given by

σxy(t) = gγ(t), (1-20)

where the constant g is referred to as the rigidity modulus.
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Figure 1.6: Response of a
Hookean solid to a step strain
function.
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Note that if a step strain, γxy(t) = γ0H(t− t0) is applied at t = t0, then σxy(t) =

γ0gH(t − t0). From this it can be deduced that the strain response is instantaneous,

reaching an equilibrium value gγ0 as shown in Figure 1.6. Conversely, if a step strain

is imposed, the stress will also be described by a step function. In a perfectly elastic

material, the energy required to deform the material is stored and can be completely

recovered when the applied stress is removed.

1.2.2 Newtonian Fluid

The corresponding model for viscous fluids was proposed by Isaac Newton in part

of his great mathematical treatise [65]. Consider a liquid contained between two large

parallel plates, the upper of which is moved with a constant velocity in a fixed direction

until a steady state is obtained as illustrated in Figure 1.7. The velocity at any point is

v1 = v1(y), v2 = v3 = 0. Assuming the flow is laminar, if f is the frictional force

resisting the motion of two adjacent parallel laminae past each other and a is the area

of the plates, then the shear stress ( f /a) is given by

σxy(t) = ηγ̇(t), (1-21)

where η is the coefficient of shear viscosity and the strain-rate is defined γ̇ = dv1
dy . If a

step stress σxy(t) = σ0H(t) is applied in this case, it can be seen that the strain rate will

increase instantaneously to an equilibrium value σ0/η, but the strain γ will increase

linearly as a function of time with gradient σ0/η as shown in Figure 1.8. The energy

required to deform the material, in contrast with the elastic solid, is entirely dissipated

as heat due to the friction as the laminae flow over each other.



1.2 LINEAR VISCOELASTICITY 20

Figure 1.7: Laminar flow for a
Newtonian fluid.
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Figure 1.8: Strain-rate re-
sponse of a Newtonian fluid
to a step stress function.
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1.2.3 Viscoelasticity

The classification of materials into the extremes of Hookean elastic solid and New-

tonian viscous fluid was accepted for over a century, until experiments with certain

materials revealed behaviour that could not be described by either of the classical the-

ories of elasticity and viscous fluid flow alone. The permanent deformation of metals

when the stress increases beyond a certain limit is one such example. In 1835, the Ger-

man physicist Wilhelm Weber [98] noted that the elasticity of silk threads in tension is

not perfect - an immediate elastic tension is followed by continued slow extension as a

function of time. When the force is removed from the thread, it returns to its original

length; an process known as creep and recovery today. This was the first description

of the concept of a viscoelastic material, i.e. one that displays both elastic and viscous

tendencies.

It is reasonable to assume that all materials are viscoelastic, since under deforma-

tion some energy is always stored and some dissipated. Over large timescales, a mate-

rial that appears to be solid in nature over short timescales may flow like a fluid. This
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leads to the definition of a dimensionless parameter which relates the characteristic

time of the deformation process to a characteristic time associated with the material,

known as the Deborah number [76],

De =
λmat

λexp
, (1-22)

where λmat, λexp are the characteristic material and experimental times, respectively.

A limiting value of zero corresponds to viscous fluid behaviour while infinity corre-

sponds to that of an elastic solid. For intermediate values, viscoelastic behaviour is

observed.

Viscoelastic materials such as polymers, soils, bitumen, concrete, cartilage and

many bodily fluids are familiar in modern everyday life. A considerable proportion

of rheological study has been directed towards polymeric materials, encouraged by

the significant use of these materials in engineering and manufacturing. The viscoelas-

tic behaviour of polymers arises from the movement of thread-like, flexible long-chain

macromolecules [102] which occupy a volume considerably greater than atomic dimen-

sions. As the material undergoes deformation, internal forces develop as a result of

molecular changes in configuration, involving rearrangements on three scales:

1. Long-range contour rearrangements, e.g. convolutions (slow)

2. Local level rearrangements, e.g. kinks (more rapid)

3. Reorientation of bonds on the chain backbone on the atomic scale

Hence, the stresses are influenced on several timescales, giving rise to complex be-

haviour as the internal stresses adjust varying rates. The distinction between solid-like

and fluid-like behaviour is related to the presence of cross-linking in the structure. If

present, as illustrated in Figure 1.9 the resulting network limits the maximum possible

deformation and intermolecular forces cause the original configuration to be regained.

However, if the polymer is not cross-linked (Figure 1.10), under constant stress the

macromolecules continue to slide over each other and flow. When the stress is re-

moved, there are no intermolecular forces to return the molecules to their original con-

figuration.

1.2.4 Maxwell Model

The first constitutive equation specifically suited to modelling a viscoelastic material

was proposed in 1867 by James Clerk Maxwell [61], although the original purpose of
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Figure 1.9: Viscoelastic material with
cross-linked structure.

Figure 1.10: Viscoelastic material with-
out cross-linked structure.

the experiment was to determine the viscosity of a gaseous material. In the case of

simple shear, the form for the Maxwell constitutive equation is

σxy(t) + λσ̇xy = ηγ̇xy, (1-23)

where λ is a constant termed the relaxation time. Linear viscoelastic models such as

this are often represented by mechanical analogues, composed of various configura-

tions of springs, which represent the Hookean elastic component, and dashpots, which

represent the Newtonian fluid component of the material behaviour. In this form, the

Maxwell model corresponds to a dashpot and spring in series as shown in Figure 1.11.

The constitutive equation can be derived by assuming that the total strain rate is

equal to the sum of the strain rates of the spring and dashpot, i.e.

γ̇(t) = γ̇e(t) + γ̇v(t) =
σ̇(t)

g
+

σ(t)
η

(1-24)

Note that taking the limits η = 0 and g = ∞ corresponds to the Hookean and Newto-

nian cases, respectively.

Solving the differential equation in (1-23) leads to

σxy(t) =
∫ t

−∞

η

λ
e−

(t−t′)
λ γ̇xy(t)dt′ + c e−

t
λ (1-25)

where c = 0, since limt→−∞ σxy(t) must be finite. Under step-strain conditions,

γxy(t) = γ0H(t),

σxy(t) =
ηγ0

λ
e−

t
λ , (1-26)
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Figure 1.11: Spring-dashpot representation of
the Maxwell model. The spring represents the
elastic contribution and the dashpot represents
the viscous contribution to the behaviour of the
material. γ̇(t)

γ̇vη

γ̇eg

it can be seen that the stress jumps to an initial value ηγ0
λ , then relaxes exponentially

to zero as shown in Figure 1.12. The relaxation time λ = η
g is the time for the stress

to relax to e−1 of its initial value. The physical explanation for this behaviour is that

while the material body is constrained in a fixed shape, the molecules readjust to more

favourable internal configurations which gradually produce lower stresses. For a New-

tonian fluid, λ = 0 and for a Hookean solid λ = ∞. It has been estimated that for water

λ ≈ 10−12 s. Note that the Maxwell model can only model viscoelastic fluid behaviour,

since under step stress conditions the strain does not reach an equilibrium value, corre-

sponding to the indefinite extension of the dashpot element in the mechanical model.

1.2.5 Kelvin-Voigt Model

The second model proposed for viscoelastic materials is often referred to as the Kelvin-

Voigt (K-V) model, although the first occurrence of the constitutive equation is at-

tributed to Meyer [63]. Kelvin applied the concept of Meyer’s model to the damping

of metals, and Voigt later generalized to anisotropic media. The constitutive equation

for this model takes the form

σxy(t) = gγxy(t) + ηγ̇xy(t), (1-27)
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Figure 1.12: Response of a
Maxwell fluid to a step-strain
function.
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which is equivalent to a spring and dashpot in parallel in terms of a mechanical model

as shown in Figure 1.13. Occasionally, the parameter used to characterize the spring

is the compliance, J = 1/g. The result in (1-27) is obtained by assuming that the total

stress is the sum of the stresses in each component, so that

σ(t) = σe(t) + σv(t) = gγ(t) + ηγ̇(t). (1-28)

Figure 1.13: Spring-dashpot
representation of the Kelvin-
Voigt model.
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The K-V model does not show stress relaxation under constant strain as for the

Maxwell model, since the stress remains constant. Hence, the K-V model is not capable

of describing viscoelastic fluid behaviour. However, under step-stress σxy(t) = σ0H(t),
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γxy(t) = σ0 J
(

1− e−
t
τ

)
(1-29)

the strain reaches the same equilibrium value as for the Hookean model, σ0
g , but the

strain growth is retarded as illustrated in Figure 1.14. The retardation time, τ, is defined

as the time taken to reach (1− e−1) of its final equilibrium value, or alternatively the

time taken to fall to e−1 when the shear stress is removed.

Figure 1.14: Response of the
Kelvin-Voigt model to step
stress.
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1.2.6 General Linear Models

Both of the Maxwell and Kelvin-Voigt models are examples of linear viscoelastic con-

stitutive models, in the sense that the constitutive equations are represented by linear,

first-order differential equations. However, it has been noted that neither model is

completely general in the sense that the Maxwell model cannot describe strain retar-

dation and the Kelvin-Voigt model cannot describe stress relaxation, hence the two

models describe different behaviour for the same prescribed stimulus. To model lin-

ear viscoelastic solid-like behaviour, a minimum of three elements are required [94]

- namely two springs and one dashpot, while liquid-like behaviour requires at least

four elements - two springs and two dashpots. By adding a lone spring in parallel to

the Maxwell element, a model which describes solid-like behaviour can be obtained.

When these requirements are satisfied and with certain choices of parameters, the qual-

itative behaviour predicted by any of these models is of the same nature under a given

prescribed stimulus.

More complicated models be created by taking various combinations of springs

and dashpots in parallel or serial configuration (see [9],[94] for examples), but it has
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been shown that all models, irrespective of complexity, can be reduced to one of two

canonical forms [82]. These are the generalized Maxwell and Kelvin-Voigt models,

respectively.

The generalized Maxwell model consists of a finite number, N, or an enumerably

infinite number of Maxwell elements in parallel as illustrated in Figure 1.15, each with

a different combination of spring and dashpot constants, gi and ηi, for i = 1, . . . , N.

The stress then has the form

σ(t) =
N

∑
i=1

gi

∫ t

−∞
e−

t−t′
λi γ̇(t′)dt′, (1-30)

where {gi} are the spring constants and {λi} are constants with the dimensions of

time, known as the relaxation times and are defined by λi = ηi/gi.

η1

g1

η2

g2

η3

g3

ηN

gN

σ(t)

Figure 1.15: Spring-dashpot representation of the N-mode Maxwell model.

The generalized Kelvin-Voigt model is obtained in a similar fashion, but by com-

bining K-V elements in series. This leads to the definition of the creep compliance as

stress/strain ratio under step-stress conditions.

1.2.7 The Boltzmann Equation

The theory of linear viscoelasticity as it is known today is largely as a result of the work

of Ludwig Boltzmann [15]. The concept now known as the principle of fading memory

was developed by Boltzmann, and states that the stress at time t depends not only on
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the current strain at that time, but also on those for all previous times. The contribution

decreases as the interval from the current time increases.

This was followed by the principle of superposition, which implies that if either one

of the single-step response functions G(t) or J(t) is known, then the output resulting

from any input can be predicted [27, 102]. The relaxation modulus is defined to be the

stress/strain ratio under step-strain conditions, thus the stress will be

σ(t) = γ0G(t) (1-31)

and if a higher strain γ0 + γ1 is applied, then σ(t) = (γ0 + γ1)G(t) by linearity. How-

ever, if a strain γ0 is applied at time t = 0 and an additional strain γ1 is subsequently

applied at t = t1, then according to Boltzmann’s superposition principle the total stress

will now be the linear superposition of the two resultant stresses at their respective

times,

σ(t) = γ0G(t− t0) + γ1G(t− t1). (1-32)

The generalization to an arbitrary number of step strain functions is then easily de-

duced to be

σ(t) =
ti=t

∑
ti=−∞

γiG(t− ti) (1-33)

Hence, the stress resulting from an arbitrary strain history can be estimated by approx-

imating the function representing the strain by a series of step functions. Taking the

limit as the number of step functions increases to infinity and the discrete {ti} approach

a continuum, the Stieltjes integral

σ(t) = γ0G(t) +
∫ t

0+
G(t− t′)dγ(t′) (1-34)

is obtained. This is the constitutive equation for linear viscoelasticity, more commonly

expressed in the form

σ(t) = γ(0)G(t) +
∫ t

0+
G(t− t′)γ̇(t′)dt′. (1-35)

By the definition of the convolution integral an equivalent form of (1-35) can be found

relating the stress and strain through the memory function, M(t) = −dG
dt .

σ(t) = G(0)γ(t)−
∫ t

0+
M(t− t′)γ(t′)dt′ (1-36)
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Figure 1.16: The Boltzmann
superposition principle,
whereby an arbitrary strain
history can be approximated
by a series of step functions. t

γxy

O

σ0

g

t0 t1 t2

γ0

γ1

γ2

Alternatively, by considering the application of step stresses and using the defini-

tion of the creep compliance, J(t), as the stress/strain ratio under step-stress condi-

tions, a corresponding equation can be derived relating the strain and stress through

the creep compliance.

γ(t) = σ(0)J(t) +
∫ t

0+
J(t− t′)dσ(t′) (1-37)

The above results are subject to the assumption which underlies the theory of linear

viscoelasticity, namely that the deformations considered are sufficiently small, or the

rate of deformations sufficiently slow that the linear approximation is valid. Under

such conditions, the statistical distribution function characterizing the microstructure

of the fluid is only slightly perturbed from equilibrium [62]. Therefore, the theory of

linear viscoelasticity can not model viscoelastic behaviour observed in a completely

general sense, but provided the deformation constraint is adhered to the agreement

between predicted and experimentally observed is considered sufficiently accurate.

Rheological phenomena which are described as non-linear are observed in certain

fluids with complex structure such as polymer melts and solutions when the deforma-

tions are greater than the linear viscoelastic limit. Two examples are:

1. Shear-rate dependent viscosity: The viscosity for certain materials either

increases for increasing shear-rate (rheopexy), or more commonly decreases

(thixotropy). The change in viscosity is time-dependent and the original proper-

ties are gradually recovered after cessation of shear.

2. Normal stress-effects: In steady flows, the normal stresses defined in terms of

the stress tensor, N1(γ̇) = σxx − σyy and N2(γ̇) = σyy − σzz, can take non-zero val-

ues. These can result in phenomena [9] such as the Weissenberg effect, observed
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when a rotating rod is placed in a shallow dish of viscoelastic fluid. A Newtonian

fluid would move towards the edge of the vessel by inertia causing a higher surface

near the boundary, but the viscoelastic fluid produces a surface higher near the rod

and the material appears to climb the rod due to a non-zero N1(γ̇) which draws

the fluid inwards around the boundary of the rod. Another effect is ‘die swell”, ob-

served when certain viscoelastic fluids flow from the exit of a tube, whence it swells

to a much great diameter than that of the tube which increases with an increase in

flow rate.

To model such behaviour requires constitutive equations non-linear in nature and

hence of greater complexity than the linear viscoelastic constitutive equation. How-

ever, solving problems using such equations is considerably more difficult and de-

termining the material parameters from these equations even for simple geometrical

flows can be an intractable problem. Here, the simplicity of the linear model becomes

a distinct advantage, allowing the material parameters such as the relaxation modulus

to be determined in simple experiments where the deformations are sufficiently small

and thence substituted in more complex constitutive models to solve real world prob-

lems. Now we proceed to look at how the linear viscoelastic model fits in within the

framework of general constitutive models through the simple fluid model.

1.2.8 Simple fluid of Coleman and Noll

Early work on developing constitutive models for non-Newtonian fluids was based

upon the assumption that the stress is uniquely determined by the instantaneous rate

of deformation, such as the Reiner-Rivlin model [77, 79], which has constitutive equa-

tion

Tik = 2η(I2, I3)dik + 4ζ(I2, I3)d
j
idjk, (1-38)

where I2, I3 are the two non-zero invariants of the strain-rate tensor Dik, Tik = pδik + σik

is the extra stress tensor and ζ is a constant. Such a model could account for shear-rate

dependent viscosity, but not normal-stress differences and hence was not completely

general. This was the motivation for the development of the “simple fluid” model

by Coleman and Noll [19]. Here a summary is given of the main features [6] of the

constitutive model and demonstrate how the linear model is a special case.

Four axioms form the basic assumptions which underlie the simple fluid theory:

1. Determinism of stress: The stress is determined by the entire history of defor-

mation and is independent of future deformations. This introduces the concept of
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’memory’.

2. Local action: The stress at a given point is uniquely determined by the history

of deformation of an arbitrarily small neighbourhood of that material point.

3. Non-existence of a natural state: A fluid material has no preferred configuration

or ’natural state’. Any difference in stress is due therefore only to a difference in the

deformation history experienced. Every simple fluid is isotropic.

4. Fading memory: The influence of past deformations on the stress at the present

time diminishes the further into the past is considered. The entire history to

t′ = −∞ can never be known, so fading memory allows experiments of finite dura-

tion, since contributions of deformations prior to the experiment give a negligible

contribution to the stress. This gives rise to the concept of a ’natural time’ for a

fluid, which is a measure of the memory span and dictates the minimum accept-

able duration of an experiment.

The constitutive equation is based upon a functional to incorporate the concept of

memory, the general form for which is

T(x, t) =
∞
H

s=0
[G(x, t, s)] (1-39)

where s = t− t′ is the time lag. The relative finite strain tensor is defined

G(x, t, s) ≡ C(x, t, t− s)− I (1-40)

where C is the Cauchy-Green strain tensor defined in terms of the deformation gradi-

ent tensor F by C(x, t, t′) = FT(x, t, t′)F(x, t, t′), and I is the identity tensor.

The general form for the constitutive equation is of little practical use, but insights

can be gained by considering the limiting values of slow flow and small deformations.

Coleman and Noll first considered “retarded” strain histories described by

Gα(x, t, s) = G(x, t, αs). (1-41)

Taking the limit as α→ 0 causes any history G to approach the zero history. By taking

N-th order approximations, it can shown that

1. Zeroth-order: For N = 0, the stress is simply hydrostatic

T = −pI (1-42)
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2. First-order: For N = 1, the stress is given by the equation for Newtonian flow:

T = −pI + ηA(1) (1-43)

where A(1) is the first Rivlin-Ericksen tensor. Hence, Newtonian fluids may be

regarded as simple fluids whose natural time is so small that any practical flow of

interest may be considered slow.

3. Second-order: For N = 2, the first contribution of ’memory’ appears in the final

term

T = −pI + ηA(1) + α1

[
A(1)

]2
+ α2A(2), (1-44)

where A(2) is the second Rivlin-Ericksen tensor. Define the norm ‖G‖ by

‖G(s)‖h =
∫ ∞

0
|G(s)|2 h2(s)ds, (1-45)

where the scalar-valued function h(s) is an influence function satisfying h(s) > 0 for s ∈
[0, ∞) and lims→∞ sNh(s) = 0. It can then can be shown that provided the deformation

is small, the norm ‖G‖ will be sufficiently small and a first order approximation to the

constitutive equation of a simple fluid with fading memory can be shown to be

T = −pI +
∫ ∞

0
G(s)A(1)(x, t, s)ds, (1-46)

which should be recognized as the constitutive equation of linear viscoelasticity. Thus,

the simple fluid model provides a theoretical justification for the conditions of validity

for the model proposed by Boltzmann nearly a century earlier.

III. LINEAR VISCOELASTIC FUNCTIONS

To describe the deformation of a material under a given stress, or vice versa, a consti-

tutive relation is required which links the excitation and response functions through

another material dependent function which is unique to the material under consider-

ation. Several such functions exist and all are mathematically equivalent and hence

contain the same information about the properties of the relevant material under con-

sideration [27]. Provided the strain or strain gradients are sufficiently small so that

the behaviour is linear, the viscoelastic functions are independent of the magnitude of

the stress or strain excitation. The material functions are subdivided into two groups:
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those associated with stress relaxation experiments and those associated with creep ex-

periments, although any of those functions listed can be determined in principle from

either type of experiment. We now proceed to describe each function in turn and see

how they are related to each other.

The mathematical equivalence [86] of all the linear viscoelastic material functions

described in this section implies that the choice of which function to measure is en-

tirely down to preference, since in principal any of the other material functions can be

obtained through exact analytical solution of the interconversion equations. This ap-

proach is based on the assumption that the function which is measured is determined

with perfect accuracy over the entire domain upon which it is defined, however this is

never the case experimentally. Practical considerations dictate that the data obtained

from experiments will only cover a subinterval [0, T] of the interval over which the

material functions are defined, [0, ∞], where 0 < T < ∞. Additionally, the data will

contain errors of a certain level, which cause problems with inversion of the integral

interconversion formulae which are often ill-posed. A graphical summary of the re-

lationships between the various functions is shown in Figure 1.17, while Figure 1.18

shows some of the approximate methods which are required in practice.

1.3.1 Relaxation Modulus

The relaxation modulus is defined through the application of a step strain to the mate-

rial under consideration. Assuming the strain amplitude is γ0, then the stress is deter-

mined by σxy(t) = γ0G(t), hence if the strain is measured then the relaxation modulus

can easily be determined. More generally, the relaxation modulus is the kernel func-

tion relating the stress response to an arbitrary strain in the integral equation in (1-35).

In (1-30), the relaxation modulus for the N-mode Maxwell takes the form of a Dirichlet

series, also known as a Prony series:

G(t) = G∞ +
N

∑
i=1

gi e−
t

λi (1-47)

where the {gi}N
i=1 are the elastic moduli and the {λi}N

i=1 are the relaxation times. The

term G∞ is included to include viscoelastic solid behaviour, representing the fact that

under constant strain the stress will never relax to zero. This corresponds to a separate

spring in parallel with the N Maxwell elements in the mechanical model.

The mechanical model approach suggests that the relaxation modulus must be of

exponential series form as in (1-47), but this is misleading. Several other forms have
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Figure 1.18: Approximate interrelations between the linear viscoelastic functions.

been suggested, such as a rational polynomial form [102]:

G(t) = G∞ +
G0 − G∞(
1 + t

λ

)n . (1-48)

The relaxation modulus must be a monotonically decreasing function in order to sat-

isfy the principle of fading memory. The Dirichlet series representation satisfies this

under certain choices of the parameters and the relaxation modulus can be approxi-

mated to arbitrary accuracy by increasing the number of modes, hence the form for the

relaxation modulus in (1-47) is the most commonly encountered form for represent-

ing the relaxation modulus in discrete form. The constant G0 = limt→0 G(t) is known

as the glassy modulus, since amorphous polymers exhibit glass-like behaviour at very

short loading times.

The relaxation modulus can be incorporated directly into general constitutive equa-

tions for modelling non-linear behaviour, for example of polymer melts and solutions.

The KBKZ group of integral constitutive models [42, 11] is one such example, which

for the incompressible case has the general form

T =
∫ t

−∞
M(t− t′)H(t′)dt′, (1-49)

where M(t) = −dG
dt is the memory function. The function H(t′) is a strain measure

defined in terms of the strain tensor C and its first invariant IC = tr (C) by

H = h1
(

IC, IC−1
)

C + h−1
(

IC, IC−1
)

C−1 (1-50)
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with constants h1 and h−1.

1.3.2 Creep Compliance

The creep compliance J(t) is defined by the application of a step stress in a simple

shear regime. If the magnitude of the stress is σ0, then the resulting displacement

will be γxy(t) = σ0 J(t), implying that the creep compliance is the ratio strain/stress

under such conditions. More generally, the creep compliance is the kernel function

in the integral equation relating the strain to an arbitrary stress in (1-37). In terms of

a discrete retardation spectrum corresponding to an N-mode Kelvin-Voigt model, the

creep compliance takes the form

J(t) =
M

∑
i=1

Ji

(
1− e−

t
τi

)
+

{
t
η

}
(1-51)

where η is the viscosity corresponding to an extra viscous element in series with the

K-V model, included for the sake of generality to allow for viscoelastic fluid materials

and the Ji = g−1
i , i = 1, . . . , M are the compliances associated with each spring.

The relationship between the relaxation modulus and creep compliance can be ob-

tained by elimination from (1-34) and (1-37), using Laplace transforms to obtain

∫ t

0
J(t′)G(t− t′)dt′ = t ⇔ Ḡ(s) J̄(s) =

1
s2 . (1-52)

The difficulty in evaluating (1-52) arises due to the ill-posedness of the inversion of

the Laplace transform. Examples of approximate methods of inverting (1-52) can be

found in [43] and [38]. It has been established empirically that G(t) is more sensitive

to short-scale relaxation processes, while J(t) is more sensitive to long-scale relaxation

processes, thus for some materials it is advantageous to supplement the data for G(t)

with that converted from J(t) over certain intervals.

1.3.3 Complex Functions

Consider the response of a viscoelastic material to small amplitude oscillatory shear,

where the strain is prescribed and is assumed to take the form γ(t′) = γ0 eiωt′ , so that

γ̇(t′) = iωγ0 eiωt′ . From (1-35), the stress is

σ(t) =
∫ t

0
iωγ0G(t− t′) e−(t−t′) dt′

= iωγ0 eiωt
∫ ∞

0
G(s) e−iωs ds (1-53)
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where s = t − t′ and i =
√
−1. This is an equation of the form σ(t) = G∗(ω)γ(t),

where

G∗(ω) = iωĜ(ω) = iω
∫ ∞

0
G(s) e−iωs ds (1-54)

is the so-called complex modulus. Furthermore, G′(ω) = Re {G∗} and G′′(ω) =

Im {G∗} are known as the storage modulus and loss modulus, respectively. The stor-

age modulus is often thought of characterizing the elastic component of the response

and hence the amount of energy stored per cycle of deformation, and the loss modu-

lus as describing the amount energy dissipated per cycle by the viscous component.

However, it can be shown that the same information is contained mathematically in

either function and that interconversion between the two can be performed [39]. For

the N-mode Maxwell model,

G∗(ω) =
N

∑
j=1

iωλjgj

1 + iωλj
. (1-55)

Similarly, by considering an applied stress of oscillatory form, it can be shown that

γ(t) = J∗(ω)σ(t), where J∗(ω) = iω Ĵ(ω) is the complex compliance, J∗(ω) = J′ − i J′′.

J′(ω) is known as the storage compliance and J′′(ω) the loss compliance. The complex

moduli G∗(ω) and J∗(ω) are inter-related by a simple reciprocal relationship, so the

real and imaginary components are related by

J′(ω) =
G′(ω)

[G′(ω)2 + G′′(ω)2]
2 (1-56)

J′′(ω) =
G′′(ω)

[G′(ω)2 + G′′(ω)2]
2 . (1-57)

By assuming that the resultant stress is of the form σ(t) = σ0 ei(ωt+δ), the loss tangent

can be defined

tan δ =
G′′

G′
=

J′′

J′
(1-58)

which measures the phase difference between the input strain and resultant stress. At

high frequencies, the response is essentially that of an elastic solid with δ ∼ 0, while at

low frequencies the response is mainly viscous and δ ∼ 90◦.

Another variation on the theme defines the complex viscosity, η∗(ω) = η′ − iη′′,

which relates the stress and shear rate through the equation σ = η∗(ω)γ̇(t) and charac-

terizes the dissipative effects of an alternating stress. The complex viscosity is therefore

simply the Fourier transform of the relaxation modulus, η∗(ω) = Ĝ(ω), and related to

the complex modulus by G∗(ω) = iωη∗(ω).
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1.3.4 Relaxation and Retardation Spectra

The N-mode Maxwell model defines a discrete spectrum of relaxation times, each

value of λi being associated with a weight gi. Whether such a discrete spectrum re-

flects the physical processes occurring during stress relaxation for real materials is

debatable. Certain molecular theories, such as the Rouse model do predict discrete

spectral lines, but in practice these are too closely spaced to resolve. To model a real

material accurately, a very large number of modes are required. If N → ∞, then the

result is a continuous spectrum [27] or distribution function of relaxation times, H(λ),

which is defined such that H(λ)dλ represents the contribution to the total viscosity of

all the Maxwell elements with relaxation times lying in the interval [λ, λ + dλ]. Then,

the stress is

σ(t) =
∫ ∞

0

H(λ)

λ

∫ t

−∞
e−
(

t−t′
λ

)
γ̇(t′)dt′ dλ

=
∫ ∞

0
G(t− t′)γ̇(t′)dt′ (1-59)

which leads to a general definition of the relaxation modulus, G(t), in terms of an

arbitrary relaxation spectrum, H(λ) in the form of a Stieltjes integral:

G(t) = G∞ +
∫ ∞

λ=0
e−

t
λ H(λ)d ln λ. (1-60)

The relaxation modulus for the N-mode Maxwell model in (1-47) is obtained by

multiplying the relaxation function H(λ) by a sampling function, resulting in a discrete

relaxation spectrum of the form

H(λ) =
N

∑
i=1

ηiδ(λ− λi) (1-61)

where the {ηi} are the partial viscosities defined ηi = λigi for i = 1, . . . , N. In this

context, H(λ) can be thought of as the density (on a log basis) of the elements of the

form e−t/λi making up G(t).

Various theoretical distributions have been proposed for the relaxation spectrum

[94], for example the box distribution, wedge distribution, Wiechert’s log-normal dis-

tribution [101] and the bimodal log-normal distribution of Honerkamp and Weese [36].

In an entirely analogous fashion to the relaxation spectrum, the retardation spec-

trum can be defined such that L(τ)dτ represents the contribution to the elasticity mod-

ulus of the processes with retardation times in the interval [τ, τ + dτ]. This leads to a

definition of the creep compliance as

J(t) = J0 +
∫ ∞

τ=0
L(τ)

[
1− e−

t
τ

]
d ln τ + t

η (1-62)
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where J0 allows for ‘instantaneous’ elastic deformation for viscoelastic solid materials

which would otherwise require infinite stress. Note that for solid materials η = ∞ and

for liquids J0 = 0. The discrete case corresponding to an N-mode retardation spectrum

L(τ) =
N

∑
i=1

Jiτiδ(τ − τi) (1-63)

has creep compliance of the form

J(t) = J0 +
N

∑
i=1

Ji

(
1− e−

t
τi

)
+ t

η . (1-64)

The relaxation and retardation spectra occupy a pivotal rôle in the process of in-

terconversion between linear viscoelastic functions, since the relaxation function and

complex modulus can be calculated without difficulty from a known discrete relax-

ation spectrum, and the creep compliance and complex compliance from the retarda-

tion spectrum. Hence, much attention has been given to determination of the spectral

functions from experimentally measured data. The two spectra are related by the two

formulae

L =
H

[
G∞ −

∫ ∞
−∞

H(u)
τ/u−2 d ln u

]2
+ π2H2

(1-65)

H =
L

[
J0 +

∫ ∞
−∞

L(u)
1−u/τ d ln u− τ

η

]2 (1-66)

for which approximate methods of evaluation can be found in [94] and [27].

The question concerning which is the best characteristic function to measure has

long been considered. In the time domain, empirical results have suggested [62] that

it is better to measure the relaxation modulus and calculate the creep function through

the interconversion formulae. The stress-explicit constitutive equations have been de-

rived from molecular or continuum models, so in general there is a bias towards use

of the relaxation modulus theoretically. By considering the relative ill-posedness of the

process of converting from relaxation modulus to creep function in comparison with

that of the reverse process, it can be shown that the former process is more stable with

respect to perturbations in the data [2, 3].
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In this chapter, the foundations of stress-controlled rheometry are set out which pro-

vide the basis for analysis in subsequent chapters. Firstly, the governing equations for

an experimental setup utilizing the parallel plate geometry are derived which relate

the applied stress to the resultant displacement through the relaxation modulus. Next

a selection of possible functions for the applied torque are considered and response of

the system simulated by means of solving the governing equations analytically using

Laplace transform analysis. In each case, it is assumed that the material sample has a

known relaxation modulus corresponding to a generalized Maxwell model. The first

function considered is the delta function, which although strictly speaking a distribu-

tion or measure, can indicate the response of the system to an instantaneous impulsive

force. Secondly, the response to a constant stress (i.e. a Heaviside step function) is

considered, leading on to the box function and also a stress which increases linearly in

time. Finally, periodic functions are considered.

I. GOVERNING EQUATIONS

Consider the parallel plate geometry on a controlled stress rheometer as shown in Fig-

ure 2.1. Several geometries are available for use with modern rheometers, including

the cone and plate and concentric cylinder configurations, however the parallel plate

geometry has some advantages. Firstly, the gap between the plates can be altered eas-

ily without changing the instrument components and secondly, should it be required,

inertial effects can be incorporated more easily than, for example, the cone and plate

geometry.

The viscoelastic material under test is contained between two circular plates, of

radius a and separated by a distance h. In practice, the lower fixed platen is usually

much larger, but since the sample only occupies a cylindrical space of the radius equal

to that of the upper platen the actual radius is irrelevant. A torque C(t) is applied to the

upper platen of the rheometer and the resulting displacement χ(t) of the same plate

is the measured variable. At this stage in the derivation of the governing equations,

no assumptions are made about the form of the applied torque, other than that it is

amenable to experimental use. Ignoring edge effects by assuming that the edges of

the material sample are orthogonal to the platen surface and in the case of fluids the

absence of loss by evaporation at this free surface, with reference to cylindrical polar

coordinates (r, θ, z), the velocity field can be assumed to take the form

v = (0, r f (z, t), 0) (2-1)
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subject to the boundary conditions

vθ|z=0 = 0, vθ|z=h = rχ̇ (2-2)

2.1.1 Equations of Motion

Firstly, note that

∇· v =
1
r

∂

∂r
[rvr] +

1
r

∂vθ

∂θ
+

∂vz

∂z
= 0, (2-3)

so that the velocity field automatically satisfies the conservation of mass condition for

incompressible fluids.

Figure 2.1: Parallel plate ge-
ometry. The two plates of ra-
dius a are separated by a dis-
tance h and a torque C(t) is
applied to the top platen.

h

a

C(t)

r

z

χ(t)

For infinitesimal displacement gradients, the linear viscoelastic constitutive equa-

tion for the stress can be expressed in the form

σ = −pI + T (2-4)

where the extra stress, T, is given by Boltzmann’s equation,

T = 2
∫ t

−∞
G(t− t′)D(t′)dt′ (2-5)

where t is the current time and t′ the running time variable. Additionally, the rate of

strain tensor, D, and velocity gradient, L, are defined:

D = 1
2

[
L + LT

]
(2-6)

L = ∇v (2-7)
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In cylindrical polar coordinates, the velocity gradient tensor can be expressed in the

form

L =




∂vr
∂r

∂vθ
∂r

∂vz
∂r

1
r
(

∂vr
∂θ − vθ

) 1
r
( ∂vθ

∂θ + vr
) 1

r
∂vz
∂θ

∂vr
∂z

∂vθ
∂z

∂vz
∂z


 (2-8)

and for the velocity distribution in (2-1), L can be shown to be

L =




0 f (z, t) 0
− f (z, t) 0 0

0 r ∂ f
∂z 0


 (2-9)

and the rate of strain tensor now becomes

D =




0 0 0
0 0 1

2r ∂ f
∂z

0 1
2r ∂ f

∂z 0


 =




0 0 0
0 0 1

2
∂vθ
∂z

0 1
2

∂vθ
∂z 0


 . (2-10)

Wherefore, the linear viscoelastic constitutive equation for this problem becomes

Tθz =
∫ t

−∞
G(t− t′)

∂vθ

∂z
dt′ (2-11)

The stress equations of motion in their most general form are given by

ρ
Dv
Dt

= ∇· σ + ρF = ∇· T −∇p + ρF (2-12)

where

Dv
Dt

=
∂v
∂t

+ v · ∇v (2-13)

is the material derivative, ρ is the density, p is the pressure and F represents the external

body forces acting upon the system. In the foregoing analysis, it is assumed that F = 0.

Ignoring fluid inertia, or equivalently setting ρ = 0, results in the set of equations

∂p
∂r

= 0 (2-14)

∂Tzθ

∂z
=

1
r

∂p
∂θ

(2-15)

∂p
∂z

= 0. (2-16)

From (2-14) and (2-16), it is clear that p = p(θ, t). Since Tθz is a function of r,z and t,

then p must satisfy

∂p
∂θ

= 0, (2-17)
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and also the boundary conditions for continuity of the pressure distribution

p(0) = p(2π) = p0, p0 ∈ R+. (2-18)

Hence p = p0 is a constant, and (2-15) becomes

∂2

∂z2

∫ t

−∞
G(t− t′)vθ(t′)dt′ = 0 (2-19)

The relaxation modulus, G(t), is independent of the geometry, so (2-19) can be writ-

ten in the form
∫ t

−∞
G(t− t′)

∂2vθ

∂z2 (t′)dt′ = 0 (2-20)

and since G(t) > 0, this implies that

∂2vθ

∂z2 = 0 (2-21)

which has a linear solution in z

vθ = c1z + c2 (2-22)

with constants c1, c2 ∈ C. Utilizing the boundary conditions in (2-2) it is readily appar-

ent that

vθ =
rχ̇

h
z. (2-23)

2.1.2 Equation of Motion of the Platen

The equation of motion of the upper (rotating) platen can be written in the form

C(t)− C f (t) = dχ̇ + Iχ̈(t) (2-24)

where C(t) is the applied torque, C f (t) is the torque exerted on the platen by the fluid,

I is the moment of inertia of the rotating assembly and d is a damping coefficient. The

latter parameter is a measure of the frictional forces in the bearing assembly, however

the air bearings which are found in most modern rheometers are of sufficient quality

to justify ignoring the coefficient in the analysis. The torque exerted on the plate by the
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material sample is calculated as follows.

C f =
∫∫

A

rτθz|z=h dA

=
∫ 2π

θ=0

∫ a

r=0
rτθz|z=hr dr dθ

=
∫ 2π

0

∫ a

0
r2
[∫ t

−∞
G(t− t′)

∂vθ

∂z
(t′)dt′

]

z=h
dr dθ

=
∫ 2π

0

∫ a

0
r2
∫ t

−∞
G(t− t′)

[
∂vθ

∂z
(t′)
]

z=h
dt′ dr dθ

=
∫ 2π

0

∫ a

0
r2
∫ t

−∞
G(t− t′)

rχ̇(t′)
h

dt′ dr dθ

=
2π

h

∫ a

0
r3
∫ t

−∞
G(t− t′)χ̇(t′)dt′ dr

=
πa4

2h

∫ t

−∞
G(t− t′)χ̇(t′)dt′ (2-25)

So now have a first order Volterra integro-differential equation (see Section 4.1) is ob-

tained in χ̇(t) relating the displacement of the plate to a completely arbitrary applied

torque,

Iχ̈(t) + k−1
∫ t

−∞
G(t− t′)χ̇(t)dt′ = C(t) (2-26)

where k = 2h
πa4 . Since we are only concerned with t ≥ 0, (2-26) can be rewritten as

Iχ̈(t) + k−1
[

χ(0+)G(t) +
∫ t

0
G(t− t′)χ̇(t)dt′

]
= C(t) (2-27)

using the notation χ(0+) = limt→0 χ(t) to allow the use of functions with step discon-

tinuities at t = 0.

A corresponding equation can be obtained from (2-27) relating the displacement to

the applied torque in terms of the creep compliance, J(t). Writing C f (t) = C(t)− Iχ̈(t)

and using the interrelation condition between G(s) and J(s) in (1-52) using the Laplace

transform, it is straightforward to obtain the following pair of Volterra equations.

C f (t) = k−1
[

χ(0+)G(t) +
∫ t

0
G(t− t′)χ̇(t′)dt′

]
(2-28)

χ(t) = k
[

C f (0+)J(t) +
∫ t

0
J(t− t′)Ċ f (t′)dt′

]
(2-29)

Now we continue to consider the use of integral transforms to obtain a solution for

χ(t) as given by (2-26) in terms of an arbitrary applied torque C(t).
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2.1.3 Fourier Transform Formulation

The Fourier transform of a function, f ∈ L1(R) is defined

f̂ (ω) = F { f (t)} (ω) :=
∫ ∞

−∞
e−iωt f (t)dt (2-30)

This definition can be extended to f ∈ L2(R) (see [83]). Taking the Fourier transform

of both sides of (2-26), we obtain

I ˆ̈χ(ω) + k−1F {G ∗ χ̇} (ω) = Ĉ(ω) (2-31)

The only assumptions which must be made initially are that the functions C(t), χ̇(t),

χ̈(t) possess Fourier transforms. This suggests that any solution to (2-31) must be

piecewise continuous and integrable over the whole real line, hence it is reasonable to

assume that χ̇, χ̈ ∈ L2(R). This restriction may be relaxed to χ ∈ L2[0, ∞), since only

functions which take the value zero for t < 0 need to be considered.

The Fourier transform of the convolution of functions f , g is simply

F { f ∗ g} = F { f } ·F {g} (2-32)

and the Fourier transform of the derivatives of a function f satisfy the following rela-

tion.

F
{

f (n)(t)
}
(ω) = (iω)n f̂ (ω) (2-33)

Applying (2-32) and (2-33) to (2-31), we obtain

I(iω)2χ̂(ω) + k−1iωχ̂(ω)Ĝ(ω) = Ĉ(ω) (2-34)

and using the definition of G∗(ω) from (1-54), the governing equations in terms of

Fourier transforms is given by

χ̂(ω) =
kĈ(ω)

G∗(ω)− kIω2 , (2-35)

which facilitates the determination of the complex modulus, G∗(ω), experimentally

from the known functions C(t) and χ(t).

2.1.4 Laplace Transform Formulation

Alternatively, the governing equations may be expressed in terms of the Laplace trans-

forms of the constituent functions. The Laplace transform of a piecewise continuous

function f (t), t ∈ [0, ∞), is defined by

f̄ (s) = L { f (t)} (s) :=
∫ ∞

0
e−st f (t)dt, s > 0. (2-36)



2.1 GOVERNING EQUATIONS 46

Taking the Laplace transform of both sides of (2-26),

I ¯̈χ(s) + k−1L {G ∗ χ̇} (s) + k−1χ(0)G(s) = C̄(s) (2-37)

The only assumptions which are made about the functions χ(t) and C(t) are that the

Laplace transform integrals exist. The requirements may be extended to allow the use

of certain generalized functions which have experimental usefulness, such as the delta

function.

The Laplace transform of the convolution of functions f and g satisfies the follow-

ing relation,

L { f ∗ g} = L { f }L {g} . (2-38)

Additionally, for a function f ∈ C(n−1)(a, b), where (a, b) ⊆ [0, ∞) and n ∈ N, then

provided ‖ f (t)‖∞ ≤ M ect for some c, M ∈ R, the following identity relates the Laplace

transform of a derivative of the function to the transform of the function itself.

L
{

f (n)(t)
}
(s) = snL { f (t)} −

n

∑
k=0

sk−1 f (n−k)(0) (2-39)

Applying (2-38) and the first and second order versions of (2-39) to (2-37), we obtain

I
[
s2χ̄(s)− sχ(0)− χ̇(0)

]
+ k−1sḠ(s)χ̄(s) + k−1χ(0)Ḡ(s) = C̄(s), (2-40)

or in terms of χ̄(s),

χ̄(s) =
kC̄(s) + k[sIχ(0) + Iχ̇(0)] + χ(0)Ḡ(s)

sḠ(s) + kIs2 . (2-41)

If the assumption is made that the plate starts from rest and that the position of

the plate is measured from a zero reference point, i.e. χ(0) = χ̇(0) = 0, then (2-41)

assumes a simpler form. To summarize, the foregoing experimental setup described is

represented by a system of three equations in Laplace space; the two equations relating

the displacement to the relaxation modulus and creep compliance coupled with the

interconversion condition relating the two material functions.

χ̄(s) =
kC̄(s)

sḠ(s) + kIs2 (2-42)

χ̄(s) =
ksC̄(s) J̄(s)

1 + kIs3 J̄(s)
(2-43)

Ḡ(s) J̄(s) =
1
s2 . (2-44)
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For each applied torque function in turn, the discrete relaxation spectrum {gi, λi}N
i=1

is made use of to provide an expression for the relaxation modulus of the fluid under

the assumption that the fluid is described by an N-mode Maxwell model. The relax-

ation modulus, G(t), thus takes the form of a Dirichlet or Prony series

G(t) =
N

∑
i=1

gi e−t/λi . (2-45)

The Laplace transform of (2-45) is consequently

Ḡ(s) =
N

∑
i=1

gi

s + 1
λi

(2-46)

which can be expressed as the rational function

Ḡ(s) =

N
∑

i=1
gi

N
∏
i=1
j 6=i

(
s + 1

λj

)

N
∏
i=1

(
s + 1

λj

) . (2-47)

Henceforth, the notation for the lower limit j = 1, i shall be used to denote j = 1, j 6= i.

In the case of a single-mode Maxwell, the expression for the Laplace transform of the

relaxation modulus reduces to

Ḡ(s) =
g

s + 1
λ

(2-48)

II. DELTA FUNCTION

The first form for the applied torque considered is the delta function,

C(t) = Cδδ(t− t0), t ∈ [0, T], T > t0 ≥ 0. (2-49)

The delta function is not a true function, but rather a measure or distribution [41].

However, it is often used in an applied mathematical setting to model an impulsive

force resembling an infinite spike at t = t0 with zero width and constant unit area. The

most important identity in this context is
∫ α+ε

α−ε
δ(t− α) f (t)dt = f (α) (2-50)

for ε > 0 and is most commonly used with limε→∞. The delta function can be defined

as the limit of a class of delta sequences. A sequence of functions δn is called a delta

sequence if

lim
n→∞

∫ ∞

−∞
δn(x) f (t)dt = f (0) =

∫ ∞

−∞
δ(t) f (t)dt (2-51)
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for any continuous function f (with compact support). In the language of measure

theory, this is weak∗ convergence of δn to δ.

One example of a delta sequence is the Gaussian function, normalized so that∫ ∞
−∞ δn(t)dt = 1,

δn(t) =
n√
π

e−n2t2
. (2-52)

Alternatively, the delta function may be thought of as the limit of a sequence of box

functions as shown in Figure 2.2. Convergence to be understood in the sense of (2-51).

Figure 2.2: Delta function as
the limit of a sequence of box
function delta sequences
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The Laplace transform of the resulting displacement χ(t) when subjected to a

torque C(t) is given by (2-42) and the Laplace transform of the applied torque is

C̄(s) = Cδ

∫ ∞

0
e−stδ(t− t0) = Cδ e−st0 , Re {s} , t0 > 0, (2-53)

so the platen displacement for an applied torque in the form of a Delta function has

Laplace transform

χ̄(s) =
Cδ e−st0

Is [s + (kI)−1Ḡ(s)]
. (2-54)
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Noting that

e−t′s f̄ (s) =
∫ ∞

0
e−(t+t′)s f (t)dt

=
∫ ∞

t′
e−us f (u− t′)du

=
∫ ∞

0
e−us f (u− t′)H(u− t′)du

(2-55)

where H(t− a) is the Heaviside step function defined

H(t− a) =

{
0 if t < a
1 if t > a

(2-56)

the following identity is attained, known as the shift theorem for the Laplace trans-

form,

L
{

f (t− t′)H(t− t′)
}
= e−t′s f̄ (s). (2-57)

This indicates that the problem can be expressed in terms of a rational function, χ0(t),

where

χ(t) =
Cδ

I
{χ0(t− t0)H(t− t0)} (2-58)

and

χ̄0(s) =
1

s [s + (kI)−1Ḡ(s)]
. (2-59)

provided that the Laplace transform of the relaxation modulus Ḡ(s) is algebraic. This

is equivalent to the problem of calculating the solution for a Delta function located at

t = 0 and a translation along the t-axis in a positive direction to t = t0, which is to be

expected of a linear time-invariant system. We now proceed to consider some specific

forms for the relaxation modulus G(t) and look at the form of the response χ(t) for an

applied torque in the form of a delta function.

2.2.1 Newtonian Fluid Model

The simplest form for the relaxation modulus is that of the Newtonian fluid model.

The relaxation modulus is G(t) = ηδ(t), in which case the Laplace transform of the

relaxation modulus is simply Ḡ(s) = η. Thus, (2-41) in this case becomes

χ̄(s) =
Cδ

Is
[
s + η

kI
] (2-60)
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and it is straightforward to invert the Laplace transform using partial fractions and

comparing with standard results to obtain

χ(t) =
kCδ

η

[
1− e−

ηt
kI

]
H(t). (2-61)

As can be seen from Figure 2.3, the displacement approaches an asymptotic value kCδ
η

at a rate dependent on the instrument inertia and geometry as well as the viscosity.

Indeed, if I → 0, then

lim
I→0

χ(t) =
kCδ

η
H(t). (2-62)

which is essentially the step-strain experiment. Upon application of a constant strain,

the Newtonian fluid experiences an infinite stress instantaneously, i.e. in the form of a

Delta function and thereafter is equal to zero. This is of course an idealization, since the

inertia of the rotating instrument assembly can never be sufficiently small to allow an

instantaneous change in angular displacement. It should be noted that the simplified

case where I = 0 is essentially equivalent to solving the Boltzmann equation (1-35), for

which many examples for various applied stress profiles can be found in [94].

t

χ(t)

O

kCδ

η

Figure 2.3: Platen displacement: Delta function, Newtonian fluid.

2.2.2 Maxwell Model

The Maxwell model has relaxation modulus with Laplace transform as defined in

(2-48) and substituting this expression into (2-42) gives the Laplace transform of the
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displacement of the platen

χ̄0(s) =
s + λ−1

s
[
s2 + λ−1s + g

kI
] (2-63)

when subjected to a delta function stimulus at t = 0. Let the roots of s2 + λ−1s + g
kI be

denoted {−ξ1,−ξ2}, then

χ̄0(s) =
s + λ−1

s(s + ξ1)(s + ξ2)
(2-64)

where

ξ1,2 =
1

2λ

[
1±

√
kI − 4ηλ

kI

]
. (2-65)

The inverse Laplace transform [100] is obtained by calculating the contour integral

f (t) = L −1 { f̄ (s)
}
(t) :=

1
2πi

∮
f̄ (s) est ds. (2-66)

Assuming the function f̄ (s) possesses no branch points or essential singularities and

the only singularities are a finite number of poles, then it follows that f̄ (s) is a mero-

morphic function, i.e. it can be represented as a rational algebraic function. Under such

conditions, the inversion of (2-66) may be accomplished using Cauchy’s residue theorem.

Thus f̄ (s) can be written in the form P(s)/Q(s), where P and Q are polynomials in s.

If deg P < deg Q, the Laplace transform may be inverted directly, otherwise algebraic

long division may be performed until the remainder satisfies the criterion. Linearity

of the Laplace integral implies any extra terms may be inverted separately. Thus, pro-

vided that the contour integral encloses all of the poles of f̄ (s), the inverse Laplace

transform is the sum of the residues of f̄ (s) est which are associated with the poles of

f̄ (s), viz.

f (t) = ∑
k

Resk
[

f̄ (s) est] . (2-67)

The residue associated with a simple pole located at s = sk is given by

Resk = lim
s→sk

[
(s− sk) f̄ (s) e−st] . (2-68)

In the case where f̄ (s) possesses poles of multiple order, a more general formula is

required. Assuming that f̄ (s) has l poles, each with multiplicity rk, k = 1, . . . , l located

at s = −sk, then it may be decomposed into partial fractions

f̄ (s) =
l

∑
k=1

rk

∑
ν=1

ck,ν

(s− sk)ν
(2-69)
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where

ck,ν =
1

(rk − ν)!

{
d(rk−ν)

ds(rk−ν)

[
f̄ (s) (s− sk)

rk
]
}

s=sk

, (2-70)

and the inverse Laplace transform of f̄ (s) is then

f (t) =
l

∑
k=1

eskt
rk

∑
ν=1

ck,νtν−1

(ν− 1)!
, t > 0 (2-71)

The nature of the roots {ξ1, ξ2}, and consequently the response χ(t) of the system

is dependent on the discriminant term ψ := 1− 4 ηλ
kI . This reflects the choice of instru-

mental parameters k and I with respect to the predefined fluid parameters g and λ.

This gives rise to two distinct cases:

Case 1. ψ > 0: For this problem, the two roots {ξ1, ξ2} are distinct and real-valued.

Now χ̄0(s) has only simple poles located at {0,−ξ1,−ξ2}, and using (2-67) and (2-68)

the inverse Laplace transform takes the form

χ0(t) = γ0 + γ1 e−ξ1t + γ2 e−ξ2t (2-72)

where the constants γ0, γ1, γ2 ∈ R are defined

γ0 = lim
s→0
{sχ̄0(s)}

=
kI
η

(2-73a)

γ1 = lim
s→−ξ1

{(s + ξ1)χ̄0(s)}

=
1− λξ1

λξ1(ξ1 − ξ2)
(2-73b)

γ2 = lim
s→−ξ2

{(s + ξ2)χ̄0(s)}

=
λξ2 − 1

λξ2(ξ1 − ξ2)
(2-73c)

Note that the order in which ξ1,2 are chosen is necessarily arbitrary and upon inter-

changing suffices in the latter expressions the same solution results. The overall so-

lution for χ(t) corresponding to a Delta function stimulus applied at a time t = t0 is

χ(t) =
Cδ

I
H(t− t0)

{
γ0 + γ1 e−ξ1(t−t0) + γ2 e−ξ2(t−t0)

}

=
Cδ

I
H(t− t0)

{
γ0 + γ1 eξ1t0 e−ξ1t + γ2 eξ2t0 e−ξ2t

}
(2-74)
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or alternatively in terms of hyperbolic trigonometric functions

χ(t) =
Cδ

I
H(t− t0)

{
γ0 + e−

t
2λ

[
γ1 eξ1t0 + γ2 eξ2t0

]
cosh(ζt)

+ e−
t

2λ

[
γ2 eξ2t0 − γ1 eξ1t0

]
sinh(ζt)

}
, (2-75)

where ζ = 1
2λ

√
kI−4ηλ

kI . The typical response of a Maxwell fluid with material parame-

ters such that ψ > 0 is shown in Figure 2.4. Note that the overall response is similar to

that of the Newtonian fluid and the displacement tends to a constant limiting value of

the same value as that for the Newtonian fluid.

t

χ(t)

O

kCδ

η

Figure 2.4: Platen displacement: Delta function, Maxwell model, ψ > 0.

Case 2. ψ = 0: In the case of repeated roots, ξ2 = ξ1 = 1
2λ , χ̄0(s) has a single pole at

s = 0 and a double pole at s = −ξ1 = 1
2λ . Therefore, the solution is of the form

χ0(t) = γ′0 + (γ′1 + γ′2t) e−
t

2λ (2-76)

where the constants γ′0, γ′1, γ′2 ∈ R are defined

γ′0 = γ0 (2-77a)

γ′1 = lim
s→−ξ1

{
d
ds

[
(s + ξ1)

2χ̄0(s)
]}

= −4λ (2-77b)

γ′2 = lim
s→−ξ1

{
(s + ξ1)

2χ̄0(s)
}

= −1. (2-77c)
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Hence, the overall solution for the displacement is

χ(t) =
Cδ

I
H(t− t0)

{
γ0 +

[
(γ′1 − γ′2t0) + γ′2t

]
e

t0
2λ e−

t
2λ

}
(2-78)

The general form of the displacement curve for values of η, λ, kI satisfying the above

criterion is shown in Figure 2.5. This limiting case would be extremely unlikely to be

observed experimentally, since the probability of the instrumental and fluid parame-

ters assuming the stated exact values is essentially negligible. Note that limt→∞ χ(t) =
kCδ
η = 4λCδ

I .

t

χ(t)

O

4λCδ

I

Figure 2.5: Platen displacement: Delta function, Maxwell model, ψ = 0.

Case 3. ψ < 0: As the quantity kI decreases in magnitude relative to the material

parameter 4ηλ, the roots become complex ξ1,2 ∈ C and since χ(t) : R 7→ R it follows

that the roots form a conjugate pair so that ξ2 = ξ∗1 . Let ξ1,2 = 1
2λ ± iξ ′′. Now χ0(t) is

of the form

χ0(t) = γ′′0 + e−
t

2λ

[
γ′′1 e−iξ ′′t + γ′′2 eiξ ′′t

]
(2-79)

where the constants γ′′0 , γ′′1 , γ′′2 ∈ C are defined

γ′′0 = γ0 (2-80a)

γ′′1 = lim
s→−ξ1

{(s + ξ1)χ̄0(s)}

=
−4λξ ′′ + i

[
4λ2ξ ′′2 − 1

]

2ξ ′′ [1 + (2λξ ′′)2]
(2-80b)
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γ′′2 = lim
s→−ξ∗1

{(s + ξ∗1)χ̄0(s)}

=
−4λξ ′′ − i

[
4λ2ξ ′′2 − 1

]

2ξ ′′ [1 + (2λξ ′′)2]
= γ′′∗1 (2-80c)

and the overall solution is of the form

χ(t) =
Cδ

I
H(t− t0)

{
γ′′0 + e−

t
2λ

[
γ′′1 eξ1t0 e−iξ ′′t + γ′′2 eξ∗1 t0 eiξ ′′t

]}
, (2-81)

which can also be expressed in trigonometric form as

χ(t) =
Cδ

I
H(t− t0)

{
γ′′0 + e−

(t−t0)
2λ γ′′3 sin

[
ξ ′′(t− t0) + φ

]}
, (2-82)

with new constants

γ′′3 = 2
∣∣γ′′2
∣∣ (2-83a)

and

φ = arctan

[
Re {γ′′1 }
Im
{

γ′′1
}
]

. (2-83b)

The envelope of the oscillations is given by the equation

E1,2(t) =
Cδ

η

[
γ′′0 ± γ′′3 e−αt] (2-84)

hence a curve fitted to the envelope will yield a value for α = − 1
2λ and consequently

provide an estimate of the relaxation time for the fluid. The frequency of the oscilla-

tions may be used to obtain ξ ′′ and thus the material parameters η, λ or g additionally.

In Figure 2.6 the general form of the displacement curve for values of η, λ, kI satisfying

the above criterion is illustrated.

2.2.3 N-mode Maxwell Model

To reasonably describe the response of a real-world viscoelastic material, a model with

more degrees of freedom than the single-mode Maxwell model is required. The N-

mode Maxwell, with N suitably large but finite, is such a model and the expression for

the relaxation modulus assuming G∞ 6= 0 has Laplace transform

Ḡ(s) =
G∞

s
+

N

∑
i=1

gi

s + 1
λi

, i = 1, . . . , N. (2-85)
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t

χ(t)

O

E1(t)

E2(t)

Figure 2.6: Platen displacement: Delta function, Maxwell model, ψ < 0.

To simplify the analysis, this is rewritten in the form

Ḡ(s) =
G∞Λ1,N(s) + sΛ2,N−1(s)

sΛ1,N(s)
, (2-86)

where Λ1,N(s) and Λ2,N−1(s) are polynomial functions in s of degree N and N − 1,

respectively, and are defined

Λ1,N(s) =
N

∏
i=1

(
s +

1
λi

)
(2-87)

Λ2,N−1(s) =
N

∑
i=1

gi

N

∏
j=1,i

(
s +

1
λj

)
. (2-88)

using the shorthand notation j = 1, i to denote j = 1, i 6= j for the lower limit. There are

two cases to consider, corresponding to non-zero and zero values for G∞, respectively.

Case 1. G∞ 6= 0: Substituting C̄(s) and Ḡ(s) into (2-42), the Laplace transform of the

platen displacement is

χ̄(s) =
CδΛ1,N

IΛ3,N+2
(2-89)

where the polynomial Λ3,N+2(s) of degree N + 2 is defined

Λ3,N+2 = s2Λ1,N(s) +
1
kI

[G∞Λ1,N(s) + sΛ2,N−1(s)] . (2-90)
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Note that χ̄(s) is rational and hence of the form P(s)
Q(s) where P(s) and Q(s) are real-

valued polynomials in s of degree N and N + 2, respectively. Denote the roots of

Λ3,N+2(s) by {−ξi}N+2
i=1 , where the ξi are ordered such that Re {ξ1} < Re {ξ2} < · · · <

Re {ξN+2}. Then

χ̄0(s) =
∏N

i=1(s + λ−1
i )

∏N+2
i=1 (s + ξi)

. (2-91)

The ξi, i = 1, . . . , N + 2 are either real and distinct or some may be complex, but those

which are complex must occur in conjugate pairs, since the coefficients of ∏N
i=1(s + ξi)

are real-valued. It is assumed that the ξi are distinct and real-valued except for one pair,

which may be complex conjugate for kI > ζc, where ζc ∈ R is a constant dependent

upon the material parameters.

Under these assumptions, χ̄0(s) has only simple poles and its inverse Laplace trans-

form will be of the form

χ0(t) =
N+2

∑
i=1

νi e−ξit, t ∈ (0, ∞) (2-92)

where the residues associated with the simple poles at {−ξi}N+2
i=1 are

νi = lim
s→−ξi

{(s + ξi)χ̄0(s)} , i = 1, . . . , N + 2

=
∏N

j=1(λ
−1
j − ξi)

∏N+2
j=1,i(ξ j − ξi)

. (2-93)

Note that limt→∞ χ0(t) = 0, so that the platen returns to its original angular displace-

ment at the termination of the experiment.

Case 2. G∞ = 0: If the material is a viscoelastic fluid, then the solution differs subtly

in nature from the solid case, although the general solution above is valid. The Laplace

transform of the platen displacement is now of the form

χ̄0(s) =
Λ1,N

sΛ4,N+1
(2-94)

where the polynomial Λ4,N+1(s) of degree N + 1 is defined

Λ4,N+1 = sΛ1,N(s) +
1
kI

Λ2,N−1(s). (2-95)

Denoting the N + 1 roots of Λ4,N+1(s) again by {−ξ ′i}N+1
i=1 , the inverse Laplace trans-

form yields the solution

χ0(t) = µ0 +
N+1

∑
i=1

ν′i e−ξ ′i t, t ∈ (0, ∞) (2-96)
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where

µ0 = lim
s→0
{sχ̄0(s)}

=
1

ξ ′N+1

N

∏
i=1

(
1

ξ ′iλi

)
(2-97)

and

ν′i = lim
s→−ξ ′i

{
(s + ξ ′i)χ̄0(s)

}

= −
∏N

j=1(λ
−1
j − ξ ′i)

ξ ′i ∏N+1
j=1,i(ξ

′
j − ξ ′i)

, i = 1, . . . , N + 1. (2-98)

Note that limt→∞ χ(t) = Cδµ0
I , so that in the case of a viscoelastic fluid there is a finite

overall flow of the material sample and hence the platen at the end of the experiment,

as would be expected.

At this point it is necessary for the purposes of simulation to choose a distribution

for the relaxation spectrum in order to provide the values of gi and λi in (2-85). The

simplest form is the box spectrum [94], which is defined by

HB(λ) =

{
H0 λmin < λ < λmax

0 λ < λmin, λ > λmax.
(2-99)

Note that
∫ ∞

−∞
H(λ)d ln λ = H0

∫ λmax

λmin

dλ

λ
= G0 − G∞, (2-100)

so the constant H0 therefore takes the value

H0 =
G0 − G∞

ln(λmax/λmin)
. (2-101)

The discrete values for the relaxation times are assumed to be spaced equally logarith-

mically in the closed interval [λmin, λmax],

λi = λmin

(
λmax

λmin

) (i−1)
(N−1)

, i = 1, . . . , N. (2-102)

and the numerical values used are: N = 50, λmin = 0.001s, λmax = 100s. The fluid

parameters were taken to be G0 = 4.354 and G∞ = 1, and the instrumental param-

eters k = 1, I = 0.1. The value kI represents a typical experimental setup for the

TA-Instruments AR2000, although of course the components and setup may be varied

to suit the particular experiment being carried out.
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Figure 2.7: Box distribution of
discrete relaxation times.

0

0.1

0.2

0.3

0.4

0.5

10-4 10-3 10-2 10-1 100 101 102 103

λ
g i

bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC bC

The platen displacement for a viscoelastic fluid with a box relaxation spectrum is

shown in Figure 2.9. The qualitative response is similar to that for the Maxwell model

case with complex conjugate roots, with a damped oscillation decaying to a fixed value
Cδµ0

I = 0.006. The response for a viscoelastic solid is shown in Figure 2.10 and is similar

to the response for the viscoelastic fluid, except that the initial displacement of the

platen is attained again as t → ∞. Since the limiting value for the viscoelastic fluid is

so small, it is difficult to distinguish between the two responses in this case. The recoil

may take some considerable time, dependent upon the length of the longest relaxation

time of the material.

Figure 2.8: Bimodal log-
normal distribution of relax-
ation times of Honerkamp
and Weese [36].
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The second distribution considered is the double Gaussian spectrum of Honerkamp

and Weese [36], which is given by

gi =
1

2
√

2π

[
e[−

1
2 (ln λi−ln λα)2] + e[−

1
2 (ln λi−ln λβ)

2]
]

, i = 1, . . . , N (2-103)

with maxima at λα and λβ, and time constants spaced equally logarithmically accord-

ing to (2-102). The values of the parameters used in the simulation are as follows. The

range of the spectrum is λmin = 0.001s < λ < 100s = λmax with local maxima at

λα = 0.05s and λβ = 5s and the number of Maxwell elements is N = 50. The nu-

merical data used for the relaxation spectrum can be found in Table B-1. The platen

displacement shown in Figure 2.11 is for a viscoelastic fluid G∞ = 0 for this relaxation

spectrum. In the case of a viscoelastic solid, the equilibrium modulus is taken to be

G∞ = 1 and the platen displacement is plotted in Figure 2.12. The method of simu-

lation involves finding the roots of the polynomial equation (2-90), which is of degree

52; the software package Maple was used in this case, but an alternative method using

C++ code and the Jenkins-Traub algorithm [71] produced identical results. The out-

put from both spectra are qualitatively very similar, so henceforth only the bimodal

Gaussian spectrum needs to be considered.
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Figure 2.9: Platen displacement: delta function, viscoelastic liquid, box relaxation spec-
trum.
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Figure 2.10: Platen displacement: delta function, viscoelastic solid, box distribution
relaxation spectrum.
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Figure 2.11: Platen displacement: delta function, viscoelastic liquid, double Gaussian
spectrum of Honerkamp & Weese.
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Figure 2.12: Platen displacement: delta function, viscoelastic solid, double Gaussian
spectrum of Honerkamp & Weese.
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III. STEP & BOX FUNCTIONS

Now consider an applied torque in the form of the Heaviside step function, defined by

C(t) =

{
C0, t > t0

0, t < t0
(2-104)

for some constant t0 ∈ [0, ∞) and C0 ∈ R+. The function is often defined [41] by taking

the limit as ε→ 0 in the expression

H(t; ε) =
1
2
+

1
π

tan-1
(

t
ε

)
. (2-105)

Since no instrument is capable of producing a perfectly defined jump in stress, the

actual stress profile applied will in reality be somewhat similar to the above function

with a sufficiently small value of ε.

Figure 2.13: Heaviside step
function as a limit of se-
quences.
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The applied stress in an experiment is by necessity of finite duration, T, so the actual

applied stress will be in the form of a box function,

C(t) =

{
C0, t0 < t < t1

0 otherwise
(2-106)

where 0 ≤ t0 < t1 < T, or in terms of the Heaviside step function

C(t) = C0 [H(t− t0)− H(t− t1)] , (2-107)

which results in the displacement with Laplace transform

χ̄b f (s) =
kC0

[
e−st0 − e−st1

]

s2 [Ḡ(s)− kIs]
. (2-108)
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Proceeding in a similar manner to the delta function by applying the real-valued shift

theorem in (2-57), the overall solution can constructed in terms of a linear combination

of the solution for a unit Heaviside step function, which will be denoted χs f (t). Hence,

for the box function

χb f (t) = χs f (t− t0)H(t− t0)− χs f (t− t1)H(t− t1) (2-109)

where

χ̄s f (s) =
kC0

s2 [Ḡ(s) + kIs]
. (2-110)

Now we proceed to consider some specific forms for the relaxation modulus as in the

previous section.

Figure 2.14: Box function ap-
plied stress.

C
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2.3.1 Newtonian Fluid Model

The simplest fluid model, upon substituting Ḡ(s) = η into (2-110) yields

χ̄s f (s) =
C0

Is2
[
s + η

kI
] (2-111)

which corresponds in the time domain to

χs f (t) =
kC0

η

[
t− kI

η
+

kI
η

e−
ηt
kI

]
. (2-112)

The angular velocity χ̇(t) of the platen tends to a constant value kC0
η after an initial

period of acceleration where the exponential ’transient’ term dominates. Taking the

limit as I → 0,

χs f (t) =
kC0t

η
, (2-113)
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corresponding to a standard creep test where the inertia of the instrument is ignored,

results in a constant angular velocity of the platen. Applying (2-109) to (2-112) pro-

duces the expression for the box function

χb f (t) =





0, 0 < t < t0
kC0

η

[
t− t0 − kI

η + kI
η e−

η(t−t0)
kI

]
, t0 < t < t1

kC0
η

[
t1 − t0 +

kC0
η

(
e

ηt0
kI − e

ηt1
kI

)
e−

ηt
kI

]
, t > t1.

(2-114)

The response is illustrated in Figure 2.15, where it can be seen that the initial response

for t ∈ [t0, t1] is that of the step function, followed by a deceleration to approach a

constant value kC0(t1−t0)
η after the stress is removed at t = t1.

t

χ(t)

O

χ∞

t0 t1
Figure 2.15: Platen displacement: box function, Newtonian fluid. Limiting value
χb f (∞) = kC0(t1−t0)

η

2.3.2 Maxwell Model

Assuming the relaxation modulus corresponds to a single-mode relaxation spectrum

{g, λ}, (2-110) becomes

χ̄s f (s) =
C0(s + λ−1)

Is2(s + ξ1)(s + ξ2)
=

C0

I
χ̄0(s), (2-115)

where the roots of the quadratic polynomial in the denominator, {−ξ1,−ξ2}, are as

defined in (2-65) and also give rise to three distinct cases dependent upon the value of

the parameter ψ = 1− 4ηλ
kI which are now considered in turn.
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Case 1. ψ > 0: The roots ξ1,2 ∈ R and the solution has a double pole at the origin,

single poles at s = −ξ1,2 and takes the form

χs f (t) =
C0

I

{
γ0 + γ1t + γ2 e−ξ1t + γ3 e−ξ2t

}
(2-116)

where the constants γ0,1,2 ∈ R are defined

γ0 = lim
s→0

{
d
ds

[
s2χ̄0(s)

]}

=
kI(ηλ− kI)

η2 (2-117a)

γ1 = lim
s→0

{
s2χ̄s f (s)

}

=
kI
η

(2-117b)

γ2 = lim
s→−ξ1

{(s + ξ1)χ̄0(s)}

=
1− λξ1

λξ2
1(ξ2 − ξ1)

(2-117c)

γ3 = lim
s→−ξ2

{(s + ξ2)χ̄0(s)}

=
λξ2 − 1

λξ2
2(ξ2 − ξ1)

(2-117d)

Case 2. ψ = 0: Repeated real roots ξ1 = ξ2 = 1
2λ . χ̄0(s) now has double poles at s = 0

and s = −ξ1 and has inverse Laplace transform

χs f (t) =
C0

I

{
γ′0 + γ′1t + (γ′2 + γ′3t) e−

t
2λ

}
(2-118)

with constants

γ′0 = −12λ2 (2-119a)

γ′1 = 4λ (2-119b)

γ′2 = lim
s→−ξ1

{
d
ds

[
(s− ξ1)

2χ̄0(s)
]}

= 12λ2 (2-119c)

γ′3 = lim
s→−ξ1

{
(s− ξ1)

2χ̄0(s)
}

= 2λ (2-119d)

Case 3. ψ < 0: The roots are complex ξ1,2 ∈ C and furthermore ξ2 = ξ∗1 . Let ξ1 =

ξ + iξ ′′ and ξ2 = ξ ′ − iξ ′′, where ξ ′ = 1
2λ and ξ ′′ = 1

2λ

√
|ψ|, then the inverse Laplace

transform is of the form

χs f (t) =
C0

I

{
γ′′0 + γ′′1 t + e−ξ ′t

[
γ′′2 e−iξ ′′t + γ′′3 eiξ ′′t

]}
(2-120)
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in addition to constants γ′′0,1,2,3 ∈ C defined

γ′′0 = γ0 (2-121a)

γ′′1 = γ1 (2-121b)

γ′′2 =
λξ1 − 1

λξ2
1(ξ1 − ξ∗1)

=

[
−2λ2ξ ′′(5 + 4λ2ξ ′′2)

]
+ iλ

[
3− 4ξ ′′2λ2]

ξ ′′ [1 + (2λξ ′′)2]
2 (2-121c)

γ′′3 =
1− λξ∗1

λξ∗1
2(ξ1 − ξ∗1)

=

[
−2λ2ξ ′′(5 + 4λ2ξ ′′2)

]
− iλ

[
3− 4ξ ′′2λ2]

ξ ′′ [1 + (2λξ ′′)2]
2 = γ′′∗2 (2-121d)

The limiting case where I = 0 results in a displacement

χs f (t) =
kC0

λg
[λ + t] H(t) (2-122)

which corresponds to a standard creep test with initial displacement jump and linear

temporal increase in platen displacement thereafter.

t

χ(t)

O

χ∞

t0 t1
Figure 2.16: Platen displacement: box function, Maxwell model, ψ > 0. Limiting value
χb f (∞) = kC0(t1−t0)

η
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χ∞
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Figure 2.17: Platen displacement: box function, Maxwell model, ψ = 0. Limiting value
χb f (∞) = 4λC0(t1−t0)
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Figure 2.18: Platen displacement: box function, Maxwell model, ψ < 0. Limiting value
χb f (∞) = kC0(t1−t0)

η

2.3.3 N-mode Maxwell Model

As for the delta function applied torque, we now consider the case where the material

is modelled by an N-mode relaxation spectrum, individually for viscoelastic fluids and

solids.



2.3 STEP & BOX FUNCTIONS 69

Case 1. G∞ 6= 0: Using the definitions of Ḡ(s), Λ1,N(s) and Λ2,N−1(s) in (2-86)-(2-88),

the platen displacement has Laplace transform

χ̄s f (s) =
C0Λ1,N(s)

IsΛ3,N+2(s)
, (2-123)

where Λ3,N+2(s) is a polynomial of degree N + 2 as defined in (2-90). Again, denoting

the roots of Λ3,N+2(s) by {ξi}N+2
i=1 , χs f (t) has Laplace transform

χ̄s f (s) =
C0 ∏N

i=1(s + λ−1
i )

sI ∏N+2
i=1 (s + ξi)

, (2-124)

so χs f (t) itself is of the general form

χs f (t) =
C0

I

{
µ0 +

N+2

∑
i=1

νi e−ξit

}
, t ∈ [0, T] (2-125)

with constants µ0 ∈ R and νi ∈ C defined

µ0 = lim
s→0

{
sχ̄s f (s)

}

=
1

ξN+1ξN+2

N

∏
i=1

1
λiξi

(2-126)

νi = lim
s→−ξi

{
(s− ξi)χ̄s f (s)

}

= −
∏N

j=1(λ
−1
j − ξi)

ξi ∏N+2
j=1,i(ξ j − ξi)

, i = 1, 2, . . . , N + 2. (2-127)

Note that limt→∞ χs f (t) = C0
I µ0 > 0, so the platen displacement reaches an equi-

librium value, as would be expected for a viscoelastic solid under constant stress in

the linear regime. Since limt→0 χs f (t) = 0, additional information about the con-

stants is obtained by the relation µ0 = −∑N+2
i=1 νi. The solution for the box function

is obtained by applying (2-109) and the platen displacement is plotted in Figure 2.19

for the double Gaussian spectrum in (2-103) using the same values for the parame-

ters as for the delta function in Section 2.2.3. For t > t1, the displacement is given

by χ(t) = χs f (t − t0) − χs f (t − t1) and although not readily apparent in the figure,

limt→∞ χ(t) = 0, the rate of recoil to the initial equilibrium displacement being gov-

erned by the magnitude of the longest relaxation time.

Case 2. G∞ = 0: For the viscoelastic fluid case, the platen displacement has Laplace

transform

χ̄s f (s) =
C0Λ1,N(s)

Is2Λ4,N+1(s)
, (2-128)
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Figure 2.19: Platen displacement: box function, viscoelastic liquid, double Gaussian
spectrum of Honerkamp & Weese.

0

0.1

0.2

0.3

0.4

0.5

0.6

0 2 4 6 8 10 12 14 16t

χ
(t
)

t1

Figure 2.20: Platen displacement: box function, viscoelastic solid, double Gaussian
spectrum of Honerkamp & Weese.

where the polynomial functions Λ1,N(s) and Λ4,N+1(s) are defined as in (2-87) and

(2-95), respectively. Denoting the roots of Λ4,N+1(s) by {−ξ ′i}N+1
i=1 , (2-128) now becomes

χ̄s f (s) =
C0 ∏N

i=1(s + λ−1
i )

Is2 ∏N+1
i=1 (s + ξ ′i)

(2-129)
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which, upon inversion of the Laplace transform, yields

χs f (t) =
C0

I

{
µ′0 + µ′1t +

N+1

∑
i=1

ν′i e−ξ ′i t

}
(2-130)

with constants ν′i ∈ C defined

ν′i = lim
s→−ξ ′i

{
(s + ξ ′i)χ̄s f (s)

}

=
∏N

j=1(λ
−1
j − ξ ′i)

ξ ′2i ∏N+1
j=1,i(ξ

′
j − ξ ′i)

, i = 1, 2, . . . , N + 1. (2-131)

The double pole at s = 0 gives rise to the remaining constants µ′0, µ′1 ∈ R,

µ′0 = lim
s→0

{
d
ds

[s2χ̄s f (s)]
}

=
1

ξ ′N+1

[
N

∑
i=1

λi −
N+1

∑
i=1

(ξ ′i)
−1

]
N

∏
i=1

1
λiξ
′
i

(2-132)

µ′1 = lim
s→0

{
s2χ̄s f (s)

}

=
1

ξ ′N+1 ∏N
i=1 λiξ

′
i

(2-133)

where µ′0 has been evaluated using the identity

d
ds

N

∏
i=1

fi(s) =

[
N

∑
i=1

(
d
ds fi(s)

fi(s)

)]
N

∏
i=1

fi(s). (2-134)

Since χs f (0) = 0, the coefficients must satisfy µ0 = −∑N+1
i=1 νi and the step func-

tion applied torque results in a linear increase in displacement as t → ∞. The box

function solution is obtained as previously described in (2-109) and the displacement

for a viscoelastic fluid with double Gaussian relaxation spectrum and parameters as

described in Section 2.2.3 is plotted in Figure 2.20. For t > t1, the platen displace-

ment is given by χb f (t) = χs f (t− t0)− χs f (t− t1) and it can readily be inferred that

limt→∞ χb f (t) = C0µ1
I (t1 − t0). This result is expected, since a viscoelastic fluid will

exhibit a degree of flow overall after the removal of the strictly positive applied stress.

IV. SLOPE & RAMP FUNCTIONS

Consider an applied torque now in the form of a linear function of time. The base

function, often called the “slope” function will be defined

Csl(t) = C0tH(t), (2-135)
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where H(t) is the Heaviside step function and C0 ∈ R, or in Laplace space

C̄sl(s) =
C0

s2 . (2-136)

which, upon inserting in (2-42) yields the Laplace transform of the platen displacement

as

χ̄sl(s) =
kC0

s3 [Ḡ(s) + kIs]
. (2-137)

Figure 2.21: Ramp function
applied stress.
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An experiment of finite duration will necessarily result in the application of a

“ramp” function given by

Cr f (t) = C0t [H(t)− H(t− t1)] (2-138)

for constant t1 ∈ R+ as depicted in Figure 2.21. The Laplace transform is

C̄r f (s) =
C0

s2

[
1− (1 + st1) e−st1

]
, (2-139)

and the Laplace transform of the platen displacement can be expressed in terms of that

of the slope and step function as

χ̄r f (s) = χ̄sl(s)− e−t1s [χ̄sl(s)− t1χ̄s f (s)
]

(2-140)

which upon inversion yields

χr f (t) = χsl(t)H(t)−
[
χsl(t− t1) + t1χs f (t− t1)

]
H(t− t1) (2-141)

As for the previous two sections, we now look at a variety of specific models. Since

much of the working is similar, some detail has been omitted to avoid repetition.
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2.4.1 Newtonian Fluid Model

The Newtonian model, with relaxation modulus G(t) = ηδ(t) produces a platen dis-

placement with Laplace transform

χ̄sl(s) =
C0

Is3
[
s + η

kI
] (2-142)

and in t-space

χsl(t) =
kC0

η

{(
kI
η

)2

− kI
η

t + 1
2 t2 −

(
kI
η

)2

e−
ηt
kI

}
. (2-143)

The platen displacement behaves like O(t2) as t → ∞ and tends to a constant acceler-

ation kC0
η . As I → 0,

χsl(t) =
kC0

η
t2. (2-144)

2.4.2 Maxwell Model

For the Maxwell model, with relaxation spectrum {g, λ}, (2-137) becomes

χ̄sl(s) =
C0(s + λ−1)

Is3(s + ξ1)(s + ξ2)
=

C0

I
χ̄0(s) (2-145)

where ξ1,2 are defined as in (2-65). As for the previous sections, there are three cases

depending upon the value of ψ = 1− 4ηλ
kI , but only the case where the roots are distinct

is included here.

Assuming ξ1 6= ξ2, inversion of the Laplace transform in (2-145) results in a solution

of the form

χsl(t) =
C0

I

{
γ0 + γ1t + γ2t2 + γ3 e−ξ1t + γ4 e−ξ2t

}
(2-146)

with constants γ0,1,2 ∈ R and γ3 ∈ C defined

γ0 = lim
s→0

{
d2

ds2

[
s3

2!
χ̄0(s)

]}

=
(kI)2(kI − 2ηλ)

η3 (2-147)

γ1 = lim
s→0

{
d
ds

[
s3χ̄0(s)

]}

=
kI(ηλ− kI)

η2 (2-148)
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γ2 =
1
2!

lim
s→0

{
s3χ̄0(s)

}
=

kI
2η

(2-149)

γ3 = lim
s→−ξ1

{(s + ξ1)χ̄0(s)}

=
λξ1 − 1

λξ3
1(ξ2 − ξ1)

(2-150)

γ4 = lim
s→−ξ2

{(s + ξ2)χ̄0(s)}

=
1− λξ2

λξ3
2(ξ2 − ξ1)

(2-151)

In the case where the roots are complex conjugate, it follows that γ4 = γ∗3 , hence (2-146)

can be written in the form
C0

I

{
γ0 + γ1t + γ2t2 + A e−

t
2λ sin(ξ ′′t + φ)

}
, (2-152)

where the constants A, φ ∈ R are defined

A = 2 |γ3| (2-153)

tan φ =
Re {γ3}
Im {γ3}

. (2-154)

The latter case is plotted in Figure 2.22.

t1

kC0t
2
1

2η

χ(t)

tO

Figure 2.22: Platen displacement: ramp function, Maxwell model, ψ < 0, t1 = 4.

2.4.3 N-mode Maxwell Model

Finally, consider a fluid modelled by an N-mode relaxation spectrum for both vis-

coelastic fluid and solid cases.
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Case 1. G∞ 6= 0: Using the definitions of Ḡ(s), Λ1,N(s) and Λ2,N−1(s) in (2-86)-(2-88),

the platen displacement for a viscoelastic solid has Laplace transform

χ̄sl(s) =
C0Λ1,N(s)

Is2Λ3,N+2(s)
(2-155)

where Λ3,N+2(s) is a polynomial of degree N + 2 given by (2-90). Denoting the roots

of Λ3,N+2(s) by {ξi}N+2
i=1 , the inverse Laplace transform of (2-155) becomes

χsl(t) =
C0

I

{
µ0 + µ1t +

N+2

∑
i=1

νi e−ξit

}
(2-156)

where, using the identity (2-134) as necessary, the constants µ0, µ1 ∈ R and νi ∈ C∀i =

1, 2, . . . , N + 2 are defined

µ0 = lim
s→0

{
d
ds

[
s2χ̄0(s)

]}

=
∑N

i=1 λi −∑N+2
i=1 ξ−1

i

ξN+1ξN+2 ∏N
i=1 ξiλi

(2-157)

µ1 = lim
s→0

{
s2χ̄0(s)

}

=
1

ξN+1ξN+2 ∏N
i=1 ξiλi

(2-158)

νi = lim
s→−ξi

{(s + ξi)χ̄0(s)}

=
∏N

i=1(λ
−1
i − ξi)

ξ2
i ∏N+2

j=1,i(ξ j − ξi)
(2-159)

Since χr f (0) = 0, the coefficients must satisfy the property µ0 = −∑N+2
i=1 νi.

Case 2. G∞ = 0: In the case of a viscoelastic fluid, the Laplace transform of the platen

displacement is

χ̄sl(s) =
C0Λ1,N(s)

Is3Λ4,N+1(s)
(2-160)

where Λ4,N+1(s) is defined by (2-95) and is assumed to have N + 1 distinct roots de-

noted by {−ξi}N+1
i=1 , so the solution of (2-160) will be of the general form

χsl(t) =
C0

I

{
µ0 + µ1t + µ2t2 +

N+1

∑
i=1

ν′i e−ξ ′i t

}
(2-161)
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with constants µ0, µ1, µ2 ∈ R and ν′i ∈ C∀i = 1, 2, . . . , N + 1 defined

µ0 = lim
s→0
{χ̄0(s)}

=
1

2ξN+1 ∏N
i=1 λiξi

[β1 − β2 + 2α2 (α2 − α1)] (2-162)

µ1 = lim
s→ {χ̄0(s)}

=

[
∑N

i=1 λi −∑N+1
i=1 (ξ ′i)

−1
]

ξ ′N+1 ∏N
i=1 λiξ

′
i

(2-163)

µ2 =
1
2!

lim
s→0

{
s3χ̄0(s)

}

=
1

2ξ ′N+1 ∏N
i=1 λiξ

′
i

(2-164)

ν′i = lim
s→−ξ ′i

{
(s + ξ ′i)χ̄0(s)

}

= −
∏N

j=1(λ
−1
j − ξ ′i)

(ξ ′i)
3 ∏N+1

j=1,i(ξ
′
j − ξ ′i)

, i = 1, 2, . . . , N + 1. (2-165)

where the additional constants are defined α1 = ∑N
i=1 λi, α2 = ∑N+1

i=1 (ξ ′i)
−1, β1 = α2

1 −
∑N

i=1 λ2
i and β2 = α2

2 − ∑N+1
i=1 (ξ ′i)

−2. Note that the identity (2-134) has been applied

once to obtain µ1 and twice to obtain µ0. The initial condition imposed upon χsl(t)

additionally implies that the constants satisfy the relation µ0 = −∑N+1
i=1 ν′i . Figure 2.23

shows a plot of the response for a ramp function applied torque for a viscoelastic fluid

with double Gaussian relaxations spectrum and parameters as given in Section 2.2.3.
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Figure 2.23: Platen displacement: ramp function, viscoelastic liquid, HW relaxation
spectrum, t1 = 1.

V. PERIODIC FUNCTIONS

Periodic functions can be handled using the periodicity theorem (A-15) for the Laplace

transform. The general result for an arbitrary periodic function of period Ψ with n

repetitions is

C(t) =
n

∑
j=1

Cr(t− tj)H(t− tj), tj = (j− 1)Ψ (2-166)

and therefore

C̄(s) = C̄r(s)
n

∑
j=1

e−tjs

=
C̄(s) e−nΨs

1− e−Ψs (2-167)

From (2-167), it can then be deduced that

χ̄(s) = χ̄r(s)
n

∑
j=1

e−tjs (2-168)

and in the time domain

χ(t) =
n

∑
j=1

χr(t− tj)H(t− tj) (2-169)
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2.5.1 Sinusoidal

The standard method for obtaining viscoelastic data in the linear regime for estimation

of the relaxation spectrum is to apply a sinusoidally varying stress profile of angular

frequency ω, represented in complex notation by

C(t) = C0 eiωt t ∈ [0, ∞), C0 ∈ R (2-170)

The standard approach is to make use of the information that such a stimulus produces

a response with a transient component which decays to leave an essentially steady state

oscillatory response, also of frequency ω, as t tends to infinity. Thus, it is generally

assumed that

lim
t→∞

χ(t) = χ̃(ω) eiωt χ̃ ∈ C (2-171)

where χ̃ is a complex constant depending on ω. An example of the steady state re-

sponse is depicted in Figure 1.3.

Now consider the response of a stress-controlled rheometer to an applied stress of

the form (2-170). Thus, we have

−Iω2χ̃(ω) eiωt + k−1 lim
t→∞

∫ t

0
G(t− t′)iω eiωt′ dt′ = C0 eiωt (2-172)

or, equivalently

−Iω2χ̃(ω) eiωt + k−1 lim
t→∞

∫ t

0
G(t′)iω eiω(t−t′) dt′ = C0 eiωt (2-173)

−Iω2χ̃(ω) eiωt + k−1iωχ̃(ω)
∫ ∞

0
G(t′) e−iωt′ dt′ = C0 eiωt (2-174)

The complex modulus G∗(ω) is defined in (1-54) and substituting this expression into

(2-174), for this problem G∗(ω) takes the form

G∗(ω) = k
[

C0 + Iω2χ̃(ω)

χ̃(ω)

]
. (2-175)

Assuming a phase difference c between the input and response, (2-175) becomes

G∗(ω) = k
[

C0

χ0
e−ic + Iω2

]
. (2-176)

However, despite the simplicity of the mathematics produced by ignoring the tran-

sient component of the response, this approach to obtaining the linear viscoelastic pa-

rameters is not without its disadvantages as noted in Section 1.1. Primarily, the time
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required to obtain data at a single frequency is significantly increased if the response

of the fluid is neglected until the transient has decayed sufficiently to be assumed neg-

ligible and a quasi-steady state has been reached, particularly for low frequencies.

The platen displacement is now simulated in an analogous manner to the previous

sections concerning the delta, box and ramp functions, including the transient portion

of the response in the analysis.

Maxwell model

For the Maxwell model, which has relaxation modulus with Laplace transform given

by (2-46), and using the repetition theorem (2-168), the Laplace transform of the platen

displacement is given by

χ̄(s) =
C0ω0

[
1− e−nΨs]

Is
(
s2 + ω2

0
)
[s + (kI)−1Ḡ(s)]

(2-177)

where Ψ = 2π
ω0

. Defining χS(t) such that

χ̄(s) = χ̄S(s)
[
1− e−nΨs

]
, (2-178)

the platen displacement for n cycles of the sinusoidal torque of period Ψ can be ex-

pressed as

χ(t) = χS(t)H(t)− χS(t− nΨ)H(t− nΨ). (2-179)

Assuming ξ1,2 are real and distinct and as defined in (2-65), the platen displacement

will have the form

χS(t) =
C0

I

{
γ0 + γ1 e−iωt + γ∗1 eiωt + γ2 e−ξ1t + γ3 e−ξ2t

}
(2-180)

where, defining χS0(t) such that χS(t) =
C0
I χS0(t),

γ0 = lim
s→0
{sχ̄S0} =

kI
gλω0

(2-181)

γ1 = lim
s→−iω

{(s + iω)χ̄S0(s)} = −
(1− iωλ)

2ωλ(ξ1 − iω)(ξ2 − iω)
(2-182)

γ2 = lim
s→−ξ1

{(s + ξ1)χ̄S0(s)} =
ω0(λξ1 − 1)

λξ1(ω
2
0 + ξ2

1)(ξ2 − ξ1)
(2-183)

γ3 = lim
s→−ξ2

{(s + ξ2)χ̄S0(s)} =
ω0(1− λξ2)

λξ2(ω2
0 + ξ2

2)(ξ2 − ξ1)
. (2-184)

This can be expressed in the form

χS(t) =
C0

I

{
γ0 + 2 |γ1| sin(ω0t + φ1) + γ2 e−ξ1t + γ3 e−ξ2t

}
(2-185)
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where

tan φ1 =
Re {γ1}
Im {γ1}

, (2-186)

so it can be seen that the response consists of a sinusoidal portion out of phase with

the applied waveform by φ1 and a transient component expressed as a sum of expo-

nentials, monotone decreasing in the case of real roots. If ξ1,2 are complex and distinct,

the platen displacement can be rewritten in the form

χS(t) =
C0

I

{
γ0 + 2 |γ1| sin(ω0t + φ1) + 2 |γ2| e−

t
2λ sin(ξ ′′t+φ2

}
(2-187)

where ξ ′′ = Im {γ2} and

tan φ2 =
Re {γ2}
Im {γ2}

. (2-188)

The typical platen displacement response for a Maxwell fluid with complex roots is

shown in Figure 2.24.
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Figure 2.24: Platen displacement: sinusoidal waveform, Maxwell model, ψ < 0.

N-mode Maxwell model

The simulation for the N-mode Maxwell case is divided into two parts, depending

upon the value of G∞ which corresponds to viscoelastic solids and fluids, respectively.
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Case 1. G∞ 6= 0: For a viscoelastic solid, the Laplace transform of the platen displace-

ment takes the form

χ̄S(s) =
C0ω0Λ1,N(s)

(s2 + ω2
0)Λ3,N+2(s)

, (2-189)

where Λ1,N(s) and Λ3,N+2(s) are defined as for (2-87) and (2-90), respectively. In the

t-space, this corresponds to

χS(t)−
C0

I

{
2 |µ1| sin(ω0t + φ1) +

N+2

∑
k=1

νk e−ξkt

}
(2-190)

with constants are defined

µ1 = lim
s→iω0

{(s− iω0)χ̄S0(s)}

= −
i ∏N

j=1(iω0 + λ−1
j )

2 ∏N+2
j=1 (iω0 + ξ j)

(2-191)

νk = lim
s→−ξk

{(s + ξk)χ̄S0(s)}

=
ω0 ∏N

J=1(λ
−1
j − ξk)

(ω2
0 + ξ2

k)∏N+2
j=1,k(ξ j − ξk)

, k = 1, . . . , N + 2 (2-192)

tan φ1 =
Re {µ1}
Im {µ1}

(2-193)

The response of a viscoelastic solid with relaxation spectrum prescribed according to

the double Gaussian spectrum in (2-103) is plotted in Figure 2.25 with parameters as

specified in Section 2.2.3.

Case 2. G∞ 6= 0: The viscoelastic fluid is similarly obtained, the Laplace transform of

the platen displacement being given by

χ̄S(s) =
C0Λ1,N(s)

Is(s2 + ω2
0)Λ4,N+1(s)

(2-194)

where Λ1,N(s) and Λ4,N+1(s) are defined as for (2-87) and (2-95), respectively. The

platen displacement observed would therefore be

χS(t) =
C0

I

{
µ0 + 2 |µ1| sin(ω0t + φ1) +

N+1

∑
k=1

νk e−ξkt

}
(2-195)
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Figure 2.25: Platen displacement: sinusoidal waveform, viscoelastic solid, HW relax-
ation spectrum.

in terms of the constants defined

µ0 = lim
s→0
{sχ̄S0(s)} =

1
ω0ξN+1 ∏N

j=1 λjξ j
(2-196)

µ1 = lim
s→iω0

{(s− iω− 0)χ̄S0(s)} = −
∏N

j=1(λj + iω0)

2ω0 ∏N+1
j=1 (ξ j + iω0)

(2-197)

νk = lim
s→−ξk

{(s + ξk)χ̄S0(s)} = −
ω0 ∏N

j=1

ξk(ξ
2
k + ω2

0)∏N+1
j=1,k(ξ j − ξk)

(2-198)

tan φ1 =
Re {µ1}
Im {µ1}

. (2-199)

The response of a viscoelastic solid with relaxation spectrum prescribed according to

the double Gaussian spectrum in (2-103) is plotted in Figure 2.26 with parameters as

specified in Section 2.2.3.

The results from Section 2.2-Section 2.4 can be used to construct the response for

certain periodic functions in terms of the response of those functions. Note that ex-

perimental interpretation is more appropriate in terms of a frequency-based analysis -

FTMS (see Section 1.1), whereby the complex modulus is obtained. However, a steady-

state is assumed, which requires several cycles to be applied before measurement can

take place. Here, the output is simulated taking into account the transient compo-
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Figure 2.26: Platen displacement: sinusoidal waveform, viscoelastic liquid, HW relax-
ation spectrum.

nent of the response which any experimental scheme concerned with obtaining data

as rapidly as possible should take into account.

1. Multi-frequency waveform: The rationale for combining several sinusoidal wave-

forms of different frequencies is readily apparent in the frequency domain, whereby

the complex modulus can be determined accurately by steady-state theory at several

frequencies simultaneously, as considered in [35]. The displacement response when

subjected to an applied torque of this form is simply the sum of the responses which

would be observed for each of the component frequencies, due to the underlying linear

assumption. A typical displacement curve for a multiple frequency sinusoidal applied

torque is shown in Figure 2.27 for an N-mode Maxwell fluid with parameters as for

Section 2.2.3 and equally weighted component frequencies of 1,2 and 3 rad s−1.

2. Delta function sequence: The absolute values of the displacement decreases

rapidly for an applied torque in the form of a delta function, so an obvious exten-

sion would be to apply a sequence of delta functions, spaced at a period of Ψ with an

initial impulse at t = t0. The torque would take the form

C(t) = Cδ

n−1

∑
j=0

(−1)jδ(t− tj), tj = t0 + jΨ < T (2-200)
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Figure 2.27: Platen displacement: multi-frequency sine wave, viscoelastic liquid, dou-
ble Gaussian spectrum of Honerkamp & Weese.

and the corresponding displacement, by the linearity assumption, would be the sum

of the displacements associated with each of the individual delta functions, viz.

χ(t) =
n−1

∑
j=0

(−1)jχδ(t− tj)H(t− tj). (2-201)

A typical displacement curve for an N-mode Maxwell fluid with parameters as for

Section 2.2.3 is shown in Figure 2.28.

3. Square wave: A periodic function based on the box functions is the square wave,

with period Ψ, and involves n repetitions of the base function, which is a single cycle

of the waveform. The applied torque function is depicted in Figure 2.29.

The applied torque has the form

C(t) = C0

[
H(t) + H(t− nΨ) + 2

2n−1

∑
j=1

(−1)jH(t− 1
2 jΨ)

]
(2-202)

and using the repetition theorem for the Laplace transform (A-15), the Laplace trans-

form of the platen displacement is

χ̄(s) = χ̄s f (s)

[
1 + e−nΨs + 2

2n−1

∑
j=1

(−1)j e−
1
2 jΨs

]
, (2-203)
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Figure 2.28: Platen displacement: sequence of delta functions, viscoelastic liquid, HW
relaxation spectrum.

Figure 2.29: Square wave-
form.

C
(t
)

tO

C0

1
2T

T

which corresponds in the time domain to the displacement

χ(t) = χs f (t)H(t) + χs f (t− nΨ)H(t− nΨ) + 2
2n−1

∑
j=1

(−1)jχs f (t− 1
2 jΨ)H(t− 1

2 jΨ)

(2-204)

in terms of the displacement for the step function described in Section 2.3. A typical

example of the response is shown in Figure 2.30 for an N-mode Maxwell fluid with

parameters as in Section 2.2.3.

4. Box function sequence: Another variation on the theme of the box function is an

applied torque composed of a sequence of box functions, for which the torque would
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Figure 2.30: Platen displacement: square waveform, viscoelastic liquid, HW relaxation
spectrum.

be given by

C(t) = C0

n

∑
j=0

[
H(t− jΨ)− H(t− 1

2(2j + 1))Ψ
]

(2-205)

and hence the Laplace transform of the displacement would be

χ̄(s) = χs f (s)
[

1− 1
2 e−

1
2 Ψs
] n

∑
j=0

e−jΨs. (2-206)

The platen displacement is therefore of the form

χ(t) =
n

∑
j=0

[
χs f (t− jΨ)H(t− jΨ)− χs f (t− 1

2(2j + 1)Ψ)H(t− 1
2(2j + 1)Ψ)

]
. (2-207)

5. Ramp function sequence: A variety of periodic functions for the applied torque

can be constructed using the ramp function in Section 2.4. The simplest example is

a sequence of ramp functions and the equation for the applied torque in this case is

given by

C(t) = C0

n

∑
j=1

{
(t− (j− 1)Ψ) [H(t− (j− 1)Ψ)− H(t− jΨ)]

}
. (2-208)

The displacement, using the repetition theorem, has Laplace transform

χ̄(s) =

{
χ̄sl(s)

n

∑
j=1

[
e−(j−1)Ψs − e−jΨs

]
−Ψχ̄s f (s)

n

∑
j=1

e−jΨs

}
(2-209)
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and therefore the platen displacement is

χ(t) =
n

∑
j=1

{
χsl(t− (j− 1)Ψ)H(t− (j− 1)Ψ)−

[
χsl(t− jΨ) + Ψχs f (t− jΨ)

]
H(t− jΨ)

}
.

(2-210)

Other examples of applied torque functions which can be derived from the slope and

step functions are the sawtooth and triangular waves.
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General Properties of the Response

88
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This chapter is concerned with the properties of the governing equation in terms of the

Laplace transform formulation. The effect of step discontinuities in the platen angu-

lar displacement and its derivatives is investigated first. It is demonstrated that it is

not possible to apply a physically reproducible torque such that the platen displace-

ment exhibits a step change, however it is possible to induce the angular velocity of

the platen to display a step discontinuity, provided the use of the delta function as an

applied torque is allowed. Subsequent derivatives of the platen angular displacement

can be easily attained using well-behaved functions alone. The motivation for these

results is to determine whether it is possible to obtain the relaxation modulus directly

from experiment, requiring the minimum of data processing. It then follows that it is

only possible to obtain the relaxation modulus as the first and higher-order derivatives

of the platen angular displacement, requiring at least one degree of differentiation. Al-

though this may not be the optimal form for the applied torque in terms of the criteria

in Chapter 3, it nonetheless represents a desirable form for the output displacement

in terms of the amount of data processing which is necessary. This is an example of

an adaptive torque profile, whereby the data already obtained is used to improve the

accuracy of the data to be acquired during the remainder of the experiment. A more

general analysis is made of the case where the relaxation modulus and the displace-

ment or velocity of the platen are represented by finite Dirichlet series and it is observed

that the torque which must be applied to produce this response consists of a Dirichlet

series also, but with an extra term involving a generalized function. Finally, the distri-

bution and relationship between the poles of the torque, displacement and relaxation

modulus is investigated, based on the assumption that the Laplace transforms of these

three functions are represented by rational functions.

I. OBTAINING G DIRECTLY

An approach to determining an optimal form for the applied torque C(t) is to decide

what the most desirable function the displacement should be to provide the most infor-

mation about the viscoelastic fluid under investigation or in the simplest form which

requires a minimum amount of manipulation to obtain the necessary linear viscoelastic

functions which characterize the material. Working in the time domain, it is clear that

a truly optimal form for the output signal under this criterion would be the relaxation

modulus itself, G(t), whence the data could be used in its raw format and absolutely

no numerical differentiation or other forms of manipulation are required. The question
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which must be posed is whether it is possible to apply a torque such that the platen

displacement is of this form, however first it is necessary to analyze the response of

the system with respect to discontinuities in C(t), χ(t) and higher order derivatives of

χ(t). The most desirable output from the system would be for χ(t) to be a scalar multi-

ple of the relaxation modulus, followed by the corresponding situation for χ̇(t), since it

will be required to perform numerical differentiation on the data, which is an ill-posed

process. The concept of ill-posedness will be elaborated upon in the following chapter.

3.1.1 Effect of step discontinuities

It has already been demonstrated in Chapter 1 that it is possible to apply a torque

C(t) which possesses a step discontinuity through the analysis of the response of the

system to a stimulus in the form of a box function. It was seen that the response of the

system is a continuously differentiable function, i.e. χ(t) ∈ C1[0, T]. The case where a

discontinuity exists in χ(t) needs to be handled more delicately. The Laplace transform

formulation of the problem

C̄(s) = I
[
s2χ̄(s)− sχ(0)− χ̇(0)

]
+ k−1 {Ḡ(s) [sχ̄(s)− χ(0)]

}
(3-1)

is insufficient to model the response where the displacement, χ(t), or any of the higher

order derivatives thereof, exhibits a step discontinuity at t = 0. The reason for this is

the presence of the terms χ(0) and χ̇(0) which arise from the Laplace transforms of the

derivatives of χ(t) and are undefined for the case where the discontinuity coincides

with the origin. This problem can be circumvented by translating the function along

the time axis in a positive direction by a quantity α > 0, wherefore the values of χ(0)

and χ̇(0) are both zero. The case where the discontinuity occurs at t = 0 may then be

inferred by taking the limit as α→ 0. The Laplace transform of the applied stress thus

becomes

C̄(s) = χ̄(s)
[

Is2 + k−1sḠ(s)
]

. (3-2)

Discontinuity in χ(t)

First, consider the torque required to produce a displacement with discontinuity lo-

cated at t = α. To represent such a function, define χ(t) = H(t − α)ψ(t − α) for

α > 0, where H(t − α) is the Heaviside step function and ψ(t) ∈ C∞(0, ∞) is a con-

tinuously differentiable function. The function χ(t) has a step discontinuity at t = α,

provided that ψ(α) 6= 0. For simplicity in the analysis, consider the case first where
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ψ(t) ≡ 1 ∀t ≥ 0. Therefore, we have

χ̄(s) =
1
s

e−αs (3-3)

and the Laplace transform of the torque becomes

C̄(s) = e−αs
[

Is + k−1Ḡ(s)
]

(3-4)

and inversion yields

H(t + α)C(t + α) = Iδ′(t) + k−1G(t) (3-5)

or, equivalently

C(t) =
[

Iδ′(t− α) + k−1G(t− α)
]

H(t− α), t ∈ [0, T]. (3-6)

where δ′(t) denotes the first-order derivative of the delta function, in the sense of

distribution. This however has no physical significance and cannot be reproduced

experimentally. In the case where ψ(t) is completely arbitrary, provided that the

constraint |ψ(0)| > 0 is satisfied, the real-valued shift theorem in (A-10) states that

χ̄(s) = e−αsψ̄(s) and hence

C̄(s) = e−αs
[

Is2ψ̄(s) + k−1sψ̄(s)Ḡ(s)
]

. (3-7)

Since ψ(0) 6= 0, we can write ψ = ψ(0) + ψ1(t), where ψ1(0) = 0. Thus,

s2ψ̄ = ψ(0)s + s2ψ̄1(s)

= ψ(0)s +L {ψ̈1} (s) + ψ̇1(0)s (3-8)

and noting that the inverse Laplace transform of the latter term on the RHS of equation

(3-7) is the convolution of G(t) and ψ̇(t), the applied torque necessary to produce a

jump in the platen displacement has the form

C(t) =
{

I
[
(ψ(0) + ψ̇1(0)) δ′(t− α) + ψ̈1(t− α)

]
− G ∗ ψ̇

}
H(t− α). (3-9)

This demonstrates that C(t) always contains a term containing the unphysical first

derivative of the delta function, therefore it is concluded that it is not possible to con-

struct a practical experiment where the output displacement has a step discontinuity.

It can be seen however, that taking the limit I → 0 in (3-9) removes the unphysical

term δ′(t), although such an assumption cannot be realized experimentally.
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Discontinuity in χ̇(t)

Now consider the effect of a step discontinuity in the first derivative of the displace-

ment χ(t) at t = α, α > 0 represented again by the function χ̇(t) = H(t− α)ψ(t− α).

For ψ(t) ≡ 1 ∀t ≥ 0, the Laplace transform is

sχ̄(s) =
1
s

e−αs (3-10)

then

C̄(s) = e−αs
[

I + k−1s−1Ḡ(s)
]

(3-11)

which upon inversion yields

H(t + α)C(t + α) = Iδ(t) + k−1
∫ t

0
G(t′)dt′ (3-12)

or equivalently

C(t) =
[

Iδ(t− α) + k−1
∫ t−α

0
G(t′)dt′

]
H(t− α), t ∈ [0, T]. (3-13)

For a general function ψ(t), subject to the initial condition ψ(0) 6= 0, χ̇(t) has

Laplace transform

L {χ̇(t)} = sχ̄(s) = e−αsψ̄(s) (3-14)

and the torque required has Laplace transform

C̄(s) = e−αs
[

Isψ̄ + k−1Ḡψ̄
]

. (3-15)

Again, writing ψ(t) = ψ(0) + ψ1(t), or equivalently sψ̄ = ψ(0) + sψ̄1(s), the torque is

thus given by

C(t) =
{

I [ψ(0)δ(t− α) + ψ̇1(t− α)] + k−1G(t) ∗ ψ(t)
}

H(t− α) (3-16)

This result demonstrates that is perfectly feasible to obtain a discontinuity in the

derivative of χ(t) experimentally, provided the use of the delta-function as an applied

torque is allowed. Again, taking the limit I → 0 removes the generalized function

term, and since G(t) and ψ(t) have physical forms, then so will the convolution term.
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General result

Now it is possible to generalize the former results to a discontinuity in the nth-order

derivative of χ(t) by considering χ(n)(t) = H(t− α)ψ(t− α), α > 0, n ∈ N. This has

Laplace transform satisfying

snχ̄(s) = e−αsψ̄(s) (3-17)

and the general form for the Laplace transform of C(t) becomes

C̄(s) = e−αs
{

I
[
ψ0s−(n−1) + s−(n−2)ψ̄1(s)

]
+ k−1ψ̄(s)s−(n−1)Ḡ(s)

}
, (3-18)

which is valid for n = 0, 1, 2, . . . . For n > 2 this corresponds in the time domain to

C(t) =
{[

ψ0(t− α)n−2

(n− 2)!
+ ψ2(t− α)

]
+ k−1ψ ∗ G1(t− α)

}
H(t− α), n ≥ 2, (3-19)

where ψ2(t) = L −1
{

s−(n−2)ψ̄1(s)
}

and G1(t) = L −1
{

s−(n−1)Ḡ(s)
}

. G1(t) is ob-

tained by integrating G(t) (n − 1) times for n ≥ 2, while ψ2(t) is obtained by inte-

grating ψ1(t) (n − 2)-times, hence there are no terms containing the delta function

or derivatives thereof, and therefore (3-19) represents a physical form for the applied

torque.

3.1.2 Relationship between χ(t) and G(t)

Having established the foregoing results concerning discontinuities in χ(t) and its

derivatives, we now proceed to consider the case where ψ(t) has a specific and use-

ful form and present the following two theorems.

Theorem 3.1.1: There is no physical form for the applied torque, C(t), such that the

displacement, χ(t), is equal to the relaxation modulus, G(t).

Proof. To verify this proposition, it is necessary to make use of the results in Sec-

tion 3.1.1, with the additional assumption that ψ(t) := G(t), t ∈ [0, T], where G(t)

is the relaxation modulus. The displacement is therefore χ(t) = H(t− α)G(t− α) for

t ∈ [0, T] and has Laplace transform

χ̄(s) = e−αsḠ(s) (3-20)

Since χ(0) = χ̇(0) = 0, (2-42) gives the expression which we require to determine

the applied torque, C(t), which corresponds to the platen displacement with Laplace

transform as given by (3-20). In Laplace space, the required function takes the form

C̄(s) = e−αs
[

Is2Ḡ(s) + k−1s
{

Ḡ
}2
]

. (3-21)
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The invertibility of (3-21) is dependent upon the form of the relaxation modulus. Mak-

ing use of the identity for the derivative of the Laplace transform, it is seen that

s2Ḡ(s) = L
{

G̈(t)
}
(s) + sG(0) + Ġ(0) (3-22)

and hence

L −1
{

s2Ḡ(s)
}
(t) = G̈(t) + G(0)δ′(t) + Ġ(0)δ(t). (3-23)

Also, note that

L −1
{

s
{

Ḡ
}2
}
(t) = G(t) ∗

(
Ġ(t) + G(0)δ(t)

)

= G(t) ∗ Ġ(t) + G(0)G(t) ∗ δ(t)

= G(t) ∗ Ġ(t) + G(0)G(t), (3-24)

hence inversion of (3-21) gives

C(t) =
{

I
[
Ġ(t− α) + G(0)δ′(t− α) + G̈(t− α)δ(t− α)

]

+k−1 (G ∗ Ġ + G(0)G(t− α)
)}

H(t− α). (3-25)

The expression for C(t) contains the first derivative of the delta-function, δ′(t) and

hence cannot be reproduced experimentally and is thus unphysical, which is consistent

with the general result in (3-9).

Theorem 3.1.2: It is possible to apply a torque, C(t), such that the first derivative of the

displacement, χ̇(t) is equal to the relaxation modulus, G(t).

Proof. Proceeding in an analogous manner, with χ̇(t) = H(t − α)G(t − α), t ∈ [0, T]

and corresponding Laplace transform

sχ̄(s) = e−αsḠ(s), (3-26)

the Laplace transform of the applied torque C(t) in this case has the form

C̄(s) = e−αs
[

IsḠ(s) + k−1 {Ḡ(s)
}2
]

. (3-27)

Again, noting that

L −1 {sḠ(s)
}
(t) = Ġ(t) + G(0)δ(t) (3-28)

and

L −1
{
(Ḡ)2

}
= G ∗ G (3-29)
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it follows that the inverse Laplace transform of (3-27) yields

C(t) = H(t− α)
{

I
[
Ġ(t) + G(0)δ(t)

]
+ k−1Γ(t− α)

}
, t ∈ [0, T] (3-30)

where

Γ(t) = L −1
{
[Ḡ]

2
}

= G(t) ∗ G(t). (3-31)

Since G(0) 6= 0, by the final value theorem for the Laplace transform lims→∞ sḠ(s) =

G(0), or equivalently sḠ(s) = O(1) as s → ∞. This implies that Ḡ(s) = O(s−1) as

s → ∞ and consequently that Γ̄(s) = [Ḡ(s)]2 = O(s−2) as s → ∞. This corresponds

to the result that Γ(t) = O(t) as t → ∞ in the time domain and also verifies that the

inverse Laplace transform of Γ̄ is a physically realistic function. Provided the use of the

delta function is allowed in an experimental context, it is concluded that it is possible

to apply a torque of the form (3-30) such that χ̇ = G(t) is satisfied.

Now an example is provided assuming the material is modelled by a discrete relax-

ation spectrum {gi, λi}. For general N-mode case, we have

Γ̄(s) = [Ḡ(s)]2 =

[
∑N

i=1 gi ∏N
j=1,i

(
s + λ−1

j

)]2

∏N
i=1

(
s + λ−1

i

)2 (3-32)

which has poles of order 2 located at s = {−λ−1
i }N

i=1 and therefore by the residue

theorem the inverse Laplace transform can be expressed as

Γ(t) =
N

∑
i=1

(αi + βit) e−
t

λi . (3-33)

Armed with the further information that

Ġ(t) = −
N

∑
i=1

gi

λi
e−

t
λi (3-34)

it can be stated that the applied torque necessary to produce χ̇(t) = G(t− α) is

C(t) = H(t− α)

{
IG(0)δ(t− α) +

N

∑
i=1

[
k−1 (αi + βi(t− α))− Igi

λi

]
e−

t−α
λi

}
(3-35)

where the constants αi, βi ∈ R are defined

αi = lim
s→− 1

λi

{
d
ds

[(
s + λ−1

i

)2
Γ̄(s)

]}
(3-36a)

βi = lim
s→− 1

λi

{(
s + λ−1

i

)2
Γ̄(s)

}
. (3-36b)
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In the case where N = 1, with parameters {g, λ}, the solution can be obtained explicitly

without difficulty.

C(t) = H(t− α)

{
Igδ(t− α) +

[
k−1g(t− α)− Ig

λ

]
e−

(t−α)
λ

}
, t ∈ [0, T]. (3-37)

The motivation for obtaining G(t) directly is that since the equation can be solved

up to the current time t, perhaps in near real-time, an estimation of the relaxation

modulus could then be used in an iterative manner to obtain the solution to greater

accuracy than would otherwise be possible. There is scope for more investigation into

this concept.

Theorem 3.1.3: It is possible to apply a torque, C(t), such that the displacement, χ̇(t), is

equal to the creep compliance, J(t), in the case where the material under investigation

is a viscoelastic fluid, but not for a viscoelastic solid.

Proof. Let χ(t) = H(t− α)J(t− α), so that χ̄(s) = e−αt J̄(s) and from (2-43) the applied

necessary torque has Laplace transform

C̄(s) =
χ̄
[
1 + kIs3 J̄(s)

]

ksJ̄

= e−αt
[
ks−1 + Is2 J̄(s)

]
. (3-38)

Using the second order derivative identity for the Laplace transform, note that

s2 J̄(s) = L
{

J̈(t)
}
+ sJ(0) + J̇(0) (3-39)

and inversion of (3-38) yields

C(t) = H(t− α)
{

k−1 + I
[

J̈(t− α) + J0δ′(t− α) + J̇(0)δ(t− α)
]}

(3-40)

where

d2 J
dt2 =

d2

dt2

[∫ ∞

τ=0
L(τ)

(
1− e−

t
τ

)
d ln τ

]

=
∫ ∞

τ=0
L(τ)

d2

dt2

(
1− e−

t
τ

)
d ln τ

= −
∫ ∞

τ=0

L(τ)
τ3 e−

t
τ dτ (3-41)

The creep compliance corresponding to a model with a set of N discrete retardation

times {τi}N
i=1 is given by (1-64). The coefficient of the term containing the unphysical

first derivative delta function, J0, is only non-zero in the case of a viscoelastic solid.
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If the material is a fluid, then the necessary applied torque would only involve the

delta function itself, which it has been established previously, is allowed to represent a

physical function. As an example, in this case the torque would take the form

C(t) = H(t− α)

{
k−1 + I

[
N

∑
j=1

Ji

τi
δ(t− α)−

N

∑
j=1

Ji

τi
e−

t
τ

]}
(3-42)

and it can be seen that C̄(s) and J̄(s) share simple poles located at the origin and the

negative reciprocals of the retardation times.

Theorem 3.1.4: It is possible to apply a torque, C(t), such that the first derivative of the

displacement, χ̇(t) is equal to the creep compliance, J(t), for both viscoelastic liquid

and solid materials.

Proof. Let χ̇(t) = H(t − α)J(t − α), where α > 0, with Laplace transform sχ̄(s) =

e−αt J̄(s). From (2-43), the applied torque to produce the latter angular velocity would

have the form

C̄(s) = e−αt
[
k−1s−2 + Is J̄(s)

]
(3-43)

and since

L −1 {s J̄} = J̇(t) + J(0)δt (3-44)

the applied necessary to produce the aforementioned response is

C(t) = H(t− α)
{

1
k (t− α) + I

[
J̇(t− α) + J(0)δ(t− α)

]}
. (3-45)

There are no terms involving derivatives of the delta function, hence a physical form

for the applied torque exists. Furthermore, since J0 = 0 for viscoelastic fluids, the delta

function term vanishes and the solution is a function of the derivative of the creep

compliance with the addition of a linear term in t. In the discrete case, where

J̇(t) =
N

∑
i=1

Ji e−
t
τ + 1

η , (3-46)

it can be seen that C̄(s) and J̄(s) share simple poles located at the negative reciprocals

of the retardation times.

II. DIRICHLET SERIES REPRESENTATION

It has been established that it is possible to apply a torque to the system such that the

response is χ̇(t) = G(t) for a completely arbitrary relaxation modulus G(t), provided
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that the functions Ġ(t) and G ∗ G are amenable and provided an example in the case

where the relaxation modulus is defined by the Maxwell model or equivalently corre-

sponds to a discrete relaxation spectrum. In this special case, the relaxation modulus

takes the form a of a finite Dirichlet or Prony series.

Definition 3.2.1: Let {λn}, n ∈ Z+, form an increasing sequence of positive real num-

bers. A Dirichlet series [93] with exponents {λn} is a series of the form

f (s) = ∑
n

an e−λns (3-47)

where an ∈ C. The more well-known form is a specialization obtaining by setting

λn = log n.

Now the results of the previous section are generalized by considering the relax-

ation modulus, G(t), and the displacement χ(t) or its first derivative χ̇(t) to be of the

form (3-47) and investigate the form for the applied torque C(t) which is necessary to

produce such a response. The following two propositions consider these two cases,

respectively.

Theorem 3.2.1: Let the relaxation modulus G(t) be represented by a finite Dirichlet

series G(t) = G∞ + ∑N
i=1 gi e−

t
λi with exponents {λi} ordered such that λ1 < λ2 <

· · · < λN and gi ∈ R+ for i = 1, . . . , N. Define G1(t) to be the exponential sum part of

G(t), so that G(t) = G∞ + G1(t). If the displacement χ(t) is assumed to be of the same

form, with χ(t) = χ∞ +∑M
i=1 χi e−

t
µi , t ∈ [0, T], χi ∈ R+ and µ1 < µ2 < · · · < µN. Then

the torque C(t) required to generate such a response for a general viscoelastic material

with an N-mode relaxation spectrum is of the form

C(t) = Aδ′(t) + Bδ(t) + C∞ +
M+N

∑
i=1

γi e−
t
θi (3-48)

where the Dirichlet series term has coefficients γi ∈ R+, and exponents {θ−1
i }, i =

1, . . . , M + N and A, B ∈ R.

Proof. Define the Dirichlet series χ0(t) to be

χ0(t) = χ∞ +
N

∑
i=1

χi e−t/µi (3-49)

where χi ∈ R, i = 1, . . . , N and the µi ∈ R+ satisfy µ1 < µ2 < · · · < µN. To avoid the

problems associated with discontinuities at t = 0 arising from the Laplace transform
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formulation of the problem, consider the function χ(t) = H(t − α)χ0(t − α), for α ∈
R+. Then the Laplace transform of the translated function is

χ̄(s) = e−αs

[
χ∞

s
+

N

∑
i=1

χi

s + µ−1
i

]
(3-50)

It is also assumed that the relaxation time G(t) is represented by a Dirichlet series

with coefficients {gi} and exponents {λ−1
i }, for i = 1, . . . , N, which has corresponding

Laplace transform

Ḡ(s) =
Λ1,N−1(s) + G∞ ∏N

i=1(s + λ−1
i )

s ∏N
i=1(s + λ−1

i )
. (3-51)

where Λ1,N−1 is defined

Λ1,N−1 :=
N

∑
i=1

gi

N

∏
j=1,i

(s + λ−1
j ) (3-52)

The torque C(t) necessary to generate a response such as that given by (3-49) has

Laplace transform

C̄(s) = e−αs
[

Is2χ̄0(s) + k−1sχ̄0(s)Ḡ(s)
]
= e−αsC̄0(s). (3-53)

Now,

L −1
{

s2χ̄0(s)
}
= χ̈0(t) + χ0(0)δ′(t) + χ̇0(0)δ(t)

=
M

∑
i=1

χi

µ2
i

e−
t

µi + δ′(t)

[
χ∞ +

M

∑
i=1

χi

]
− δ(t)

M

∑
i=1

χi

µi
(3-54)

and consistently with Theorem 3.1.1, the solution involves the first derivative of the

delta function, δ′(t), which cannot be reproduced experimentally. The remaining term

L −1 {sχ̄0(s)Ḡ(s)
}
= L −1 {sχ̄0(s)} ∗ G(t)

= [χ̇0(t) + χ0(0)] ∗ G(t)

= χ0(0)
∫ t

0
G(t′)dt′ + χ̇0(t) ∗ G(t)

= χ0(0)
∫ t

0
G(t′)dt′ + G∞

∫ t

0
χ̇0(t′)dt′ + χ̇0(t) ∗ G1(t) (3-55)

must be a finite Dirichlet series, since both χ̇0(t) and G1(t) are sums of exponentials.

Thus,

L −1 {sχ̄0(s)Ḡ(s)
}
= χ0(0)

[
G∞t +

N

∑
i=1

giλi

(
1− e−

t
λi

)]

+ G∞ [χ0(t)− χ0(0)] + χ̇0(t) ∗ G1(t). (3-56)
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The latter convolution term is determined as follows.

L {χ̇0 ∗ G1} = ¯̇χ0(s)Ḡ1(s)

= [χ̄1(s)Ḡ1(s) + χ0(0)] Ḡ1(s), (3-57)

defining a new function

χ̄1(s) =
Λ2,M−1(s)

∏M
i=1(s + µ−1

i )
(3-58)

where

Λ2,M−1 := −
N

∑
i=1

χi

µi

N

∏
j=1,i

(s + µ−1
j ) (3-59)

and additionally using the definition for Λ1,N−1 in (3-52), it can be seen that

χ̄1(s)Ḡ1(s) =
Λ1,N−1(s)Λ2,M−1(s)

∏N
i=1(s + λ−1

i )∏M
j=1(s + µ−1

i )
, (3-60)

which, upon inversion of the Laplace transform yields a solution of the form

L −1 {χ̄1(s)Ḡ1(s)
}
=

N

∑
i=1

αi e−
t

λi +
M

∑
i=1

βi e−
t

µi , (3-61)

where the constants {αi}N
i=1 and {βi}M

i=1 are defined

αi = lim
s→−λ−1

i

{
(s + λ−1

i )χ̄1(s)Ḡ1(s)
}

=
Λ1,N−1(−λ−1

i )Λ2,M−1(−λ−1
i )

∏N
j=1,i(λ

−1
j − λ−1

i )∏M
i=1(λ

−1
i − µ−1

i )
, i = 1, 2, . . . , N (3-62)

and

βi = lim
s→−µ−1

i

{
(s + µ−1

i )χ̄1(s)Ḡ1(s)
}

=
Λ1,N−1(s)(−µ−1

i )Λ2,M−1(−µ−1
i )

∏N
i=1(λ

−1
i − µ−1

i )∏M
j=1,i(µ

−1
j − µ−1

i )
, j = 1, 2, . . . , M. (3-63)

Defining {θi}M+N
i=1 = {µi}M

i=1 ∪ {λi}N
i=1 and corresponding coefficients γi = αi +

χ0(0)(1− giλi) for i = 1, 2, . . . , M and γi =
Iχi
µ2

i
+ k−1(G∞χi + βi) for i = M + 1, M +

2, . . . , M + N, then C0(t) has the form

C0(t) = I
[
χ0(0)δ′(t) + χ̇0(0)δ(t)

]
+ k−1

[
G∞

M

∑
i=1

χi + χ0(0)

(
N

∑
i=1

giλi + G∞t

)]

+
M+N

∑
i=1

γi e−
t
θi . (3-64)
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In the case of a viscoelastic fluid (G∞ = 0) and setting χ∞ = 0, this simplifies to

C0(t) = I
M

∑
i=1

[
χiδ
′(t)− χi

µi
δ(t)

]
+ k−1χ0(0)

N

∑
i=1

giλi

+ k−1
N

∑
i=1

(αi + χ0(0)gi(1− λi)) e−
t

λi +
M

∑
i=1

(
Iχi

µi
+ βi

)
e−

t
µi , (3-65)

which is of the required form.

Theorem 3.2.2: Let the relaxation modulus G(t) be represented by a finite Dirichlet

series G(t) = G∞ + ∑N
i=1 gi e−

t
λi with exponents {λi} ordered such that λ1 < λ2 <

· · · < λN and gi ∈ R+ for i = 1, . . . , N. If the derivative of the displacement χ̇(t) is

assumed to be of the same form, with χ̇(t) = χ∞ + ∑N
i=1 χi e−

t
µi , for t ∈ [0, T], χi ∈ R+

and µi+1− µi > 0 for i = 1, . . . , N− 1. Then the torque C(t) required to generate such a

response for a viscoelastic material with an N-mode relaxation spectrum is of the form

C(t) = Aδ(t) + C∞ +
M+N

∑
i=1

γi e−
t
θi (3-66)

where the Dirichlet series component has coefficients γi ∈ R+, and exponents {θ−1
i },

i = 1, . . . , M. For a viscoelastic fluid, the term C∞ takes the value zero.

Proof. Again, we begin by defining χ0(t) as in (3-49), where χi ∈ R the {µ−1
i }M

i=1 form

a non-decreasing sequence so that χ̇(t) = H(t− α)χ0(t− α). The Laplace transform of

χ̇(t) gives the relation sχ̄(s) = e−αsχ̄0(s), so the applied torque necessary to produce

the desired response must have the form

C̄(s) = sχ̄(s)
[

Is + k−1Ḡ(s)
]

= e−αs
[

Isχ̄0(s) + k−1χ̄0(s)Ḡ(s)
]

= e−αsC̄0(s). (3-67)

Now

L −1 {sχ̄0(s)} = χ̇0(t) + χ0(0)δ(t)

= −
M

∑
i=1

χi

µi
e−

t
µi +

[
G∞ +

M

∑
i=1

χi

]
δ(t) (3-68)

and

L −1 {χ̄0Ḡ
}
= (χ∞ + χ1(t)) ∗ (G∞ + G1(t))

= χ∞G∞ + χ∞

N

∑
i=1

giλi

[
1− e−

t
λi

]
+ G∞

M

∑
i=1

χiµi

[
1− e−

t
µi

]
+ χ1 ∗ G1
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(3-69)

where χ1(t) and G1(t) are the exponential terms of the functions χ0(t) and G(t), re-

spectively. The only term which remains to be determined in explicit form is the last

convolution term, which will be an exponential series since both the arguments are of

this form,

L {χ1(t) ∗ G1(t)} =
Λ1,N−1(s)Λ3,M−1(s)

∏M
i=1(s + µ−1

i )∏N
i=1(s + λ−1

i )
(3-70)

with functions Λ1,N−1(s) from (3-52) and

Λ3,M−1(s) =
M

∑
i=1

χi

M

∏
j=1,i

(s + µ−1
i ). (3-71)

Then,

χ1(t) ∗ G1(t) =
M

∑
i=1

αi e−
t

µi +
N

∑
i=1

βi e−
t

λi (3-72)

in terms of the constants

αi = lim
s→−µ−1

i

{
(s + µ−1

i )χ̄1(s)Ḡ1(s)
}

=
Λ1,N−1(−µ−1

i )Λ3,M−1(−µ−1
i )

∏M
j=1,i(µ

−1
j − µ−1

i )∏N
j=1(λ

−1
j − µ−1

i )
, i = 1, 2, . . . , M (3-73)

and

βi = lim
s→−λ−1

i

{
(s + λ−1

i )χ̄1(s)Ḡ1(s)
}

=
Λ1,N−1(−λ−1

i )Λ3,M−1(−λ−1
i )

∏M
j=1(µ

−1
j − λ−1

i )∏N
j=1,i(λ

−1
j − λ−1

i )
, i = 1, 2, . . . , N. (3-74)

Defining {θi}M+N
i=1 = {µi}M

i=1 ∪ {λi}N
i=1, then the applied torque assumes the required

form

C0(t) = Aδ(t) + B +
M+N

∑
i=1

γi e−
t
θi , (3-75)

where

A = I

[
χ∞ +

M

∑
i=1

χi

]
(3-76)

B = k−1

[
χ∞G∞ + G∞

M

∑
i=1

χiµi + χ∞

N

∑
i=1

giλi

]
(3-77)

γi =

{
k−1 [αi − G∞χiµi]− Iχi

µi
i = 1, 2, . . . , M,

k−1 [βi + χ∞giλi] i = M + 1, M + 2, . . . , M + N.
(3-78)
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In the case where the material is a viscoelastic fluid (G∞ = 0) and setting χ∞ = 0,

the torque now becomes

C0(t) = I
M

∑
i=1

χiδ(t) +
M

∑
i=1

[
k−1αi −

Iχi

µi

]
e−

t
µi +

N

∑
i=1

k−1βi e−
t

λi (3-79)

and it can be seen that the limiting value C∞ = 0 as required.

As a simple example, consider the case where the applied torque has the form

C(t) = C0
[
δ(t) + e−at]for the Maxwell model. The platen displacement would then

have the form

χ(t) =
C0

I

{
µ0 + γ0 + (µ1 + γ1) e−ξ1t + (µ2 + γ2) e−ξ2t + µ3 e−at

}
(3-80)

where γ0,1,2 are the constants pertaining to the delta function applied torque from

(2-73a)-(2-73c) in the case of real ξ1,2 or (2-80a)-(2-80c) if they are complex. The new

constants µ0,1,2,3 are defined

µ0 =
kI

λga
(3-81a)

µ1 =
λξ1 − 1

λξ1(a− ξ1)(ξ2 − ξ1)
(3-81b)

µ2 =
1− λξ2

λξ2(a− ξ2)(ξ2 − ξ1)
(3-81c)

µ3 =
λ1

λa(ξ1 − a)(ξ2 − a)
(3-81d)

Theorem 3.2.3: Let the relaxation modulus G(t) and the second derivative of the dis-

placement χ̈(t) be represented by finite Dirichlet series as for Theorem 3.2.2. Then

the torque C(t) required to generate such a response for a viscoelastic fluid with an

N-mode relaxation spectrum is of the form

C(t) = C∞ +
M+N

∑
i=1

γi e−
t
θi (3-82)

where the Dirichlet series component has coefficients γi ∈ R+, and exponents {θ−1
i },

i = 1, . . . , M.

Proof. In an analogous manner to the previous two theorems, define χ̈(t) = H(t −
αχ0(t− α), for α > 0, such that s2χ̄(s) = e−αsχ̄0(s). The torque required to generate a

response of the desired form is given by

C̄(s) = e−αsχ̄0(s)
[

I + k−1 Ḡ(s)
s

]
(3-83)
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Now

χ̄0(s)Ḡ(s)
s

=
Λ1,N−1(s)Λ3,N−1(s)

s ∏M
i=1(s + µ−1

i )∏N
i=1(s + λ−1

i )
(3-84)

and

L −1
{

χ̄0(s)Ḡ(s)
s

}
= γ0 +

M

∑
i=1

αi e−
t

µi +
N

∑
i=1

βi e−
t

λi (3-85)

which can be considered to be a Dirichlet series with one infinite exponent. The con-

stants are defined

γ0 = lim
s→0

{
χ̄0(s)Ḡ(s)

}

=

[
N

∑
i=1

giλi

]
·
[

M

∑
i=1

χiµi

]
, (3-86)

αi = lim
s→−µ−1

i

{
(s + µ−1

i )
χ̄0(s)Ḡ(s)

s

}

= − µiΛ1,N−1(−µ−1
i )Λ3,M−1(−µ−1

i )

∏M
j=1,i(µ

−1
j − µ−1

i )∏N
j=1(λ

−1
j − µ−1

i )
, i = 1, 2, . . . , M, (3-87)

and

βi = lim
s→−λ−1

i

{
(s + λ−1

i )
χ̄0(s)Ḡ(s)

s

}

= − λiΛ1,N−1(−λ−1
i )Λ3,M−1(−λ−1

i )

∏N
j=1(µ

−1
j − λ−1

i )∏N
j=1,i(λ

−1
j − λ−1

i )
, i = 1, 2, . . . , N. (3-88)

Then

C0(t) = k−1γ0 +
M

∑
i=1

[
k−1αi + Iχi

]
e−

t
µi +

N

∑
i=1

k−1βi e−
t

λi (3-89)

can be rewritten in the form

C0(t) =
M+N

∑
i=0

γi e−
t
θi , (3-90)

where {θi}M+N
i=1 = {µi}M

i=1 ∪ {λi}N
i=1 and θ0 = ∞.

The results of this section show that if the applied torque and relaxation modulus

are prescribed as Dirichlet series, then so is the second-order derivative of the platen

displacement. To obtain such a function for the first or zeroth-order derivatives re-

quires the use of a delta function or even the first derivative of the delta function in the

latter case.
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We now proceed to take a detailed look at the nature of the Volterra integro-differential

equation in the time domain, particularly with regards to the stability of the equation

with respect to experimental, or from a theoretical point of view perturbed data. As has

been shown earlier, the system under consideration for this problem is governed by a

Volterra integro-differential equation (VIDE). In this chapter, we take a closer look at

the properties of this equation and methods and stability of solution for the relaxation

function G(t). It is shown that in order to obtain a solution for the relaxation modulus

the equation must be recast in the form of a Volterra integral equation of the first kind,

the solution is well known to be an ill-posed problem. Defining the concept of well-

posedness, it is then demonstrated by considering regular perturbations in the source

data χ̇(t) that stable solutions for the problem can exist and bounds are calculated

on the data error under which these conditions are satisfied for a selection of applied

torque profiles C(t).

I. VOLTERRA INTEGRAL EQUATIONS

The standard derivation of the governing equation for this system leads to the VIDE

encountered in the preceding chapters, which is reproduced here for completeness.

Define the experimental time T ∈ (0, ∞) and let S := {(t, t′) : 0 ≤ t′ ≤ t ≤ T}.
Consider the VIDE given by

Iχ̈(t) + k−1
∫ t

0
G(t− t′)χ̇(t′)dt′ = C(t) t ∈ [0, T] (4-1)

where C ∈ C[0, T], χ ∈ C2[0, T] and G ∈ C(S). Comparison with the general form [16]

y′(t) = p(t)y(t) + q(t) +
∫ t

0
K(t, t′)y(t′)dt′ t ∈ [0, T] (4-2)

where p, q and K are assumed to be real-valued and continuous on [0, T] and S, indi-

cates that (4-1) is a linear first order VIDE of convolution type with

i. y(t) ≡ χ̇(t), t ∈ [0, T]

ii. p(t) ≡ 0, ∀t ∈ [0, T]

iii. q(t) ≡ I−1C(t), t ∈ [0, T]

iv. K(t, t′) ≡ −(kI)−1G(t− t′), (t, t′) ∈ S

Definition 4.1.1: A Volterra equation of the second kind [16] is of the form
∫ t

0
K(t, t′)u(t)dt′ + g(t) = u(t), t ∈ [0, T] (4-3)
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where K and g are assumed to be real-valued and continuous on S and I, respectively.

When K(t, t′) = Q(t− t′), the kernel is referred to as being of convolution type.

Integration of (4-2) leads to a Volterra integral equation of the 2nd kind,

y(t) = g(t) +
∫ t

0
Q(t− t′)y(t′)dt′, t ∈ [0, T] (4-4)

with

i. g(t) := y0 +
∫ t

0 q(t′)dt′, t ∈ [0, T]

ii. Q(t− t′) := p(t′) +
∫ t

t′ K(τ − t′)dτ, (t, t′) ∈ S.

Here we have made use of Dirichlet’s formula which states that
∫ t

0

∫ τ

0
φ(τ, t′)dt′ dτ =

∫ t

0

∫ t

t′
φ(τ, t′)dτ dt′, (t, t′) ∈ S (4-5)

Returning to (4-1), the Volterra-2 equivalent form is

χ̇(t) = I−1
∫ t

0
C(t′)dt′ +

∫ t

0

∫ t

t′
G(τ − t′)dτ χ̇(t′)dt′. (4-6)

The inversion of (4-6) yields a unique solution

χ̇(t) = I−1
∫ t

0
R(t− t′)C(t′)dt′, t ∈ [0, T] (4-7)

where the resolvent kernel, R(t, t′), is defined

R(t− t′) = 1 +
∫ t

t′
r(t− u)du (4-8)

and the iterated kernels which arise from the Picard method [64] for constructing suc-

cessive approximations to the exact solution of (4-6) by

r(t− t′) = −(kI)−1
{∫ t

t′
G(t− t′)dt′ +

∫ t

t′
G(t− τ)r(τ − t′)dτ

}
. (4-9)

However, the data for χ̇(t) is assumed to be known and the kernel G(t− t′) the func-

tion which is required to be determined. An alternative approach is required to yield

an expression for the kernel in terms of χ̇(t) and C(t).

Definition 4.1.2: A Volterra integral equation of the first kind [17] is of the form
∫ t

0
K(t, t′)u(t′)dt′ = f (t), t ∈ [0, T] (4-10)

where the kernel K(t, t′) is continuous on S := {(t, t′) : 0 ≤ t′ ≤ t ≤ T}. It is assumed

throughout that there exists a unique solution ū ∈ L2[0, T] for a particular choice of

f (t) and K(t, t′).
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It is often more convenient [50] to write (4-10) in the form

Au = f , (4-11)

where the operator A ∈ L(u), the space of linear operators, is defined for u ∈ L2[0, T]

by

Au(t) :=
∫ t

0
K(t, t′)u(t′)dt′, t ∈ [0, T]. (4-12)

Integral equations involving kernels of the form K(t, t′) ≡ K(t − t′) are known as

Volterra integral equations of convolution type and the method of solution known

as deconvolution. The corresponding integral equations defined on fixed domains are

known as Fredholm integral equations, but do not concern us here.

We now show that the integro-differential equation (4-1) can be rewritten in the

form of a Volterra integral equation of the first kind of convolution type. The general

form for this class of integral equations is given by
∫ t

0
K(t− t′)y(t′)dt′ = f (t), t ∈ [0, T]. (4-13)

First, note that the convolution integral possesses the commutative property

f ∗ g :=
∫ t

0
f (t− t′)g(t′)dt′ =

∫ t

0
f (t′)g(t− t′)dt′ (4-14)

which enables (4-1) to be rewritten as a Volterra integral equation of the first kind in

G(t), viz.
∫ t

0
G(t′)χ̇(t− t′)dt′ = k [C(t)− Iχ̈(t)] , t ∈ [0, T] (4-15)

with f (t) ∈ C[0, T]

i. f (t) ≡ k [C(t)− Iχ̈(t)]

ii. K(t, t′) ≡ χ̇(t− t′)

iii. u(t′) ≡ G(t′)

in (4-13).

Integration by parts yields an expression in terms of the memory function, M(t) =

−dG
dt , and χ(t), whereby reducing the amount of numerical differentiation required on

the data.
∫ t

0
M(t′)χ(t− t′)dt′ = k [C(t)− Iχ̈(t)] + G(0)χ(t) (4-16)
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Although (4-15) and (4-16) describe precisely the same system as (4-1), the inversion

procedure to obtain a solution for χ(t) or χ̇(t) is considerably more ill-posed and re-

quires a different approach to solution. Before discussing stability of the integral equa-

tion however, it is necessary to define the concept of well-posedness.

II. STABILITY AND WELL-POSEDNESS

Consider the Volterra integral equation given by (4-10). The forward or direct prob-

lem of determining the data function f (t) from the known functions K(t, t′) and u(t′)

for t ∈ [0, T] generally causes few problems since small errors in the known functions

do not result in large errors in the solution; the process of integration smooths out

the effects of the errors present in the data. The reverse process of determining u(t)

from known functions K(t, t′) and f (t) is termed an inverse problem and in general

is less straightforward than the forward process. Inverse problems are commonly en-

countered in the modelling of physical phenomena where the model parameters or

material are unknown and need to be determined from the known input and observed

response (see [24], for examples).

The term well-posedness was first defined by Hadamard [34], a well-posed mathe-

matical problem being one that satisfies the following three criteria:

i) A solution exists (existence)

ii) The solution is unique (uniqueness)

iii) The solution depends continuously on the data (stability).

Inverse problems are typically continuous and hence satisfy all the criteria for well

posedness, however when discretized the finite precision implicitly necessary means

the latter criterion fails to be satisfied and the problem becomes ill posed. For such

problems, the solution is highly sensitive to small changes in the data and regulariza-

tion methods are often required to obtain an acceptable solution.

In practice only an approximation of the data f ε ∈ U is available, which satisfies

‖ f − f ε‖2 ≤ ε for some ε > 0, so the ill posedness means that the computed solution uε

of Au = f ε may be arbitrarily far from the solution of the unperturbed problem.

The degree of ill-posedness of Volterra integral equations of the first kind is depen-

dent upon the behaviour of the kernel at t = t′ and we shall use the classification given

in [50] in terms of ν-smoothing kernels as follows.
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Definition 4.2.1: The Volterra equation (4-10) is a ν-smoothing problem for ν ≥ 1 if the

operator A defined in (4-12) is a ν-smoothing operator and f ∈ Cν[0, T]. A Volterra

operator A is said to be ν-smoothing if the kernel K is such that ∂lK
∂tl (t, t) = 0 for 0 ≤

t ≤ T and l = 0, . . . , ν− 2 and such that ∂ν−1K
∂tν−1 = 1 for 0 ≤ t ≤ T, with ∂νK

∂tν continuous

on [0, T]× [0, T]. Extending the definition to infinite values of ν, the Volterra integral

equation (4-10) is an infinitely-smoothing problem if ∂lK
∂tl (t, t) = 0 for 0 ≤ t ≤ T and all

l = 1, 2, . . . .

Therefore, if (4-10) is a ν-smoothing problem it can be differentiated ν times to give

K(ν−1)(t, t)u(t) +
∫ t

0

∂ν

∂tν
K(t, t′)u(t′)dt′ = f ν(t), t ∈ [0, T] (4-17)

which is equivalent to (4-10) provided that f (0) = f ′(0) = · · · = f (ν−1)(0) = 0.

(4-17) is a Volterra integral equation of the second kind, the solution of which is a

well-posed problem. It appears that an ill-posed problem has been converted into one

which is well-posed. The ill-posedness, however, is inherent to the problem and in

this case the ill-posedness is manifest in the determination of the derivatives in the

Volterra-2 form, since perturbations of the data f ε(t) = f (t) + ε(t) are not necessarily

differentiable. The one-smoothing problem exhibits the least degree of ill-posedness,

since only one differentiation of the data is required. It readily apparent that the degree

of ill-posedness of ν-smoothing problems increases with increasing ν and it is therefore

desirable to deal with as small a value for ν as possible, should any degree of control

be possible in the matter. The applied torque functions considered in Chapter 2 all

produce kernel functions with finite values for ν and are therefore only exhibit slight to

moderate ill-posedness. An example of an infinitely-smoothing problem is the inverse

heat conduction problem (IHCP), where an undefined heat source is determined from

internal temperature measurements in a solid, and is consequently a highly ill-posed

problem.

In the case of this problem, the degree of smoothing ν is determined by the choice

of applied torque C(t). Using definition 4.2.1, it can be seen that if C(t) is chosen such

that the kernel function χ̇(t) is a 1-smoothing kernel, then this choice of C(t) produces

the least ill-posed problem possible. Such a function could arguably be defined as the

optimal applied torque for this experimental setup. In practical terms however, this

narrows down the possible choices for an optimal applied torque, since there are a

whole class of functions which satisfy this criterion.
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Figure 4.1: Summary of solu-
tion methods for the Volterra-
1 equation.
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Various methods of solution exist, but the ill-posedness still remains in the pres-

ence of perturbed data. Figure 4.1 illustrates some possibilities. The Volterra integral

equation may be solved directly to obtain G(t) in a single step, the ill-posedness be-

ing inherent in this process. Alternatively, integral transforms may used, such as the

Fourier, Laplace or wavelet transform, resulting in an intermediate solution function.

In the case of the Fourier transform, the functions G′(ω) and G′′(ω) would be deter-

mined. The forward integral transform is well-posed, since the process of integration

has a smoothing effect on the data perturbations and although it appears that the ill-

posedness has been circumvented, it has merely been transferred to the inverse trans-

form which may need to be performed to obtain G(t) or equivalently the relaxation

spectrum. Here, the direct method is considered, since it is always desirable to reduce

the number of computational steps to the basic minimum.

III. STABILITY ANALYSIS

Before looking at the numerical discretization of the Volterra integral equation, it is

first necessary to investigate whether conditions exist for which a stable solution to

the problem can be found. This is achieved by calculating theoretical estimates for the

bounds on the error in the solution in terms of the error in the measured data. The

method used here is based upon the analysis in [3], in which the stability estimates

of the interconversion condition (1-52) between G(t) and J(t) are obtained. This is a

Volterra integral equation of the first kind, with data function f (t) which is known
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precisely and noisy kernel function G(t− t′) or J(t− t′), depending upon which of the

two functions is required to be calculated. The main difference for this problem is the

additional presence of noise in the data function f (t), which will always be greater in

magnitude than that of the kernel, since an extra degree of differentiation is involved.

To give a general overview of the method, regular perturbations are considered to

represent the error in the measured data. For sake of convenience, denote the kernel

function by Ω(t) = χ̇(t), so that f (t) = k[C(t)− IΩ̇(t)]. The noise in the measured data

Ω(t) is modelled by a perturbation φ(t), for t ∈ [0, T], so that
∣∣Ω−Ωφ

∣∣ ≤ ‖φ‖∞, where

the L∞-norm is defined ‖ f ‖∞ = ess supt∈[0,T] | f (t)|. Similarly, the noisy data function

f ε possesses a perturbation ε(t), which is related to φ(t) through differentiation of first

order. The relaxation modulus, which is the function to be calculated, is assumed to

have a resulting perturbation γ(t), for which bounds in terms of ε(t) and φ(t) are

required to answer questions concerning stability. This produces a pair of equations,

one exact and one perturbed,

G ∗Ω = f (4-18)

(G + γ) ∗ (Ω + φ) = f + ε (4-19)

and using the distributive property of the linear convolution operator this can be ex-

panded to

G ∗Ω + G ∗ φ + Ω ∗ γ + φ ∗ γ = f + ε. (4-20)

Subtracting the unperturbed from the perturbed equation, performing an extra convo-

lution with G(t) and replacing G ∗Ω by f , the equation

f ∗ γ = G ∗ ε− G ∗ G ∗ φ− G ∗ φ ∗ γ (4-21)

is obtained. The remainder of the analysis is dependent upon the exact nature of the

data function and may involve differentiation, the degree of which reflects the degree

necessary in the solution of the Volterra-1 equation. Applying the triangular inequality

and additionally Young’s inequality for convolution,

| f ∗ g| ≤ ‖ f ‖1‖g‖∞ (4-22)

where the L1-norm on [0, T] is defined

‖ f ‖1 =
∫ T

0
| f | dt, (4-23)
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a bound for γ(t) is obtained in terms of the perturbations in the measured functions

and constraints on the parameters such that the equation is consistent can be deduced.

Now, we proceed to look at some specific forms for the data function, f , using the

results of Chapter 2 and determine the relative ill-posedness for each example.

4.3.1 Step Function

First, consider the step function applied torque, C(t) = C0H(t− t0), which produces

a platen angular displacement dependent upon the model assumed for the relaxation

modulus as calculated in Section 2.3.1-Section 2.3.3. Using the standard form of the

analysis, problems are encountered with the exponentials in the transient function, so

firstly assume that these terms can be absorbed into the perturbation term.

General form

The response for all discrete models is of the general form

χ(t) = C0 [γ0 + γ1t + µ(t)] (4-24)

where γ0, γ1 ∈ R and µ(t) represents the transient function, which is a sum of expo-

nentials, with real or complex coefficients and exponents such that overall µ(t) is a real

function of t. Differentiating twice w.r.t. t, results in the data function

f (t) = kC0 [1− Iµ̈(t)] , (4-25)

and under the assumption that the term µ(t) is incorporated into the perturbation in

Ω(t), i.e. φ(t) = −kC0 Iµ̈(t) + φ0(t) for t ∈ [0, T], where φ0(t) now represents the noise,

the pair of equations

χ̇ ∗ G = kC0 (4-26a)

G ∗Ω + G ∗ φ + Ω ∗ γ + φ ∗ γ = kC0 + ε(t) (4-26b)

are obtained. Subtracting (4-26a) from (4-26b) and performing an extra convolution

with G(t),

G ∗Ω ∗ γ = G ∗ ε− G ∗ G ∗ φ− G ∗ φ ∗ γ. (4-27)

Replacing G ∗Ω by f (t), (4-27) becomes

kC0 · 1 ∗ γ = G ∗ ε− G ∗ G ∗ φ− G ∗ φ ∗ γ. (4-28)
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Differentiation of (4-28), noting that

d
dt

[1 ∗ γ] =
d
dt

∫ t

0
γ(t′)dt′ = γ(t) (4-29)

produces

kC0γ(t) =
d
dt

[G ∗ ε]− d
dt

[G ∗ G ∗ φ]− d
dt

[G ∗ φ ∗ γ]. (4-30)

Applying the triangular inequality, we obtain

|kC0γ(t)| ≤
∣∣∣∣

d
dt

[G ∗ ε]

∣∣∣∣+
∣∣∣∣

d
dt

[G ∗ G ∗ φ]

∣∣∣∣+
∣∣∣∣

d
dt

[G ∗ φ ∗ γ]

∣∣∣∣ . (4-31)

The following identities are now used: the derivative identities

d
dt

[ f ∗ g] = f0g(t) + ḟ ∗ g (4-32)

d
dt

[ f ∗ g ∗ h] = f0g ∗ h + ḟ ∗ g ∗ h (4-33)

and also Young’s inequality [105] for the convolution integral, which states that

| f ∗ g| ≤ ‖ f ‖1‖g‖∞ (4-34)

for f , g ∈ L1[0, T] and h ∈ L∞[0, T] and in the case of a triple convolution

| f ∗ g ∗ h| ≤ ‖ f ‖1‖g‖1‖h‖∞ (4-35)

for functions f , g ∈ L1[0, T] and g ∈ L∞[0, T]. Thus, (4-31) becomes

kC0 |γ(t)| ≤
[
G0 + ‖Ġ‖1

]
{‖ε‖∞ + ‖G‖1‖φ‖∞ + ‖φ‖1‖γ‖∞} . (4-36)

Thus, we have an inequality relating the supremum of the perturbation γ in the relax-

ation modulus in terms of those in the measured variables,

‖γ‖∞ ≤
G0 + ‖Ġ‖1

kC0 − (G0 + ‖Ġ‖1)‖φ‖1
[‖ε‖∞ + ‖G‖1‖φ‖∞] . (4-37)

For (4-37) to be consistent, the RHS must be positive and this imposes the constraint

‖φ‖1 <
kC0

G0 + ‖Ġ‖1
(4-38)

where

‖Ġ‖1 =
∫ T

0

∣∣Ġ(t)
∣∣ dt = G0 − G(T) (4-39)
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for the problem to be well-posed. Provided (4-38) is satisfied, as ‖φ‖∞ → 0 and

‖ε‖∞ → 0, then ‖γ‖∞ → 0 also and a stable solution can be obtained. Conversely,

if the constraint is not fulfilled, then it is indeterminate whether a stable solution ex-

ists. Note that the problem can be well-posed for both viscoelastic fluids (G∞ = 0)

and viscoelastic solids. Taking T → ∞, it can be seen that the bound in (4-39) is less

tight when G∞ 6= 0, implying that the problem is more stable for a viscoelastic solid,

assuming the materials being compared possess the same value for G0.

Maxwell Model

The platen displacement for a Maxwell fluid subjected to a step function applied torque

C(t) = C0H(t− t0) is given by (2-116) for the case where both roots are real and dis-

tinct, but this can be taken to apply to any case where the roots are distinct without

loss of generality. Thus, the data function for this problem will be

f (t) = kC0

[
1− α1 e−ξ1(t−t0) − α2 e−ξ2(t−t0)

]
, t ∈ [t0, T] (4-40)

where α1 = γ2ξ2
1 and α2 = γ3ξ2

2 in terms of the coefficients defined in (2-117c) and

(2-117d). This gives rise to the pair of perturbed and unperturbed equations

G ∗Ω = kC0

[
1− α1 e−ξ1(t−t0) − α2 e−ξ2(t−t0)

]
(4-41a)

(G + γ) ∗ (Ω + φ) = kC0

[
1− α1 e−ξ1(t−t0) − α2 e−ξ2(t−t0)

]
+ ε(t), t ∈ [t0, T].

(4-41b)

Subtracting (4-41a) from (4-41a) and performing an extra convolution with G(t) results

in

kC0

[
1− α1 e−ξ1(t−t0) − α2 e−ξ2(t−t0)

]
∗ γ = G ∗ ε− G ∗ G ∗ φ− G ∗ φ ∗ γ. (4-42)

Noting that

d
dt

[
e−ξt ∗ γ(t)

]
= γ(t)− ξ e−ξt ∗ γ, (4-43)

upon differentiating once, the LHS of (4-42) becomes

d
dt

[ f ∗ γ] = kC0

[
(1− α1 − α2)γ(t) + α1ξ1 e−ξ1t ∗ γ + α2ξ2 e−ξ2t ∗ γ

]
, (4-44)

but since 1 − α1 − α2 = 0, the first term vanished to leave the terms involving the

convolution of exponential terms with γ(t).
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Applying the triangular inequality, and using the derivative identities (4-32)-(4-33),

kC0

∣∣∣
[
α1ξ1 e−ξ1(t−t0) + α2ξ2 e−ξ2(t−t0)

]
∗ γ
∣∣∣ ≤ G0 |ε(t)|+

∣∣Ġ ∗ ε
∣∣+ G0 |G ∗ φ|

+
∣∣Ġ ∗ G ∗ φ

∣∣+ G0 |φ ∗ γ|+
∣∣Ġ ∗ φ ∗ γ

∣∣ . (4-45)

Using the convolution inequalities from (4-34) and (4-35),

kC0

∣∣∣
[
α1ξ1 e−ξ1(t−t0) + α2ξ2 e−ξ2(t−t0)

]
∗ γ
∣∣∣ ≤

[
G0 + ‖Ġ‖1

]
[‖ε‖∞ + ‖G‖1‖φ‖∞

+ ‖φ‖1‖γ‖∞] . (4-46)

Furthermore, using the sharp form of Young’s inequality with suitably defined 0 <

β ≤ 1, (see (A-27)), this can be rewritten in the form

‖γ‖∞ ≤
[
G0 + ‖Ġ‖1

]

C1 − C2
[‖ε‖∞ + ‖G‖1‖φ‖∞] (4-47)

where the constants C1,2 ∈ R are defined

C1 = kC0β‖α1ξ1 e−ξ1t + α2ξ2 e−ξ2t‖1 (4-48)

C2 =
[
G0 + ‖Ġ‖1

]
‖φ‖1 (4-49)

and

‖Ġ‖1 =
∫ T−t0

0

∣∣Ġ(t)
∣∣ dt = g

[
1− e−

T−t0
λ

]
. (4-50)

For (4-47) to be consistent, it is required that C1 − C2 > 0. In the case where the roots

ξ1,2 are real and distinct, a more specific form can be obtained. The integrand in C1 is a

monotone decreasing function, since the Laplace transform has poles which lie on the

negative real axis, so

C1 = kC0β
[
α1

(
1− e−ξ1(T−t0)

)
+ α2

(
1− e−ξ2(T−t0)

)]
(4-51)

hence for well-posedness, it is sufficient that

‖φ‖1 <
kC0β

g
(

2− e−
T−t0

λ

)
[
1− α1 e−ξ1(T−t0) − α2 e−ξ2(T−t0)

]
. (4-52)

For the complex case, this represents a minimum value for C1, since the absolute in-

tegral of the decaying oscillatory function will be larger in magnitude than integral of

the standard function. In the case where I = 0, the problem reduces to the canonical

example with f (t) = 1 and the restriction on the error is

‖φ‖1 <
kC0

g
(

2− e−
T−t0

λ

) (4-53)

which indicates that the range for which ‖φ‖1 allows a stable solution is less tight than

for a finite value for the inertia.
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N-mode Maxwell

Generalizing to a Maxwell model with N relaxation times, the platen displacement

from (2-130) and (2-125) gives a data function of the form

f (t) = kC0

[
1−

N+1

∑
i=1

α′i e−ξ ′i(t−t0)

]
(4-54)

for a viscoelastic fluid (G∞ = 0) with α′i = ν′i ξ
′2
i , i = 1, 2, . . . , N + 1 and

f (t) = kC0

[
1−

N+2

∑
i=1

αi e−ξi(t−t0)

]
(4-55)

for a viscoelastic solid (G∞ 6= 0) with αi = νiξ
2
i , i = 1, 2, . . . , N + 1, respectively. Since

these are similar in nature, we need only consider the analysis for the first case.

The pair of perturbed and unperturbed equations for this problem are

G ∗Ω = kC0

(
1−

N+1

∑
i=1

α′i e−ξ ′i(t−t0)

)
(4-56a)

(G + γ) ∗ (Ω + φ) = kC0

(
1−

N+1

∑
i=1

α′i e−ξ ′i(t−t0)

)
+ ε (4-56b)

and proceeding in the usual manner by taking the difference of the pair and performing

an extra convolution with G(t) results in

kC0

(
1−

N+1

∑
i=1

α′i e−ξ ′i(t−t0)

)
∗ γ = G ∗ ε− G ∗ G ∗ φ− G ∗ φ ∗ γ. (4-57)

Differentiation is required to remove the 1 ∗ γ term, whence the LHS becomes

d
dt

[(
1−

N+1

∑
i=1

α′i e−ξ ′i(t−t0)

)
∗ γ

]
=

(
1−

N+1

∑
i=1

α′i

)
γ(t)

+
N+1

∑
i=1

α′iξ
′
i e−ξ ′i(t−t0) ∗ γ. (4-58)

Now, χ̈(0) = C0
I ∑N+1

i=1 α′i. Applying the initial value theorem to the Laplace transform

in (2-128), limt→0 χ̈(t) = lims→∞ s ¯̈χ(s) = lims→∞ s3χ̄(s) = C0
I , so the coefficient of γ(t)

is zero, leaving only the convolution of the exponential terms with γ. The derivative of

the RHS is evaluated using (4-32)-(4-33) and after applying Young’s inequality (4-34)

for the convolution integral, we obtain

kC0

∣∣∣∣∣
N+1

∑
i=1

α′i e−ξ ′i(t−t0) ∗ γ

∣∣∣∣∣ ≤
[
G0 + ‖Ġ‖1

]
[‖ε‖∞ + ‖G‖1‖φ‖∞ + ‖φ‖1‖γ‖∞] . (4-59)
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Using the sharp form for Young’s inequality with suitably defined 0 < β ≤ 1 as in

(4-145), this can be rearranged into the form

‖γ‖∞ ≤
[

G0 + ‖Ġ‖1

C1 − C2

]
[‖ε‖∞ + ‖G‖1‖φ‖∞] (4-60)

where the constants C1,2 ∈ R are defined

C1 = kβC0‖
N+1

∑
i=1

α′iξ
′
i e−ξ ′i(t−t0)‖1

= kβC0

∫ T

t0

∣∣∣∣∣
N+1

∑
i=1

α′iξ
′
i e−ξ ′i(t−t0)

∣∣∣∣∣ dt (4-61)

C2 =
[
G0 + ‖Ġ‖1

]
‖φ‖1 (4-62)

For the problem to be well-posed, (4-60) must be consistent, hence C1 − C2 > 0. At

least N − 1 of the parameters ξ ′i must be real-valued and the remaining pair can be

either real and distinct, real and repeated or complex conjugate. If all N + 1 roots are

real and distinct, the integrand in (4-61) is monotone decreasing to 0 as t→ ∞, thus

‖φ‖1 <
kβC0

∑N
i=1 g

(
2− e−

T−t0
λ

)
∣∣∣∣∣

N+1

∑
i=1

α′i
(

1− e−ξ ′i(T−t0)
)∣∣∣∣∣ . (4-63)

Similarly, for a viscoelastic solid (G∞ > 0), the criterion for well-posedness is

‖φ‖1 <
kβC0

G∞ + ∑N
i=1 g

(
2− e−

T−t0
λ

)
∣∣∣∣∣

N+2

∑
i=1

αi

(
1− e−ξi(T−t0)

)∣∣∣∣∣ , (4-64)

which can be satisfied for suitably chosen parameters, hence the problem can be well-

posed for both viscoelastic fluid and solid materials.

Newtonian Fluid

Although the problem for a Newtonian fluid is not a Volterra integral equation of the

first kind sensu stricto, since the relaxation modulus may be obtained directly by eval-

uating the first and second order derivatives of χ(t), error bounds can still be obtained

by the same method as that applied to the viscoelastic models.

The expression for χ(t) in (2-112) indicates that the data function for this problem

takes the form

f (t) = kC0

[
1− e−

η(t−t0)
kI

]
, t ∈ [0, T] (4-65)
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and the pair of equations are now

G ∗Ω = kC0

[
1− e−

η(t−t0)
kI

]
(4-66a)

(G + γ) ∗ (Ω + φ) = kC0

[
1− e−

η(t−t0)
kI

]
+ ε(t). (4-66b)

Subtracting the former from the latter, performing an extra convolution with G(t) and

replacing the exact f (t) by the expression in (4-65),

kC0

[
1− e−

η(t−t0)
kI

]
∗ γ = G ∗ ε− G ∗ G ∗ φ− G ∗ φ ∗ γ. (4-67)

The relaxation modulus for the Newtonian fluid is G(t) = ηδ(t), and since the delta

function represents the identity w.r.t. convolution, i.e.

δ ∗ f =
∫ t

0
δ(t′ − t) f (t′)dt = f (t), (4-68)

then (4-67) reduces to

kC0

[
1− e−

η(t−t0)
kI

]
∗ γ = ηε(t)− η2φ(t)− ηφ ∗ γ. (4-69)

Upon differentiation of first order,

ηC0

I
e−

η(t−t0)
kI ∗ γ = η

dε

dt
− η2 dφ

dt
− ηφ0γ(t)− ηφ̇ ∗ γ (4-70)

and applying the triangular inequality and the convolution identities (4-34)-(4-35),

C0

I

∣∣∣∣ e−
η(t−t0)

kI ∗ γ

∣∣∣∣ ≤ |ε̇|+ η |φ̇|+ |φ0| |φ̇ ∗ γ|

≤ ‖ε̇‖∞ + η‖φ̇‖∞ + |φ0| ‖γ‖∞ + ‖φ̇‖1‖γ‖∞. (4-71)

Using the sharp form of the convolution inequality with suitably chosen 0 < β ≤ 1

(see (4-145)), the following bound is obtained for the perturbation in the solution G(t).

‖γ‖∞ ≤
1

C1 − C2
[‖ε̇‖∞ + ‖φ‖∞] (4-72)

where the constants C1,2 ∈ R are defined

C1 =
C0β

I

∥∥∥ e−
η(t−t0)

kI

∥∥∥
1

=
kC0β

η

[
1− e−

η(T−t0)
kI

]
(4-73)

C2 = |φ0|+ ‖φ̇‖1 (4-74)
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and hence for well-posedness, it is required that

|φ0|+ ‖φ̇‖1 ≤
kC0β

η

[
1− e−

η(T−t0)
kI

]
. (4-75)

Note that the maximum value for the RHS is achieved as T → ∞, indicating that

the longer the experimental time the larger the maximum data error can be while still

remaining well-posed. Note that the Newtonian problem is more ill-posed than that

for the Maxwell model, since it is required that φ̇ ∈ L1[0, T] rather than φ ∈ L1[0, T].

4.3.2 Box Function

Now consider an applied torque in the form of the box function C(t) = C0[H(t− t0)−
H(t− t1)], which is also a 2-smoothing problem with χ(t0) = χ̇(t0) = 0. In this case,

only the analysis for the Maxwell model is included.

Maxwell Model

The platen displacement was determined in (2.3.2) in terms of the displacement for the

step function. The data function for this problem is therefore

fb f (t) = kC0
[
B(t)−

(
Ω̇(t− t0)H(t− t0)− Ω̇(t− t1)H(t− t1)

)]
(4-76)

where B(t) = H(t − t0)− H(t − t1) denotes the unit box function. The pair of exact

and perturbed equations are therefore

G ∗Ω = kC0
[
B(t)−

(
Ω̇(t− t0)H(t− t0)− Ω̇(t− t1)H(t− t1)

)]
(4-77a)

(G + γ) ∗ (Ω + φ) = kC0
[
B(t)−

(
Ω̇(t− t0)H(t− t0)− Ω̇(t− t1)H(t− t1)

)]
+ ε(t)

(4-77b)

Subtracting the exact from the perturbed equation, performing an extra convolution

with G(t) and replacing G ∗Ω by fb f (t), we obtain

fb f (t) ∗ γ = G ∗ ε− G ∗ G ∗ φ− G ∗ φ ∗ γ (4-78)

and after differentiation,

d
dt

[ fb f ∗ γ] = G0ε(t) + Ġ ∗ ε− G0G ∗ φ− Ġ ∗ G ∗ φ− G0φ ∗ γ− Ġ ∗ φ ∗ γ (4-79)

where

d
dt

[ fb f ∗ γ] = kC0

{[
α1ξ1 e−ξ1(t−t0) + α2ξ2 e−ξ2(t−t0)H(t− t0) ∗ γ

]

−
[
α1ξ1 e−ξ1(t−t0) + α2ξ2 e−ξ2(t−t1)

]
∗ γ
}

(4-80)
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since 1− α1 − α2 = 0. Denoting the RHS of (4-80) by kC0D1(t) and applying the trian-

gular inequality,

kC0 |D1 ∗ γ| ≤ G0 |ε(t)|+
∣∣Ġ ∗ ε

∣∣+ G0 |G ∗ φ|+
∣∣Ġ ∗ G ∗ φ

∣∣+ G0 |φ ∗ γ|+
∣∣Ġ ∗ φ ∗ γ

∣∣

(4-81)

and additionally the convolution inequalities (4-34)-(4-35),

kC0 |D1 ∗ γ| ≤
[
G0 + ‖Ġ‖1

]
[‖ε‖∞ + ‖G‖1‖φ‖∞ + ‖φ‖1‖γ‖∞] . (4-82)

For an appropriate value for 0 < β ≤ 1 (see (4-146)), this can be expressed in the form

‖γ‖∞ ≤
g
(

2− e−
T−t0

λ

)

C1 − C2

[
‖ε‖∞ + λg

(
1− e−

T−t0
λ

)
‖φ‖∞

]
(4-83)

where the constants C1,2 ∈ R are defined

C1 = kC0β‖D1‖1 (4-84a)

C2 = g
(

2− e−
T−t0

λ

)
‖φ‖1 (4-84b)

For well-posedness, the RHS must be strictly positive, so C1 − C2 > 0 or equivalently

‖φ‖1 <
kC0β‖D1‖1

g
(

2− e−
T−t0

λ

) . (4-85)

The norm ‖D1‖1 is evaluated from

‖D‖1 =
∫ t1

t0

∣∣∣α1ξ1 e−ξ1(t−t0) + α2ξ2 e−ξ2(t−t0)
∣∣∣ dt

+
∫ T

t1

∣∣∣α1ξ1

(
e−ξ1(t−t0) − e−ξ1(t−t1)

)
+ α2ξ2

(
e−ξ1(t−t0) − e−ξ1(t−t1)

)∣∣∣ dt (4-86)

and noting that

‖D1‖1 ≤
∫ T

0

∣∣∣α1ξ1 e−ξ1t + α2ξ2 e−ξ2t
∣∣∣ dt (4-87)

it can be seen that the value ‖D1‖1 is maximized by letting t0 → 0 and t1 → T, or

equivalently maximizing the quantity t1− t0. Essentially, this implies that the solution

for the step function is more stable in general than that for the box function. If the

box function is used as an applied torque, the quantity t1 − t0 should be increased as

to as long a time as the experimental setup will allow. Provided φ ∈ L1[0, T] and the

constraint in (4-85) is satisfied, a stable solution should exist.
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4.3.3 Slope/Ramp Function

Now consider the slope function C(t) = C0tH(t) as an applied torque, using the results

of Section 2.4 to provide the relevant functions in the foregoing analysis. In a similar

fashion to the step function analysis, first consider the simpler case where the transient

component of the response is assumed to be incorporated into the perturbation in the

data function, f (t), for a general viscoelastic material.

General form

In general the response for a discrete viscoelastic model corresponds to a data function

of the form

f (t) = kC0 [t− Iµ̈(t)] , (4-88)

where µ(t) represents the transient function compose of a sum of exponentials. As-

suming the noisy data is represented by a perturbation ε(t) in the data function f (t)

and φ(t) in the measured data for χ̇(t), and that the transient function is incorporated

into the former perturbation, the following pair of equations are obtained:

χ̇ ∗ G = kC0t (4-89a)

G ∗Ω + G ∗ φ + Ω ∗ γ + φ ∗ γ = kC0t + ε(t). (4-89b)

Subtracting (4-89a) from (4-89b), performing an extra convolution with G(t) and re-

placing G ∗Ω by f (t), we obtain

t ∗ γ = G ∗ ε− G ∗ G ∗ φ. (4-90)

Differentiation of second order is required to reduce the LHS to a more amenable form,

reflecting the additional degree of differentiation required over the step function to

solve the Volterra-1 problem. First, note that

d2

dt2 [t ∗ γ] =
d
dt

[1 ∗ γ] = γ(t). (4-91)

Applying the triangular inequality,

kC0 |γ(t)| ≤
∣∣∣∣

d2

dt2 [G ∗ ε]

∣∣∣∣+
∣∣∣∣

d2

dt2 [G ∗ G ∗ φ]

∣∣∣∣+
∣∣∣∣

d2

dt2 [G ∗ φ ∗ γ]

∣∣∣∣ (4-92)

and the remaining terms can be evaluated using derivative identities for convolution

integrals are given by

d2

dt2 [ f ∗ g] = g0
d f
dt

+ f0
dg
dt

+ ḟ ∗ ġ (4-93)

d2

dt2 [ f ∗ g ∗ h] = f0g0h(t) + f0 ġ ∗ h + g0 ḟ ∗ h + ḟ ∗ ġ ∗ h. (4-94)
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Additionally, using Young’s inequality (4-34)

kC0 |γ(t)| ≤ G0‖ε̇‖∞ +
∣∣Ġ0
∣∣ [1 + ‖G̈‖1

]
‖ε‖∞ +

[
G0 + ‖Ġ‖1

]2 ‖φ‖∞

+ [|φ0|+ ‖φ̇‖1] [G0 + ‖ġ‖1] ‖γ‖∞ (4-95)

which is of the equivalent form

‖γ‖∞ ≤
1

kC0 − C1

{
G0‖ε̇‖∞ +

∣∣Ġ0
∣∣ [1 + ‖G̈‖1

]
‖ε‖∞ +

[
G0 + ‖Ġ‖1

]2 ‖φ‖∞

}
, (4-96)

where the constant C1 ∈ R is defined

C1 = [|φ0|+ ‖φ̇‖1]
[
G0 + ‖Ġ‖1

]
. (4-97)

and since the domain is finite on [0, T], the L1-norms are defined

‖Ġ‖1 =
∫ T

0

∣∣Ġ
∣∣ dt = G(0)− G(T) (4-98)

‖G̈‖1 =
∫ T

0

∣∣G̈
∣∣ dt = Ġ(T)− Ġ(0) (4-99)

by monotonicity of the relaxation modulus and its derivatives. For the problem to be

well-posed, it is required that kC0 − C1 > 0, i.e.

|φ0|+ ‖φ̇‖1 <
1

2G0 − G(T)
. (4-100)

Thus, when considering an applied torque in the form of C(t) = tH(t), it is not only

required that the perturbation φ(t) in Ω(t) is differentiable, but also that the L1-norm

on [0, T] is sufficiently small. This is a notably stricter requirement than for the case

where the applied torque takes the form of a step function, since the perturbations in

the measured data are not necessarily differentiable. Taking T → ∞, it can be seen

that the problem can be well-posed for both viscoelastic solids and liquids, although

the latter is more ill-posed since the RHS of (4-100) will be smaller, provided materials

with the same value for G(0) are compared.

Although the analysis is not included here, it can be inferred that higher order poly-

nomials for the applied torque will impose stricter constraints on the admissible noise

levels. For C(t) = t2, the perturbation would be required to satisfy φ̈ ∈ L1[0, T] and be

twice differentiable, and so on. Thus, it is unproductive to consider higher orders for

this problem.

Now we proceed to consider each of the viscoelastic models considered in Sec-

tion 2.4 to obtain stability estimates which take into account the transient function.
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Maxwell Model

When subjected to a slope function C(t) = C0tH(t), the form of the platen response

was calculated for the Maxwell model in Section 2.4.2. Thus, in this case the data

function takes the form

f (t) = kC0

[
t− 2γ2 − α1 e−ξ1t − α2 e−ξ2t

]
, (4-101)

where α1 = γ3ξ2
1 and α2 = γ4ξ2

2, and the pair of working equations are

G ∗Ω = kC0

[
t− 2γ2 − α1ξ2

1 e−ξ1t − α2 e−ξ2t
]

(4-102a)

(G + γ) ∗ (Ω + φ) = kC0

[
t− 2γ2 − α1ξ2

1 e−ξ1t − α2 e−ξ2t
]
+ ε(t). (4-102b)

Subtracting (4-102a) from (4-102b) and performing an extra convolution with G(t),

kC0

[
t− 2γ2 − α1ξ2

1 e−ξ1t − α2 e−ξ2t
]
∗ γ = G ∗ ε− G ∗ G ∗ φ− G ∗ φ ∗ γ. (4-103)

Comparison with the canonical case (4-90) indicates that second order differentiation

is required to remove the t ∗ γ, whence the LHS becomes

d2

dt2 [ f ∗ γ] = −(α1 + α2 + 2γ2)γ̇(t) + (1 + α1ξ1 + α2ξ2)γ(t)

−
[
α1ξ2

1 e−ξ1t + α2ξ2
2 e−ξ2t

]
∗ γ (4-104)

which simplifies considerably, since α1 + α2 + 2γ2 = 0 and 1 + α1ξ1 + α2ξ2 = 0. The

second derivative of the RHS is evaluated using (4-93)-(4-94) and after applying the

triangular inequality and convolution inequalities (4-34)-(4-35), (4-103) becomes the

inequality

kC0

∣∣∣
[
α1ξ2

1 e−ξ1t + α2ξ2
2 e−ξ2t

]
∗ γ
∣∣∣ ≤ G0‖ε̇‖∞ +

[
G0 + ‖G̈‖1

]
‖ε‖∞

+
[
G0 + ‖Ġ‖1

]2 ‖φ‖∞ +
[
G0 + ‖Ġ‖1

]
[|φ0|+ ‖φ̇‖1] ‖γ‖∞. (4-105)

This can be rearranged, using a suitably chosen value for 0 < β ≤ 1 (see (4-145)), to

give

‖γ‖∞ ≤
1

C1 − C2

{
g‖ε̇‖∞ +

[
g + g

λ

(
1− e−

T
λ

])
‖ε‖∞

+
[

g
(

2− e−
T
λ

)]2
‖φ‖∞

}
(4-106)
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with constants C1,2 ∈ R defined by

C1 = kC0β
∥∥∥α1ξ2

1 e−ξ1t + α2ξ2
2 e−ξ2t

∥∥∥
1

(4-107)

C2 =
[
G0 + ‖Ġ‖1

]
[|φ0|+ ‖φ̇‖1] . (4-108)

For the problem to be well-posed, C1 − C2 > 0 must be satisfied, i.e.

|φ0|+ ‖φ̇‖1 <
kC0β

g
(

2 + e−
T
λ

)
∥∥∥α1ξ2

1 e−ξ1t + α2ξ2
2 e−ξ2t

∥∥∥
1

(4-109)

Thus, for a stable solution to the problem to exist, the perturbations in the measured

data must not only be differentiable, but also it is a requirement that φ̇ ∈ L1[0, T]. In the

case where ξ1,2 ∈ R and are distinct, the L1-norm in C1 can be evaluated easily since

the function is a monotonically decreasing function, wherefore the stability criterion

becomes

|φ0|+ ‖φ̇‖1 <
kC0β

g
(

2 + e−
T
λ

)
∣∣∣α1ξ1

(
1− e−ξ1t

)
+ α2ξ2

(
1− e−ξ2t

)∣∣∣ . (4-110)

As T → ∞, and assuming that since Ω(0) = 0 then φ(0) = 0, this reduces to

‖φ̇‖1 <
kC0β

g
. (4-111)

N-Mode Maxwell Model

Extending the analysis to a general discrete N-mode relaxation spectrum, the platen

displacement from (2-156) gives a data function of the form

f (t) = kC0

[
t−

N+2

∑
i=1

αi e−ξit

]
(4-112)

for a viscoelastic solid (G∞ > 0) and

f (t) = kC0

[
t− 2µ2 −

N+1

∑
i=1

α′i e−ξ ′i t

]
(4-113)

for a viscoelastic liquid (G∞ = 0), where αi = νiξ
2
i and α′i = ν′i ξ

′
i .

Case 1. G∞ > 0: For a viscoelastic solid, the pair of unperturbed and perturbed equa-

tions are

G ∗Ω = kC0

[
t−

N+2

∑
i=1

αi e−ξit

]
(4-114a)

(G + γ) ∗ (Ω + φ) = kC0

[
t−

N+2

∑
i=1

αi e−ξit

]
+ ε(t). (4-114b)
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Proceeding in the usual manner, by subtracting the first from the last equation and

performing an extra convolution with G(t), we obtain

kC0

[
t−

N+2

∑
i=1

αi e−ξit

]
∗ γ = G ∗ ε− G ∗ G ∗ φ− G ∗ φ ∗ γ. (4-115)

Differentiating twice to remove the t ∗ γ term, the LHS becomes

d2

dt2 [ f ∗ γ] = kC0

[(
1−

N+2

∑
i=1

αiνi

)
γ(t)−

N+2

∑
i=1

αiγ̇(t)−
N+2

∑
i=1

αiν
2
i e−ξit ∗ γ

]
(4-116)

Note that ∑N+2
i=1 αi = I

C0
χ̈(0) = 0 and also that ∑N+2

i=1 αiνi = − I
C0

χ(3)(0) = −1, so

the LHS simplifies to the convolution of γ(t) with the exponential terms. The second

derivative of the RHS is obtained using (4-93)-(4-94), and after applying the triangu-

lar inequality and additionally the convolution inequalities (4-34)-(4-35), the following

inequality is attained.

kC0

∣∣∣∣∣
N+1

∑
i=1

αiξ
2
i e−ξit ∗ γ

∣∣∣∣∣ ≤ G0‖ε̇‖∞ +
[∣∣Ġ0

∣∣+ ‖G̈‖1
]
‖ε‖∞ +

[
G0 + ‖Ġ‖1

]2 ‖φ‖∞

+
[
G0 + ‖Ġ‖1

]
[|φ0|+ ‖φ̇‖1] (4-117)

Using the sharp form of Young’s inequality for the convolution integral on the LHS

with an appropriate choice of 0 < β ≤ 1 (see (4-145)), the bound on γ(t) obtained is of

the form

‖γ‖∞ ≤
1

C1 − C2

{
G0‖ε̇‖∞ +

[∣∣Ġ0
∣∣+ ‖G̈‖1

]
‖ε‖∞ +

[
G0 + ‖Ġ‖1

]2 ‖φ‖∞

}
(4-118)

with constants C1,2 ∈ R defined by

C1 = kC0β
∥∥∥

N+2

∑
i=1

νiξ
4
i e−ξit

∥∥∥
1

(4-119a)

C2 =
[
G0 + ‖Ġ‖1

]
[|φ0|+ ‖φ̇‖1] (4-119b)

and

‖Ġ‖1 =
N

∑
i=1

gi

(
1− e−

T
λi

)
(4-120)

‖G̈‖1 =
N

∑
i=1

gi
λi

(
1− e−

T
λi

)
. (4-121)

For well-posedness, C1 − C2 > 0 must be satisfied, i.e.

|φ0|+ ‖φ̇‖1 <
kC0βL

∑N
i=1 gi

(
2− e−

T
λi

) , (4-122)
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where L denotes the L1-norm in (4-119a). In the case where all the roots ξi are real and

distinct, the transient is monotone decreasing, so this can be expressed as

L =
∫ T

0

∣∣∣∣∣
N+2

∑
i=1

αiξ
2
i e−ξit

∣∣∣∣∣ dt =

∣∣∣∣∣
N+2

∑
i=1

αiξi

(
1− eξiT

)∣∣∣∣∣ . (4-123)

Again, it can be seen that for a stable solution to exist for an applied torque of the

form C(t) = C0t, the perturbations in the data f (t) must be differentiable and satisfy

φ ∈ L1[0, T].

Case 2. G∞ = 0: The analysis is similar in the case of a viscoelastic liquid, but from

(2-161) it can be seen that the data function is now of the form

f (t) = kC0

[
t− 2µ2 −

N+1

∑
i=1

α′i e−ξ ′i t

]
, t ∈ [0, T] (4-124)

where α′i = ν′i ξ
′
i and hence the pair of working equations is

G ∗Ω = kC0

[
t− 2µ2 −

N+1

∑
i=1

α′i e−ξ ′i t

]
(4-125a)

(G + γ) ∗ (Ω + φ) = kC0

[
t− 2µ2 −

N+1

∑
i=1

α′i e−ξ ′i t

]
+ ε. (4-125b)

Taking the same approach as for the viscoelastic solid, the second order derivative of

the f ∗ γ is found to be

d2

dt2 [ f ∗ γ] =

(
1 +

N+1

∑
i=1

α′iξ
′
i

)
γ(t)−

(
2µ2 +

N+1

∑
i=1

α′i

)
γ̇(t)−

N+1

∑
i=1

α′iξ
′2
i e−ξ ′i t ∗γ. (4-126)

Noting that χ̈(0) = C0
I

(
2µ2 + ∑N+1

i=1 α′i
)
= 0 and also that ∑N+1

i=1 α′iξ
′
i = − I

C0
χ(3)(0) =

lims→∞ s4χ̄(s) = −1, this simplifies to the convolution of the exponential terms with

γ(t). Thus, the analysis is basically the same as for the viscoelastic solid case and thus a

bound can be obtained on γ(t) of the same form as (4-117), but with G0 = G∞ +∑N
i=1 gi

and

C1 = kC0β
∫ T

0

∣∣∣∣∣
N+1

∑
i=1

α′iξ
′2
i

∣∣∣∣∣ dt. (4-127)

Thus, for well-posedness, the inequality to be satisfied is

|φ0|+ ‖φ̇‖1 <
kC0β

∫ T
0

∣∣∣∑N+1
i=1 α′iξ

′2
i

∣∣∣ dt

G∞ + ∑N
i=1 gi

(
2− e−

T
λi

) (4-128)

and the requirement φ̇ ∈ L1[0, T] must be satisfied.
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Newtonian Fluid

In the case where the material is assumed to be Newtonian in character with viscosity

η, the applied torque C(t) = C0t gives rise to a platen displacement in the form of

(2-143) and a data function for this problem

f (t) =
kC0

η

{
ηt− kI

[
1− e−

ηt
kI

]}
, t ∈ [0, T]. (4-129)

The standard problem with exact data, coupled with the same equation with perturbed

data produces the pair

G ∗Ω =
kC0

η

{
ηt− kI

[
1− e−

ηt
kI

]}
(4-130a)

(G + γ) ∗ (Ω + φ) =
kC0

η

{
ηt− kI

[
1− e−

ηt
kI

]}
+ ε(t). (4-130b)

Subtracting the former from the latter, performing a convolution with G(t) and using

the identity property of the delta function w.r.t convolution in the relaxation modulus

G(t) = ηδ(t) for the Newtonian model, we obtain

kC0

η

[
ηt− kI

(
1− e−

ηt
kI

)]
∗ γ = η [ε(t)− ηφ(t)− φ ∗ γ] . (4-131)

Differentiating twice, this becomes

ηC0

I
e−

ηt
kI ∗ γ = η [ε̈(t)− ηφ̈(t)− (φ0 + φ̇0) γ + φ̇ ∗ γ] (4-132)

and after applying the triangular inequality

ηC0

I

∣∣∣ e−
ηt
kI ∗ γ

∣∣∣ ≤ η [|ε̈(t)|+ η |φ̈(t)|+ (|φ0|+ |φ̇0|) |γ|+ |φ̇ ∗ γ|] (4-133)

and the convolution inequalities (4-32)-(4-33),

ηC0

I

∣∣∣ e−
ηt
kI ∗ γ

∣∣∣ ≤ η [‖ε̈‖∞ + η‖φ̈‖∞ + (|φ0|+ |φ̇0|) ‖γ‖∞ + ‖φ̇‖1‖γ‖∞] . (4-134)

This can be rearranged to give a bound on the perturbation in G(t), viz.

‖γ‖∞ ≤
η

C1 − C2
[‖ε̈‖∞ + η‖φ̈‖∞] (4-135)

where

C1 =
ηβC0

I

∥∥∥ e−
ηt
kI

∥∥∥
1
= kC0β

[
1− e−

ηT
kI

]
(4-136a)

C2 = η [|φ0|+ |φ̇0|+ ‖φ̈‖1] (4-136b)
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and 0 < β ≤ 1 is a constant defined by the sharp form of Young’s inequality (see

(4-145)). Thus, for the problem to be well-posed, the inequality

|φ0|+ |φ̇0|+ ‖φ̈‖1 <
kC0β

η

[
1− e−

ηT
kI

]
(4-137)

when satisfied, guarantees consistency in (4-135). As T → ∞, and additionally assum-

ing that since C(0) = 0, then the data at t = 0 is exactly equal to zero, i.e. φ0 = φ̇0 = 0,

then

‖φ̈‖1 <
kC0β

η
. (4-138)

The RHS of the inequality in (4-137) is obviously maximized as T increases towards

infinity, however since the rate of change is exponential with a negative exponent, be-

yond a certain value of T there is little to be gained in terms of stability by increasing

the experimental time further. Note that for well-posedness, it is required that pertur-

bations in the data be twice differentiable and furthermore that φ̈ ∈ L1[0, T]. Therefore,

the problem is notably more ill-posed for the Newtonian fluid than the Maxwell and

N-mode Maxwell models when subjected to a torque in the form C(t) = C0t.

4.3.4 Delta Function

When subjected to an applied torque in the form of a delta function C(t) = Cδδ(t− t0),

the data function f (t) is merely the transient function, denoted by µ(t). Assuming that

the transient is incorporated into the perturbation in the noisy data function, ε(t), then

the exact part of the data function is equal to zero. However, it should be noted that

‖µ‖∞ ≤ |ε| ≤ ‖ε‖∞, so the actual value can only be zero if ε(t) < 0 on [0, T]. The pair

of unperturbed and perturbed equations for this problem, respectively, are

G ∗Ω = 0 (4-139a)

G ∗Ω + G ∗ φ + Ω ∗ γ + φ ∗ γ = ε(t). (4-139b)

Proceeding in the usual manner, by subtracting the unperturbed from the perturbed

equation, performing an extra convolution with G(t) and using the fact that G ∗Ω = 0,

we obtain

G ∗ ε− G ∗ G ∗ φ− G ∗ φ ∗ γ = 0. (4-140)

Here, a slightly different approach must be taken, since the term f ∗γ = 0. Rearranging

and applying the triangular inequality,

|G ∗ φ ∗ γ| ≤ |G ∗ ε|+ |G ∗ G ∗ φ| (4-141)
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and using Young’s convolution inequality (4-34)

|G ∗ φ ∗ γ| ≤ ‖G‖1 [‖ε‖∞ + ‖G‖1‖φ‖∞] . (4-142)

To proceed, it is necessary to make use of the sharp form of Young’s inequality, which

is given by

| f ∗ g| ≤ β‖ f ‖1‖g‖∞ (4-143)

for f ∈ L1[0, T], g ∈ L∞[0, T] or in the case of a triple convolution

| f ∗ g ∗ h| ≤ β‖ f ‖1‖g‖1‖h‖∞ (4-144)

for f , g ∈ L1[0, T] and h ∈ L∞[0, T], and constant 0 < β ≤ 1. The inequality is sharp

in the sense that the RHS is the minimum value possible such that the inequality still

holds. More precisely, the value of β is defined by

β =
‖ f ∗ g‖∞

‖ f ‖1‖g‖∞
. (4-145)

Applying (4-144) and (4-145) to (4-142), can thus be written in the form

‖γ‖∞ ≤
1

β‖φ‖1
[‖ε‖∞ + ‖G‖1‖φ‖∞] (4-146)

where

‖G‖1 =
∫ T−t0

0
|G(t)| dt. (4-147)

For well-posedness and to guarantee consistency in (4-146), it is required that β‖φ‖1 >

0, or since 0 < β ≤ 1, ‖φ‖1 > 0. Essentially, if the perturbation in the data φ ∈ L1[0, T],

then a stable solution to the problem should exist. Note also that in the case where

exact data is used, i.e. ‖φ‖∞, ‖ε‖∞ → 0, then the perturbation in the solution also tends

to zero.

Maxwell Model

An applied torque in the form of a delta function C(t) = C0δ(t − t0) was found to

produce a platen displacement (2-72) for a material conforming to the Maxwell model

and assuming the roots ξ1,2 in the Laplace transform are distinct. This gives rise to the

data function for this problem of the form

f (t) = −kCδ

{
α1 e−ξ1(t−t0) + α2 e−ξ2(t−t0)

}
, t ∈ [t0, T] (4-148)
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where α1 = γ1ξ2
1 and α2 = γ2ξ2

2 in terms of the appropriate constants from Sec-

tion 2.2.2. Hence, for this problem the pair of unperturbed and perturbed equations

are

G ∗Ω = −kCδ

{
α1 e−ξ1(t−t0) + α2 e−ξ2(t−t0)

}
(4-149a)

(G + γ) ∗ (Ω + φ) = −kCδ

{
α1 e−ξ1(t−t0) + α2 e−ξ2(t−t0)

}
+ ε(t) (4-149b)

Taking the difference of (4-149a) and (4-149b) and performing an extra convolution

with the relaxation modulus G(t),

kCδ

[
α1 e−ξ1(t−t0) + α2 e−ξ2(t−t0)

]
∗ γ = G ∗ G ∗ φ + G ∗ φ ∗ γ− G ∗ ε. (4-150)

Applying the triangular inequality,

kCδ

∣∣∣
[
α1 e−ξ1(t−t0) + α2 e−ξ2(t−t0)

]
∗ γ
∣∣∣ ≤ |G ∗ ε|+ |G ∗ G ∗ φ|+ |G ∗ φ ∗ γ| (4-151)

and additionally the convolution inequalities (4-34)-(4-35),

kCδ

∣∣∣
[
α1 e−ξ1(t−t0) + α2 e−ξ2(t−t0)

]
∗ γ
∣∣∣ ≤ ‖G‖1‖ε‖∞ + ‖G‖2

1‖φ‖∞

+ ‖G‖1‖φ‖1‖γ‖∞. (4-152)

The sharp form of Young’s inequality for the convolution integral (4-143) with a suit-

able value of 0 < β ≤ 1 (see (4-145)) then allows the inequality to be recast as

kCδβ
∥∥∥α1 e−ξ1(t−t0) + α2 e−ξ2(t−t0)

∥∥∥
1
‖γ‖∞ ≤ ‖G‖1‖ε‖∞ + ‖G‖2

1‖φ‖∞

+ ‖G‖1‖φ‖1‖γ‖∞ (4-153)

and rearranging, a bound on the supremum of the perturbation in the solution is ob-

tained of the form

‖γ‖∞ ≤
λg
(

1− e−
(T−t0)

λ

)

C1 − C2

[
‖ε‖∞ + λg

(
1− e−

(T−t0)
λ

)
‖φ‖∞

]
(4-154)

with constants C1,2 ∈ R defined by

C1 = kCδβ
∥∥∥α1 e−ξ1(t−t0) + α2 e−ξ2(t−t0)

∥∥∥
1

(4-155a)

C2 = λg
(

1− e−
(T−t0)

λ

)
‖φ‖1. (4-155b)



4.3 STABILITY ANALYSIS 132

For the problem to be well-posed, (4-154) must be consistent, so C1 − C2 > 0 must be

satisfied. This leads to a constraint on the perturbation in the data φ of the form

‖φ‖1 <
kCδβL

λg
(

1− e−
(T−t0)

λ

) (4-156)

where L denotes the L1-norm in C1. Assuming that ξ1,2 are real and distinct, the inte-

grand in L will be monotone decreasing to 0 as t → ∞ and therefore can be evaluated

as follows

L =
∫ T

t0

∣∣∣α1 e−ξ1(t−t0) + α2 e−ξ2(t−t0)
∣∣∣ dt

= γ1ξ1

(
1− e−ξ1(T−t0)

)
+ γ2ξ2

(
1− e−ξ2(T−t0)

)
. (4-157)

When the roots are complex, such that ξ2 = ξ∗1 and α2 = α∗1 , L is determined as the

value of

L = 2 |α1|
∫ T

t0

∣∣∣ e−
t

2λ sin(ξ ′′t + a)
∣∣∣ dt, (4-158)

where ξ ′′ = Im {ξ1} and tan a = Re{ξ1}
Im{ξ1} . In both cases, it can be seen that as T− t0 → ∞

the stability criterion attains its maximal value. To summarize, for the problem to be

well-posed, it is required that φ ∈ L1[0, T] and that the norm is sufficiently small in

compliance with (4-156).

N-Mode Maxwell Model

The rheometer response for the N-mode Maxwell model when subjected to an applied

torque in the form of a delta function C(t) = C0δ(t− t0) is described in Section 2.2.3.

Consequently, the data functions for this problem are

f (t) = −kCδ

N+1

∑
i=1

α′i e−ξ ′i(t−t0), t ∈ [0, T] (4-159)

where α′i = ν′i ξ
′2
i , i = 1, . . . , N + 1, for a viscoelastic liquid (G∞ = 0), and

f (t) = −kCδ

N+2

∑
i=1

αi e−ξi(t−t0), t ∈ [0, T] (4-160)

for a viscoelastic solid, with αi = νiξ
2
i , i = 1, . . . , N + 2. The similarity between the two

solutions for this problem allows the same form of the analysis to be applied to both
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cases. Firstly, consider the viscoelastic fluid, for which the set of exact and perturbed

equations are

G ∗Ω = −kCδ

N+1

∑
i=1

α′i e−ξ ′i(t−t0) (4-161a)

(G + γ) ∗ (Ω + φ) = −kCδ

N+1

∑
i=1

α′i e−ξ ′i(t−t0) + ε(t). (4-161b)

Subtracting the exact from the perturbed equations, performing an extra convolution

with G(t) and replacing G ∗Ω by f (t), the working equation becomes

−kCδ

N+1

∑
i=1

α′i e−ξ ′i(t−t0) ∗ γ = G ∗ ε− G ∗ G ∗ φ− G ∗ φ ∗ γ (4-162)

and by the triangular inequality

kCδ

∣∣∣∣∣
N+1

∑
i=1

α′i e−ξ ′i(t−t0) ∗ γ

∣∣∣∣∣ ≤ |G ∗ ε|+ |G ∗ G ∗ φ|+ |G ∗ φ ∗ γ| . (4-163)

The convolution inequalities (4-34)-(4-35) provide a loose bound for the RHS, so (4-163)

now becomes

kCδ

∣∣∣∣∣
N+1

∑
i=1

α′i e−ξ ′i(t−t0) ∗ γ

∣∣∣∣∣ ≤ ‖G‖1 [‖ε‖∞ + ‖G‖1‖φ‖∞ + ‖φ‖1‖γ‖∞] . (4-164)

Using the sharp form of the convolution inequality with corresponding value of 0 <

β ≤ 1 (see (4-143),(4-145)) on the LHS, (4-164) can be rewritten as

kCδβ
∥∥∥

N+1

∑
i=1

α′i e−ξ ′i t ∗ γ
∥∥∥

1
≤ ‖G‖1 [‖ε‖∞ + ‖G‖1‖φ‖∞ + ‖φ‖1‖γ‖∞] (4-165)

or, equivalently

‖γ‖∞ ≤
∑N

i=1 giλi

(
1− e−

T
λ

)

C1 − C2

[
‖ε‖∞ +

N

∑
i=1

giλi

(
1− e−

T
λ

)
‖φ‖∞

]
(4-166)

where the constants C1,2 ∈ R are defined

C1 = kCδβ
∥∥∥

N+1

∑
i=1

α′i e−ξ ′i t
∥∥∥

1
(4-167a)

C2 =
N

∑
i=1

giλi

(
1− e−

T
λ

)
. (4-167b)
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For the problem to be well-posed, the criterion C1 − C2 > 0 must be satisfied, which

implies that

‖φ‖1 <
kCδβ

∥∥∥∑N+1
i=1 α′i e−ξ ′i t

∥∥∥
1

∑N
i=1 giλi

(
1− e−

T
λ

) . (4-168)

If the ξ ′i ∈ R for i = 1, 2, . . . , N + 1, then the integrand of the norm is monotone, so the

norm may be explicitly determined as

∥∥∥
N+1

∑
i=1

α′i e−ξ ′i t
∥∥∥

1
=
∫ T

t0

∣∣∣∣∣
N+1

∑
i=1

α′i e−ξ ′i t

∣∣∣∣∣ dt

=
N+1

∑
i=1

ν′i ξ
′
i

[
1− e−ξ ′i(T−t0)

]
. (4-169)

The more common case is that where N− 1 of the roots are real and the remaining pair

are complex conjugate. Assuming ξ ′i ∈ R for i = 1, 2, . . . , N − 1 and ξ ′N, ξ ′N+1 ∈ C such

that ξ ′N+1 = ξ ′∗i and α′N+1 = α′∗N, then the equivalent form for (4-169) in this case is

∥∥∥
N+1

∑
i=1

α′i e−ξ ′i t
∥∥∥

1
=

N−1

∑
i=1

ν′i ξ
′
i

(
1− e−ξ ′i(T−t0)

)

+ 2
∣∣α′N

∣∣
∫ T

t0

∣∣∣ e−ξret sin(ξimt + a)
∣∣∣ dt, (4-170)

since the function of the first N − 1 of the ξ ′i forms a monotone decreasing and strictly

positive function. Here, the real part of ξ ′N is denoted by ξre and the imaginary part by

ξim, the constant a being defined by tan a = ξre
ξim

.

The analysis for the viscoelastic solid is very similar, hence only the end result needs

to be stated here. The inequality obtained by the method above in this case is

‖γ‖∞ ≤
G∞(T − t0) + ∑N

i=1 giλi e−
(T−t0)

λi

C1 − C2
[‖ε‖∞ + G∞(T − t0)

+
N

∑
i=1

giλi e−
(T−t0)

λi ‖φ‖∞

]
(4-171)

where the constant C1 ∈ R is defined

C1 = kCδβ
∥∥∥

N+2

∑
i=1

αi e−ξit
∥∥∥

1
(4-172a)

C2 =

[
G∞(T − t0) +

N

∑
i=1

giλi e−
(T−t0)

λi

]
‖φ‖1 (4-172b)
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and the criterion for well-posedness is

‖φ‖1 <
kCδβ

∥∥∥∑N+2
i=1 αi e−ξit

∥∥∥
1

G∞(T − t0) + ∑N
i=1 giλi e−

(T−t0)
λi

. (4-173)

Note that the denominator in (4-173) increases without bound as (T − t0) → ∞ and

also that ‖G‖1
C1−C2

→ −1, so in the case of a viscoelastic solid it is an open problem as to

whether a stable solution can exist for this problem.

Newtonian Fluid

Continuing the analysis to cover all classes of fluids, a Newtonian fluid with relaxation

modulus G(t) = ηδ(t) produces a platen response of the form (2-61) when subjected

to a torque of the form C(t) = Cδδ(t− t0). Thus the data function for this problem is

f (t) =
ηCδ

I
e−

η(t−t0)
kI , t ∈ [t0, T] (4-174)

and the pair of exact and perturbed convolution equations are

G ∗Ω =
ηCδ

I
e−

η(t−t0)
kI (4-175a)

(G + γ) ∗ (Ω + φ) =
ηCδ

I
e−

η(t−t0)
kI + ε(t). (4-175b)

Subtracting the former from the latter, performing an extra convolution with G(t) and

substituting f (t) for G ∗Ω, the working equation for the problem is

ηCδ

I
e−

η(t−t0)
kI ∗ γ = G ∗ ε− G ∗ G ∗ φ− G ∗ φ ∗ γ. (4-176)

Using the identity property of the delta function with respect to convolution, substitu-

tion of G(t) = ηδ(t) into (4-176) transforms this into

ηCδ

I
e−

η(t−t0)
kI ∗ γ = η [ε(t)− ηφ(t)− φ ∗ γ] . (4-177)

By the triangular inequality,

ηCδ

I

∣∣∣∣ e−
η(t−t0)

kI ∗ γ

∣∣∣∣ ≤ η [|ε(t)|+ η |φ(t)|+ |φ ∗ γ|] (4-178)

and applying the convolution inequality (4-34),

ηCδ

I

∣∣∣∣ e−
η(t−t0)

kI ∗ γ

∣∣∣∣ ≤ η [‖ε‖∞ + η‖φ‖∞ + ‖φ‖1‖γ‖∞] . (4-179)
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The sharp form of Young’s convolution inequality with appropriate constant 0 < β ≤ 1

(see (4-145)), allows this to be recast in the form

‖ε‖∞ ≤
η

C1 − C2
[‖ε‖∞ + η‖φ‖∞] (4-180)

where the constants C1,2 ∈ R are defined

C1 =
ηβCδ

I

∥∥∥ e−
η(t−t0)

kI

∥∥∥
1

(4-181a)

C2 = η‖φ‖1 (4-181b)

For the problem to be well-posed, consistency in (4-180) is required, so C1 − C2 > 0

must be satisfied, or equivalently

‖φ‖1 <
βCδ

Iη

[
1− e−

η(t−t0)
kI

]
. (4-182)

Taking T → ∞, the RHS attains its maximal value and hence the restrictions on the

perturbation in the error are relaxed as much as possible. Therefore, for a stable solu-

tion for this problem to exist, it is required that φ ∈ L1[0, T] and the norm is bounded

according to (4-182).

4.3.5 Delta Function Sequence

As an example of a periodic function derived from one of the basic applied torque func-

tions considered in Chapter 2, now consider a sequence of delta functions of alternating

sign and period Ψ given by C(t) = Cδ ∑n−1
j=0 (−1)jδ(t− tj), where tj = t0 + jΨ ≤ T.

Maxwell Model

The platen displacement was determined in (2-201) for an applied torque in the form

of a sequence of delta functions, given in terms of the base solution for a single delta

function, χδ(t). The data function can then be determined as

f (t) = kCδ

n−1

∑
j=0

fi(t) = kCδ

n−1

∑
j=0

(−1)j+1
[
α1 e−ξ1(t−tj) + α2 e−ξ2(t−tj)

]
(4-183)

where α1 = γ1ξ2
1 and α2 = γ2ξ2

2. Proceeding in the same manner, it is found that the

perturbation in the solution, γ(t), has the bound

‖γ‖∞ ≤
gλ
(

1− e−
T−t0

λ

)

C1 − C2
[‖ε‖∞ + ‖φ‖∞] (4-184)
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where the constants C1,2 ∈ R are defined

C1 = kC0L (4-185a)

C2 = gλ

(
1− e−

T−t0
λ

)
‖φ‖∞ (4-185b)

and therefore to be well-posed, C1 − C2 > 0, i.e.

‖φ‖1 <
kCδβL

gλ
(

1− e−
T−t0

λ

) . (4-186)

Thus, we require φ ∈ L1[0, T] and to be suitably small. The quantity L is defined

L =
∫ T

t0

∣∣∣∣∣
n−1

∑
j=0

(−1)j+1
[
α1 e−ξ1(t−tj) + α2 e−ξ2(t−tj)

]∣∣∣∣∣ dt

=
∫ T

t0

∣∣∣∣∣α1

n−1

∑
j=0

(−1)j+1 e−ξ1(t−tj) + α2

n−1

∑
j=0

(−1)j+1 e−ξ2(t−tj)

∣∣∣∣∣ dt. (4-187)

Compare this to the L1-norm for a single delta function:

‖ fδ‖1 = kCδ

∫ T

t0

∣∣∣α1 e−ξ1(t−t0) + α2 e−ξ2(t−t0)
∣∣∣ dt. (4-188)

For any t ∈ (tm, tm+1), 0 < m < n− 1, the values of (t− tj) form a decreasing sequence

for j = 0, 1, . . . , m, so the corresponding values of e−ξ1(t−tj) therefore form an increas-

ing sequence. Hence the absolute value of the alternating sequence increases and L

increases with increasing n. Therefore there exists some nc > 1 such that L > ‖ fδ‖1

when n ≥ nc. Regarding this problem, this implies that if a sufficient number of delta

functions are incorporated in the applied torque, then the problem gains increased sta-

bility over the standard problem where only a single delta function is utilized as an

applied torque.

4.3.6 Other 1-Smoothing Problems

In Chapter 3 a number of functions for the applied torque related to the discrete form

of the relaxation modulus were investigated. The stability analysis for the cases where

the torque is chosen such that χ̇(t) = G(t) and a simple exponential series combined

with a delta function is included here using the Maxwell model. These are both 1-

smoothing problems and belong to the optimal class of functions along with the delta

function for the Volterra-1 problem.



4.3 STABILITY ANALYSIS 138

Relaxation Modulus

The form for the applied torque such that Ω(t) = G(t) determined in (3-37) for the

Maxwell model. The data function is then easily determined and gives rise to the pair

of equations

G ∗Ω = gt e−
t
λ (4-189a)

(G + γ) ∗ (Ω + φ) = gt e−
t
λ + ε(t) (4-189b)

and using the same technique as for the delta function applied torque, the inequality

g
∣∣∣t e−

t
λ ∗ γ

∣∣∣ ≤ ‖G‖1‖G‖1 [‖ε‖∞ + ‖G‖1‖φ‖∞ + ‖φ‖1‖γ‖∞] (4-190)

is obtained, where

‖G‖1 =
∫ T

0
|G(t)| dt = gλ

(
1− e−

T
λ

)
. (4-191)

Therefore, the bound on the perturbation in the solution has the form

‖γ‖∞ ≤
gλ
(

1− e−
T
λ

)

C1 − C2

[
‖ε‖∞ + gλ

(
1− e−

T
λ

)
‖φ‖∞

]
(4-192)

with constants C1,2 ∈ R defined by

C1 = βλg
[
λ + (λ− T) e−

T
λ

]
(4-193a)

C2 = λg
[
1− e−

T
λ

]
‖φ‖1 (4-193b)

for 0 < β ≤ 1 defined in (4-145). For well-posedness C1 − C2 > 0 must be satisfied,

which implies that

‖φ‖1 <
β
[
λ + (λ− T) e−

T
λ

]

1− e−
T
λ

. (4-194)

Thus, well-posedness requires that the perturbations in the data φ ∈ L1[0, T] and are

sufficiently small in compliance with (4-194). Note that as T → ∞, the criterion be-

comes

‖φ‖1 < βλ. (4-195)
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Exponential Series

An applied torque in the form of a Dirichlet series with the addition of a delta function

was found to produce a platen displacement in the form of a Dirichlet series - see

Theorem 3.2.2. Taking a simple example, with C(t) = C0
[
δ(t) + e−at] and assuming

the material is a Maxwell fluid, then it can be determined without difficulty that the

data function is of the form

f (t) = −kC0

{
α0 e−at + α1 e−ξ1t + α2 e−ξ2t

}
(4-196)

where α0 = 1− µ0a2, α1 = (µ1 + γ1)ξ
2
1, α2 = (µ2 + γ2)ξ

2
2, γ1,2 are the coefficients of

the exponential terms in the solution for the delta function torque from (2-72)/(2-79)

and µ0,1,2 are the coefficients for platen displacement pertaining to the torque C(t) =

C0 e−at in (3-80). The standard form of the analysis gives the bound on the perturbation

in the solution as

‖γ‖∞ ≤
gλ
(

1− e−
T
λ

)

C1 − C2

[
‖ε‖∞ + gλ

(
1− e−

T
λ

)
‖φ‖∞

]
(4-197)

where 0 < β ≤ 1 is defined as in (4-145) and the constants C1,2 ∈ R are defined by

C1 = kC0β
∫ T

0

∣∣∣α0 e−at + α1 e−ξ1t + α2 e−ξ2t
∣∣∣ dt (4-198a)

C2 = gλ
(

1− e−
T
λ

)
‖φ‖1. (4-198b)

For well-posedness, it is required that φ ∈ L1[0, T] and additionally that the constraint

‖φ‖1 <
kC0β

∫ T
0

∣∣α0 e−at + α1 e−ξ1t + α2 e−ξ2t
∣∣ dt

gλ
(

1− e−
T
λ

) (4-199)

is satisfied. Note that the integrand in (4-198a) will always be greater than that for a

delta function applied torque with the same parameters, therefore additional stability

is gained by adding the exponential term, or indeed a sequence of exponential terms if

an N-mode Maxwell model is considered.

It can be seen that in general for a 1-smoothing problem, under the assumption that

the relaxation modulus is a Dirichlet series, the bound on the perturbation γ(t) in the

solution G(t) will always be of the form

‖γ‖∞ ≤
‖G‖1

β‖ f ‖1 − ‖G‖1‖φ‖1
, t ∈ [0, T] (4-200)
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and the stability criterion is therefore

‖φ‖1 <
β‖ f ‖1

‖G‖1
. (4-201)

Provided φ ∈ L1[0, T], then maximizing the value of ‖ f ‖1 provides an optimal bound

in terms of stability for the problem. In terms of choice of an applied torque, this

favours functions which assume a non-zero value for as much of the duration of the

experimental time as possible.

IV. SUMMARY

In this chapter it has been established that although the governing equation is a

Volterra integro-differential equation in the variable χ̇(t), when the function G(t) is to

be determined the problem is actually a Volterra integral equation of the first kind, the

solution of which is ill-posed w.r.t. perturbations in the data. The third of Hadamard’s

criteria for well-posedness, that the solution depends continuously on the data (i.e.

stability), is the one that often fails to be satisfied for this type of problem, manifest in

highly oscillatory solutions in the presence of even small amounts of noise. The de-

gree of ill-posedness is quantified by the concept of a ν-smoothing problem, which is

a measure of the degree of differentiation required to convert the problem to a well-

posed Volterra integral equation of the second kind. Under this definition, the delta

function belongs to the class of 1-smoothing problems, the step function, box function

and square waves are 2-smoothing problems and the most ill-posed problems consid-

ered here are the 3-smoothing kernels which comprise the slope and ramp functions.

Using this as a definition of optimality, the 1-smoothing problem is the best possible

choice with respect to stability in the solution for the relaxation modulus G(t).

The stability analysis which was adapted to this problem attempts to determine the

maximum permissible amount of error in the measured data which will allow a stable

solution to be obtained. In each case, both a bound on the maximum error ‖γ‖∞ in

the solution G(t) in terms of the magnitude of the errors in χ̇(t) and f (t), which are

denoted by ‖φ‖∞ and ‖ε‖∞, respectively, and also conditions on φ are determined for

which a stable solution can exist. Generally, larger values for the torque amplitude

C0 or Cδ increase stability, subject to the linear viscoelastic restraints in practice. The

specific cases are summarized as follows:

Case 1. 1-smoothing problems: This group includes the delta function and sequence

of delta functions. It was shown in Section 3.1.1 that the 1-smoothing problem requires
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the presence of a delta function in the applied torque to produce the step jump in the

angular velocity of the platen at t = 0. Also, the torque such that χ̇(t) = G(t) is a

1-smoothing problem and is therefore optimal in that sense. In general, the bound on

the supremum of the perturbation in G(t) for the 1-smoothing problem is given by

‖γ‖∞ ≤
‖G‖1

C1 − C2
[‖ε‖∞ + ‖G‖1‖φ‖∞] , t ∈ [0, T]

wherefore it can be seen that an exact solution can be obtained as ‖ε‖∞ → 0 and

‖φ‖∞ → 0 provided the constants satisfy C1 − C2 > 0. This gives rise to a further

bound on the perturbation in the platen angular velocity φ(t), whereby ‖φ‖1 must be

less than a constant value which is proportional to the value kCδ and the L1-norm of

the data function.

Case 2. 2-smoothing problems: The step function and box function applied torques

belong to the 2-smoothing class of problems along with the sum of exponentials men-

tioned in Theorem 3.2.3. The 2-smoothing case is slightly less stable than the 1-

smoothing case, but not as much as would be expected considering the extra degree

of differentiation required. The bound on the perturbation in the solution G(t) has the

general form

‖γ‖∞ ≤
G0 + ‖Ġ‖1

C1 − C2
[‖ε‖∞ + ‖G‖1‖φ‖∞] , t ∈ [0, T]

which is similar to the 1-smoothing case, except that the criterion C1 − C2 > 0 places

a tighter restriction on the allowable values for ‖φ‖1. It is well-established that the

2-smoothing case is more ill-posed than the 1-smoothing case by a degree equivalent

to that of first-order differentiation. This discrepancy might be explained by the fact

that the stability analysis does not adapt particularly well to the case where the applied

torque is a generalized function.

Case 3. 3-smoothing problems: The 3-smoothing group of problems comprising the

slope and ramp functions is the most ill-posed considered here and the bounds on the

perturbation in the solution G(t) are correspondingly worse. The inequality in this

case is of the form

‖γ‖∞ ≤
1

C1 − C2

{
G0‖ε̇‖∞ +

∣∣Ġ0
∣∣ [1 + ‖G̈‖1

]
‖ε‖∞ +

[
G0 + ‖Ġ‖1

]2 ‖φ‖∞

}
, t ∈ [0, T]

where the RHS now contains a term concerning the error in the derivative of the data

function, ‖ε‖∞, which will be greater in general than ‖ε‖∞ and in the presence of very

noisy data may even be unbounded. Also, the criterion C1 − C2 > 0 requires that
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‖φ̇‖1 is bounded - a condition unlikely to be satisfied in the presence of noisy data,

since the perturbations in the data are not necessarily differentiable. Note that the

sinusoidal waveform would also fall into this category, indicating that when obtaining

G(t) directly by this method it is not the best choice.

To conclude, it has been demonstrated that the best choice of applied torque, where

stability of the solution is concerned and within a purely theoretical framework, is that

which is associated with a 1-smoothing kernel χ̇(t). Applied torque functions which

give rise to 2- or 3-smoothing problems require progressively more restrictive condi-

tions on the level of data error for which a stable solution exists, therefore it is desirable

to choose a ν-smoothing problem with as small a value for ν as possible. The question

then arises whether the 1-smoothing case can ever be achieved experimentally, since

the delta function is really a mathematical abstraction representing a force of infinite

magnitude for an infinitesimal duration. Any experimentally produced torque would

resemble a box function in reality, which does not share the optimal properties of the

delta function, wherefore from a purely practical point of view, the optimal case must

be the 2-smoothing case corresponding to the step and box functions, etc.
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In this chapter the issues concerning the discretization of the governing equation in

Volterra-1 form are investigated. Initially, the equation is solved using a basic piece-

wise constant collocation method for various applied torque functions, however the

solution for the relaxation modulus is unstable in the presence of noisy data and some

sort of regularization scheme is shown to be necessary. A brief overview of poten-

tial regularization schemes is given, then two examples are implemented; it is then

demonstrated that the future-constant and future-polynomial regularization methods

are effective in stabilizing the solution.

I. DISCRETIZATION METHODS

There are a number of options for discretization of Volterra integral equations of the

first kind. Here, several potential methods are outlined, more detail being available in

[16] and [7]. The basic underlying method is to replace the integral with a numerical

quadrature scheme with the requirement that the resulting equation be satisfied exactly

at a finite number of grid points, R, in [0, T]. Any reasonable discretization method for

Volterra integral equations of the first kind results in a matrix equation of the form

ARuR = f R (5-1)

where AR is a lower-triangular matrix containing entries dependent upon the kernel

function, uR and f R are vectors containing the solution and data values at the grid-

points defined by uR = (u0, u1, . . . , uR−1)
T and f R = ( f0, f1, . . . , fR−1)

T, respectively.

5.1.1 Midpoint Rule

The midpoint rule entails approximating the integral at time ti, on a uniform grid with

number of grid-points R and time-step h = T
R by

∫ ti

0
φ(t)dt ≈ h

i−1

∑
j=0

φ(tj+ 1
2
), i = 1, . . . , R, (5-2)

where tj+ 1
2
= tj +

h
2 . Applying this to (4-10), the approximate solution

h
i−1

∑
j=0

K(ti, tj+ 1
2
)uj+ 1

2
= f (ti), i = 1, . . . , R (5-3)

is obtained. This leads to a matrix system of equations of the form (5-1), where AR

is a lower-triangular matrix containing entries dependent upon the kernel function

according to (5-3), while uR and f R are vectors defined by uR = (u 1
2
, u 3

2
, . . . , uR+ 1

2
)T

and f R = ( f1, f2, . . . , fr)T, respectively.
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5.1.2 Trapezoidal Rule

The trapezoidal rule uses an affine function to interpolate the integrand, leading to the

approximation
∫ ti

0
φ(t)dt ≈ h

2

[
φ(0) + 2

i−1

∑
j=1

φ(tj) + φ(ti)

]
(5-4)

for a general integral, and

∫ ti

0
K(t, t′)u(t′)dt′ ≈ h

2

[
K(ti, 0)u(0) + 2

i−1

∑
j=1

K(ti, tj)u(tj) + K(ti, ti)u(ti)

]
, i = 1, . . . , R

(5-5)

for a Volterra integral. The Volterra integral equation of the first kind is thus approxi-

mated by

h
2

[
K(ti, 0)u(0) + 2

i−1

∑
j=1

K(ti, tj)u(tj) + K(ti, ti)u(ti)

]
= f (ti), i = 1, 2, . . . , R. (5-6)

It should be noted that the trapezoidal rule and higher order quadrature rules are in

general numerically unstable for Volterra integral equations of the first kind as noted

in [28] and are therefore of limited use for this problem.

5.1.3 Euler Method (Rectangular Rule)

The Euler method, sometimes known as the Rectangular rule, approximates the inte-

gral for R ≥ 1 by
∫ ti

0
φ(t)dt = h

i−1

∑
j=0

φ(tj) (5-7)

and the Volterra integral becomes
∫ ti

0
K(ti, tj)u(t′)dt′ = h

i−1

∑
j=1

K(ti, tj)u(tj). (5-8)

The discretized version of (4-10) is then

h
i−1

∑
j=0

K(ti, tj)u(tj) = f (ti), i = 1, 2, . . . , R (5-9)

which can be expressed as a matrix equation of the form (5-1), where the vectors

f R, uR ∈ RR are defined f R = [ f (t1), f (t2), . . . , f (tR)]
T and [u(t0), u(t1), . . . , u(tR−1)]

T.

The matrix AR is lower triangular with non-zero entries given by [AR]i,j =

hK(ti, tj−1), i ≤ j.
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5.1.4 Collocation

Collocation methods represent a class of approximations which can be generalized to

arbitrarily high order. The method of choice for solving this problem is the simplest

form using piecewise constant polynomials, but a short overview of the general back-

ground theory is included here - good references for an in-depth examination of the

subject can be found in [16] and [7].

The basis for the method is to obtain an approximate solution uR in the space of

piecewise polynomials S(−1)
m−1(R), given intervals σi = (ti−1, ti], i = 1, 2, . . . , R, where

S(−1)
m−1(R) = {u : u|σi ∈ Πm−1, i = 1, . . . , R} (5-10)

and Πk is the space of real polynomials of degree≤ k. Now dim S(−1)
m−1(R) = Rm, so the

same number of conditions need to be imposed on the approximate solution to obtain

a unique solution by defining Rm collocation points

Xm(R) =
{

ti,j = ti−1 + cjh : j = 1, . . . , m, i = 1, . . . , R
}

(5-11)

where {cj}m
j=1 are the collocation parameters which satisfy 0 < c1 < · · · < cm ≤ 1.

Additionally, the solution uR ∈ S(−1)
m−1(R) must satisfy Au = f exactly at each colloca-

tion point in Xm(R). This results in a system of linear equations of the standard form

ARuR = f R with R×m block-triangular matrix AR (i.e. it has R diagonal m×m blocks

each nonsingular for h > 0 sufficiently small if the problem is 1-smoothing), leading to

a block-sequential solution method. Analysis for the optimal choice of the collocation

parameters where convergence is concerned may be found in [16].

The simplest form of collocation corresponds to a choice of cm = 1, so that colloca-

tion occurs at each of the grid-points tj, j = 1, . . . , R. This is the method chosen for this

problem, whereby collocation is considered in the space of piecewise constant polyno-

mials, denoted S(−1)
0 (R). Defining the characteristic function Ψi(t) on σi for i = 1, . . . , R

by

Ψi(t) =

{
1 t ∈ σi,
0 otherwise,

(5-12)

then the collocation solution uR is given by

uR(t) =
R

∑
i=1

ciΨi(t), t ∈ [0, T]. (5-13)
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Noting that for the convolution kernel [44]

Au(tj) =
∫ tj

0
K(tj − t′)

R

∑
i=1

ciΨi(t′)dt′

=
j

∑
i=1

ci

∫ ti

ti−1

K(tj − t′)dt′

=
j

∑
i=1

ci

∫ t1

0
K(tj−i+1 − s)ds = f (tj) (5-14)

where the substitution s = t′ − ti−1 has been used. Therefore, the matrix equation

ARcR = f R is obtained, where AR is an R× R lower triangular matrix and additionally

of Toeplitz type with constant diagonal values. More explicitly,



∆1 0 0 · · · 0
∆2 ∆1 0 · · · 0
∆3 ∆2 ∆1 · · · 0
...

... . . . . . . ...
∆R ∆R−1 · · · ∆2 ∆1







c1

c2

c3
...

cR



=




f1

f2

f3
...
fR




(5-15)

where

∆i :=
∫ t1

0
K(ti − t′)dt′. (5-16)

The ci are then calculated using forward substitution and are given by

ci =

fi −
i−1
∑

j=1
cj∆i−j+1

∆1
, i = 1, . . . , R. (5-17)

The moment integrals ∆i can be determined analytically for simple kernel functions

or by a discrete quadrature rule, the optimal choice of rule in terms of stability being

discussed in [16]. However, for this problem, note that
∫ t1

0
K(ti − t′)dt′ =

∫ t1

0
χ̇(ti − t′)dt′

=
[
−χ(ti − t′)

]t1
0

= χ(ti)− χ(ti−1), i = 1, . . . , R. (5-18)

This discretization method therefore has the advantage that the data χ(t) can be used

directly instead of the kernel χ̇(t); since differentiation is an ill-posedness process, this

should reduce the potential amount of error involved in the method of solution. The

solution uR(t) obtained by this process is then a piecewise constant solution that con-

verges uniformly to the exact solution ū at a rate of O(h).
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5.1.5 Condition Number

Standard discretization schemes for ill-posed Volterra problems generally result in sys-

tems of linear equations which are ill-conditioned, i.e. the matrix in (5-1) is close to

singularity, hence simple inversion of the matrix may result in unacceptably large er-

rors in the solution. The stability of the linear system (5-1) can be quantified using a

condition number. This is essentially a measure of a problem’s amenity to digital com-

putation; a high condition number indicates the problem is ill-conditioned and thus

the matrix AR is close to being singular. There are several types of condition number

depending upon the matrix norm which is used; here the ∞-norm version is used.

κ(A) = ‖A‖∞ · ‖A−1‖∞ (5-19)

where ‖A‖∞ is the matrix ∞-norm defined as the maximum absolute row sum

‖A‖∞ = max
1≤i≤n

n

∑
j=1

∣∣Aij
∣∣ (5-20)

for a square matrix A. An approximate method for estimating the condition number

without evaluating the inverse matrix A−1 can be found in [30], but here Maple is used

to calculate the exact values.

II. REGULARIZATION OF VOLTERRA-1 EQUATIONS

In Chapter 4 it was established that the solution of the problem in the form of a Volterra

integral equation of the first kind is ill-posed. It is insufficient merely to replace the

measured data f (t) and Ω(t) with their perturbed forms and use standard solution

methods, since this usually results in highly oscillatory solutions. Therefore to obtain

a stable solution some form of regularization procedure is required. A short summary

of the available options pertinent to this problem is included in this section, but for a

comprehensive overview of regularization methods for Volterra integral equations of

the first kind the papers [50] and [52] should be consulted.

The standard approach for stabilizing the solution of ill-posed first kind integral

equations has been to use Tikhonov regularization [31]. In common with most regu-

larization methods, the underlying technique is to transform the Volterra integral of

the first kind, which is ill-posed in nature, into a well-posed equation of the second

kind by imposing assumptions about the nature of the solution. The Tikhonov method

approaches the problem in a least squares sense, given a perturbation f ε of the data,
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by minimizing the quantity

min
u
‖Au− f ε‖2 + α‖Lu‖2 (5-21)

where the Volterra operator A is defined as in (4-12) and L is an operator used to

stabilize the solution such as the identity or differential operator, for example. The

parameter α > 0 is known as the Tikhonov regularization parameter and balances the bias

towards accuracy of model-fitting or stability achieved by the extra operator term and

there are well-established conditions for choosing an optimal value. This is equivalent,

using the identity operator in place of L, to solving the normal equations
(

A† A + αI
)

u = f ε (5-22)

where A† is the adjoint operator, defined as

A†u :=
∫ T

t
K(t, t′)u(t′)dt′. (5-23)

Therefore, the Tikhonov method requires that the data is known on the whole domain

of solution [0, T], indicating that only once the data for the whole experiment has been

collected can the solution process commence. However, this does not take advantage of

the important causal or non-anticipatory property of Volterra integral equations, which

means that at any point in time t ∈ [0, T] the solution depends only upon the past data

[0, t] and is independent of future data in [t, T]. The consequences of this attribute are

that solution methods which preserve the causal property can be solved in near real-

time as the data is accumulated. Discretization methods of “Volterra-type” generally

result in a lower-triangular matrix AR as noted in (5-1) which can be solved efficiently

by sequential methods, whereas (AR)TAR will typically be a full matrix which is more

computationally expensive to solve and in general more poorly conditioned than AR.

A veritable plethora of regularization methods exist for integral equations (see [50]

for an overview and references), some of which preserve the causal nature of Volterra

equations. One disadvantage of regularization methods of Volterra type is that con-

vergence is more difficult to prove, since the spectral properties of A† A cannot be

used, and is generally limited to low ν values (see Definition 4.2.1). In discrete form,

the ill-posedness is manifest in the value of the diagonal entries, which are close to

zero, wherefore the general idea in Volterra methods is to augment those values. In an

infinite-dimensional setting this corresponds to

αu(t) +
∫ t

0
K(t, t′)u(t′)dt′ = f ε(t), t ∈ [0, T], (5-24)
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which is a second-kind equation with a unique solution uε
α which depends continu-

ously on the data.

Differentiation ν-times of the Volterra-1 equation results in an equation of the sec-

ond kind of the form (4-17), but since differentiation is an ill-posed process additional

steps must be taken to ensure the derivative of the perturbed data is obtained in a stable

manner. Some examples of methods of this type are mentioned in [50] with references

to the literature.

The process of discretization itself, has the effect of a basic form of regularization;

the regularization parameter in this case is the step-size which can be coordinated to

the level of noise present in the data. An ill-posed infinite dimensional equation is

thereby transformed into a well-posed finite dimensional problem, although the re-

sulting matrix may be ill-conditioned, the degree of ill-conditioning increasing with

increasing dimension. As the error level ε → 0, then the step size can be reduced to

an arbitrarily small size h → 0. However, for ε > 0, there is a lower limit to the prac-

ticable value of h. This “self-regularization” property consequently often leads to an

unacceptably coarse grid in the presence of noisy data or for highly ill-posed problems

and in practice further regularization is usually required. The midpoint and Euler

methods are the only reasonable quadrature methods; the trapezoidal, higher-order

Gregory and Newton-Cotes integration rules being numerically unstable for Volterra-

1 problems [28]. This is an example of how the ill-posedness of Volterra-1 equations

influences the solution method, in comparison with the Volterra-2 equation for which

any standard numerical approximation produces a stable solution. A discretization

method is robust for a 1-smoothing problem if the amplification of the data error is

of O(ε/h) as h → 0. The midpoint method is robust for 1-smoothing problems [5]

and thus can handle the error level for 1-smoothing problems by varying the step-

size. Most standard discrete methods when taken in isolation are only effective for

1-smoothing problems at best, since they result in a diagonal term K(t, t) which is zero

for ν > 1. Exceptions to this are collocation [23] and linear multistep methods [4] (for

ν = 2). For ill-posed problems the best approach is to combine a discretization method

with a continuous regularization method, both of which preserve the Volterra nature

of the problem.

5.2.1 Local Regularization

A significant class of regularization methods of Volterra type can be termed local reg-

ularization methods, the basic underlying principle being to decompose the operator A
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into “local” and “nonlocal” components, then the local part alone is inverted by a reg-

ularized procedure. Recent papers dealing with this group of methods are [44], [45],

[46], [47], [55], [18], [53] and [54]. This is the type of method which has been cho-

sen here as most pertinent and simplest to apply to this particular problem. First, an

overview of the theory of the continuous regularization version is given, then the de-

tails of the discretization are described and adapted to apply to the stress-controlled

rheometry integral equation.

The underlying idea in an infinite-dimensional (continuous) setting first introduced

in [44] and [46] is to construct a well-posed Volterra integral equation of the second

kind by assuming that the solution on [t, t + ∆r] for some ∆r > 0 is “regular” in some

fashion, in this case it is assumed to be constant in that interval. The constant ∆r fulfills

the role of the regularization parameter here. Extending the domain from [0, T] to

[0, T + ∆r], (4-13) becomes
∫ t+ρ

0
K(t + ρ− t′)u(t′)dt′ = f (t + ρ), t ∈ [0, T], ρ ∈ [0, ∆r] (5-25)

or equivalently, by splitting the domain and a change of variable t′ → t′ + t,
∫ t

0
K(t + ρ− t′)u(t′)dt′ +

∫ ρ

0
K(ρ− t′)u(t + t′)dt′ = f (t + ρ). (5-26)

The equation is extended slightly into the future by an amount ρ. Integrating w.r.t. ρ

and changing the order of integration in the first integral,

∫ t

0

∫ ∆r

0
K(t + ρ− t′)dρu(t′)dt′+

∫ r

0

∫ ρ

0
K(ρ− t′)u(t + t′)dt′ dρ =

∫ ∆r

0
f (t + ρ)dρ.

(5-27)

Replacing the data function with a perturbed function f ε, and since the solution is

assumed to be constant on the interval [t, t + ∆r], u(t + t′) becomes u(t), it can be seen

that (5-27) is actually a Volterra equation of the second kind, viz.

α(t; ∆r) +
∫ t

0
K̃(t− t′; ∆r)u(t′)dt′ = f̃ ε(t; ∆r), t ∈ [0, T]. (5-28)

The new functions can be generalized to the Stieltjes integrals

α(t; ∆r) =
∫ ∆r

0

∫ ρ

0
K(ρ− t′)dt′ dη∆r(ρ), 0 ≤ t′ ≤ t ≤ T (5-29a)

K̃(t− t′; ∆r) =
∫ ∆r

0
K(t + ρ− t′)dη∆r(ρ) (5-29b)

f̃ ε(t; ∆r) =
∫ r

0
f ε(t + ρ)dη∆r(ρ), (5-29c)
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where η∆r(ρ) is a positive Borel-Stieltjes measure, the choice of which can rise rise to

a family of regularization methods. Conditions guaranteeing convergence for general

ν-smoothing problems with convolution kernels can be found in [47]. One potential

disadvantage of this method is that the solution can only be obtained on a contracted

interval [0, T − ∆r], but since the experimental duration could easily be extended to

[0, T + ∆r] this is only a minor consideration.

III. PREDICTOR-CORRECTOR REGULARIZATION

We now proceed to look at the discrete form of the regularization algorithm formulated

in [47] and apply it to this particular problem. Consider a uniform grid with R + 1

grid-points and time-step h = 1/R. Thus tj = jh for j = 0, 1, . . . R. It is useful to

extend the solution range beyond the normal value for T to allow for the utilization

of a small amount of future information of length ∆r = (r− 1)h, r ≥ 2 in the solution

process towards the end of the duration of the experiment, so take j = 0, 1, . . . , R, R +

1, . . . , R + r− 1. Alternatively, a restricted solution range could be taken if the data has

already been obtained.

Incorporating the collocation algorithm described in Section 5.1.4, (5-28) becomes

α(∆r)cj +
∫ tj

0
K̃(tj − t′; ∆r)

[
j

∑
i=1

ciΨ(t′)

]
dt′ =

∫ ∆r

0
f ε(tj + ρ)dη∆r(ρ) (5-30)

which is a lower triangular system with non-zero diagonal entries and therefore pos-

sesses a unique solution. The solution is held constant on [t, t + ∆r], leading to the

specific choice ∑r
i=1 siδ(t − τi∆r) for the measure η∆r(ρ). The theoretical matters per-

taining to convergence for this particular choice of the measure for Volterra-1 equations

in general are discussed in some detail [47]. The relevant constants are defined

si =

∫ ti
0 K(ti − t′)dt′
∫ t1

0 K(t1 − T′)dt′
, i = 1, . . . , r (5-31)

and

τi =
i− 1
r− 1

, r ≥ 2. (5-32)

The unregularized case corresponds to r = 1 and the definition τ1 = 0 is required. For

this problem, K ≡ χ̇, so the specific value

si =
χ(ti)

χ(t1)
, i = 1, . . . , r (5-33)
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will be used. The piecewise constant solution obtained by this process is denoted uR
r =

∑R
j=1 cj,rΨ(τi∆r), in which the collocation parameters cj,r are found sequentially, being

held constant over the interval [tj, tj + ∆r]. Once the solution has been determined

for each time-step tj, the constant portion of the solution (the “predictor” step) on the

future interval [tj, tj+∆r ] is discarded (the “corrector” step) and the procedure moves

on to the the next time-step.

The end result is a system of linear equations which can be represented in matrix

form by

AR
r uR = f R

r (5-34)

where AR
r is a lower triangular, Toeplitz matrix, uR

r = [c1, c2, . . . , cR]
T and f R

r =

[ f̃1, f̃2, . . . , f̃R]
T. The modified data function vector components are given by

f̃i =
r

∑
j=1

sj f (ti+j−1), i = 1, . . . , R (5-35)

in terms of the sj in (5-33). The elements of the matrix AR
r can be expressed in the form

AR
r =




s1∆̃1 + · · ·+ sr∆̃r 0 0 0
s1∆2 + · · ·+ sr∆r+1 s1∆̃1 + · · ·+ sr∆̃r 0 0

s1∆3 + · · ·+ sr∆r+2 s1∆2 + · · ·+ sr∆r+1
. . . 0

...
... . . . ...

s1∆R + · · ·+ sr∆R+r−1 s1∆R−1 + · · ·+ sr∆R+r−2 . . . s1∆̃1 + · · ·+ sr∆̃r




(5-36)

where ∆̃i := ∑i
j=1 ∆j, i = 1, . . . , r. Note that for r = 1, the matrix is consistent with the

standard collocation formulation in (5-15). Since AR
r is Toeplitz in nature, it takes the

form

AR
r =




x1 0 0 0
x2 x1 0 0

x3 x2
. . . ...

...
... . . . ...

xR xR−1 . . . x1




(5-37)

so it can be represented by a single vector x with entries given by

x1 =
r

∑
j=1

sj∆̃j =
r

∑
j=1

[
χ(tj)

]2

χ(t1)
(5-38)
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and

xi =
r

∑
j=1

sj∆i+j−1 =
i

∑
j=1

χ(tj)

χ(t1)

[
χ(ti+j−1)− χ(ti+j−2)

]
, i = 2, . . . , R (5-39)

since, from (5-18) and under the assumption that χ(0) = 0 we have

∆̃i =
i

∑
j=1

∆j

=
i

∑
j=1

[
χ(tj)− χ(tj−1)

]

= χ(ti), i = 1, . . . , r (5-40)

whereby the memory storage requirements are reduced to O(R) rather than O(R2).

Finally, the solution is obtained by forward substitution using

ci =
f1 −∑i−1

j=1 xi−j+1cj

x1
, i = 1, 2, . . . , R. (5-41)

The future-constant algorithm is now applied to the stress-controlled rheometry

problem. First, the conditioning of the system is analysed for exact data, exact in the

sense that the only error present is that due to the limitations of machine precision; here

Maple was used with a precision of 40 digits. To simulate the effect of experimental

error, random noise is added to the synthesized data which is uniformly distributed

in [−1, 1]. Denoting the maximum error level by α, then the actual error added to the

exact value will lie in the interval [−α‖ f ‖∞, α‖ f ‖∞]. An error level of approximately

1% is considered to represent normal experimental conditions; a value of 5% represents

an extreme case. Since χ(0) = 0 for any physical form for the applied torque, the error

in the error in the platen displacement data is assumed to be zero for t = 0. Note that

the data function requires differentiation of the data and therefore will always contain

a higher level of noise than the directly measured platen displacement which is used

to evaluate the matrix. In these examples, the second derivative in the data function is

obtained analytically before the noise is added to the data, but in practice this will need

to be calculated numerically. Since differentiation is an ill-posed process, additional

regularization may be required to acquire a reasonable solution - much literature can

be found on this subject, a good synopsis being found in [73] and [74].

5.3.1 Delta function

Consider first the delta function applied torque as described in Section 2.2. Assuming

the material is a Maxwell fluid, the platen displacement is given by (2-79) in the case



5.3 PREDICTOR-CORRECTOR REGULARIZATION 155

of complex roots, and the data function by (4-148). Applying the simple piecewise-

constant collocation discretization described in Section 5.1.4, it can be seen in Figure 5.1

that a stable solution for G(t) exists with exact data. The solution is actually piecewise

constant on each interval [ti−1, ti], i = 1, . . . , R, but for the sake of clarity the graphs

are constructed by joining the values of the solution at the midpoints of each interval.

A range of grid sizes are depicted, reflecting the dimension of the matrix AR and it

appears that the numerical solution converges to the exact solution as h→ 0, or equiv-

alently R → ∞. This however represents the best possible choice of applied torque

combined with precisely known data - a scenario impossible to achieve in reality.
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Figure 5.1: Numerical solution: delta function, Maxwell model (ψ < 0), exact data.
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The condition number of AR as defined in (5-19) is generally small (O(101)), so the

linear system (5-15) is well-conditioned in the case of exact data and the matrix can

be inverted in a stable manner. The matrix AR, the elements of which are defined in

(5-15), depends only upon the kernel function χ̇(t) and can be determined directly

from the measured platen displacement χ(t), wherefore the condition number will be

independent of the error in the data function. This is fortuitous, since the error level

in the kernel will generally be lower than that in the data function, which involves

evaluation of the second derivative of the platen displacement. In Table 5.1 condition

numbers are given for various values from 0-5% of the maximum error level in the

measured data χ(t), which is denoted by ‖ρ(t)‖∞. It can be seen that increasing the

error level in the kernel generally produces a moderate increase in the condition num-

ber, except for very large values for the number of grid-points and the extreme value of

5% for the error level. The solution for R = 100 is shown for each of the error levels in

Figure 5.2. The solution is reasonable except in the 5% error case, which corresponds

to a matrix system with condition number of O(104). For comparison, the number of

grid-points is increased to R = 150 in Figure 5.3, where as expected the errors in the

solution are visibly greater and the solution is more oscillatory in nature for compa-

rable values of the maximum error ‖ρ(t)‖∞ in the measured χ(t) data. The condition

numbers for the N-mode Maxwell model are calculated in Table 5.2 and since the same

qualitative behaviour is shown, only the analysis for the single mode Maxwell model

is considered henceforth.

‖ρ‖∞ (%) R=10 R=25 R=50 R=100 R=150 R=200
0.00 4.4873 100 1.2010 101 2.1995 101 2.5598 101 3.8776 101 5.1924 101

0.01 4.4874 100 1.2008 101 2.2008 101 2.5551 101 3.9175 101 5.0533 101

0.05 4.4876 100 1.2021 101 2.2230 101 2.6257 101 3.8787 101 5.0254 101

0.10 4.4940 100 1.2092 101 2.2271 101 2.5556 101 4.3958 101 4.8096 101

0.50 4.5304 100 1.2185 101 2.4358 101 5.9262 101 2.8277 102 9.8362 102

1.00 4.6109 100 1.2272 101 2.5871 101 9.3634 101 6.4967 102 4.5399 103

5.00 4.7966 100 1.4012 101 4.7230 101 1.2239 104 1.2034 1010 5.3879 1025

Table 5.1: Condition numbers for AR, delta function applied torque, Maxwell model
(ψ < 0).

The effect of the error in the data function is depicted in Figure 5.4, which shows the

solution for the same relative error values for the error ε(t) in the data function f (t)

as previously used for the χ(t) data, the kernel data being assumed to be exact. As
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Figure 5.2: Numerical solution: delta function, Maxwell model (ψ < 0), R = 100, noisy
data.

expected, the instability worsens as the error level is increased, but the apparent effect

on the accuracy of solution is less than that of the kernel error. The combined effect of

noise in both the platen displacement data and data function is illustrated in Figure 5.5

for various combinations of error level, subject to the specification that ‖ρ‖∞ < ‖ε‖∞

as mentioned previously. Henceforth, the values 1% and 5% for the relative errors in

χ(t) and f (t) shall be assumed to be representative of typical experimental data.

A basic form of regularization can be implemented by varying the step-size, since

for problems exhibiting a low degree of ill-posedness reducing the step-size often re-
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Figure 5.3: Numerical solution: delta function, Maxwell model (ψ < 0), R = 150, noisy
data.

sults in a sufficiently stable solution. The effect of this approach is shown in Figure 5.6.

For the smallest step-size, the solution is unacceptably oscillatory with considerable

relative error. Reducing the step-size results in convergence to the true solution, al-

though sufficiently accurate results are only achieved by using a very coarse grid with

10 points, or one grid-point per second in this case. One consequence of this is that the

value of G(0) can not be estimated with any accuracy.

The implementation of the future-constant algorithm described in Section 5.3 is il-

lustrated in Figure 5.7 for various values of the regularization parameter, r, which is a
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‖ρ‖∞ (%) R=10 R=25 R=50 R=100 R=150 R=200
0 4.2147 101 8.4185 101 8.7363 101 1.0283 102 1.1389 102 1.2424 102

0.01 4.2148 101 8.4172 101 8.7358 101 1.0281 102 1.1392 102 1.2424 102

0.05 4.2121 101 8.4086 101 8.7372 101 1.0282 102 1.1404 102 1.2469 102

0.10 4.2148 101 8.4395 1011 8.7411 101 1.0273 102 1.1456 102 1.2490 102

0.50 4.2403 101 8.4861 101 8.7718 101 1.0532 102 1.2690 102 2.4018 102

1.00 4.2082 101 8.1848 101 8.6870 101 1.1605 102 1.6400 102 6.4673 102

5.00 4.0824 101 1.0629 102 1.0168 102 1.5226 103 5.5984 103 1.6521 1012

Table 5.2: Condition numbers for AR, delta function applied torque, N-mode Maxwell
model.

r R=10 R=25 R=50 R=100 R=150 R=200
1 4.5398 100 1.2276 101 2.6641 101 1.4785 102 4.9554 102 2.6721 103

2 3.1084 100 1.0654 101 1.5252 101 2.6210 101 6.2197 101 2.3790 101

3 9.9685 100 1.2021 101 1.9058 101 3.0930 101 4.7456 101

4 1.1432 101 1.5816 101 2.2897 101 3.1652 101

5 1.1068 101 1.3672 101 1.8956 101 2.4473 101

6 1.0732 101 1.2592 101 1.6645 101 2.0699 101

7 1.1037 101 1.2236 101 1.5246 101 1.8285 101

8 1.1679 101 1.1968 101 1.3685 101 1.6627 101

9 1.1789 101 1.1606 101 1.3085 101 1.5457 101

10 1.1137 101 1.1440 101 1.2742 101 1.4070 101

Table 5.3: Condition numbers for AR
r , delta function applied torque, Maxwell model

(ψ < 0), (1%,5%) error, future constant regularization.

measure of the length of the future interval which is used to stabilize the solution. The

first graph in the sequence shows the solution for r = 1, i.e. no regularization is occur-

ring, which is unacceptably oscillatory. For r = 2, one future interval is used and has

a noticeable smoothing effect on the solution, which has already achieved reasonable

stability. The best result in this case is probably achieved by using r = 3, for which a

reasonable approximation to the true solution is obtained. Increasing the value of r fur-

ther results in an increasingly smooth solution, however the solution departs from the

true solution for small values of t. There is therefore an optimal value for the choice of

the regularization parameter r beyond which over-regularization may occur. It should

be noted that the flat part of the solution appears to benefit from large values of r, while

the steep section near t = 0 gains more accuracy for smaller values of r, suggesting that
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Figure 5.4: Numerical solution: delta function, Maxwell model (ψ < 0), R = 100, noisy
data (‖ρ‖∞ = 0).

selecting separate values of r for the two regions may produce better results, although

the choice of intervals would depend on the exact nature of relaxation modulus for a

specific material. The effect of the regularization parameter on the conditioning of the

system is indicated by Table 5.3, demonstrating that increasing the value of r has the

effect of decreasing the condition number of AR
r . It should be noted that a small condi-

tion number does not necessarily guarantee that an accurate solution can be obtained,

as exemplified by the results of Figure 5.7.
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Figure 5.5: Numerical solution: delta function, Maxwell model (ψ < 0), R = 100, noisy
data.
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Figure 5.6: Numerical solution: delta function, Maxwell model (ψ < 0), (1%,5%) error.
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Figure 5.7: Numerical solution: delta function, Maxwell model (ψ < 0), (1%,5%) error,
future-constant regularization.
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Other 1-smoothing problems

The class of 1-smoothing problems with applied torques which produce a step dis-

continuity in the angular velocity of the platen χ̇(t) at t = 0 should all share similar

properties to the case where the delta function was considered. Instability and large

condition numbers result when the diagonal elements are small relative to the remain-

ing non-zero entries in the matrix AR. This corresponds to the value of platen displace-

ment at t = t1, i.e. χ(t1), so the more rapid the increase in χ(t) at the commencement

of the experiment, the more stable the solution will be.

As an example of another 1-smoothing problem, consider the applied torque in

Section 3.1.2 which produces a platen displacement such that χ̇(t) = G(t), using the

Maxwell model. The standard collocation approach with error levels of 1% for the

platen displacement and 5% for the data function is shown in the first plot in Figure 5.8

and can be seen to be of limited use for determining the relaxation modulus alone.

The remaining plots show the effect of varying the regularization parameter r in the

future-constant algorithm in Section 5.3. Merely using one future interval (r = 2) has

a dramatic effect on the stability of the solution; although some oscillations still exist,

they are much reduced in amplitude. The best overall solution is achieved when r = 4

or r = 5 and increasing r futher improves the solution in the flatter part of the curve,

but over-regularizes the solution in the steeper part of the solution near t = 0.
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Figure 5.8: Numerical solution: relaxation modulus (G(t) = χ̇(t)), Maxwell model
(ψ < 0), (1%,5%) error, future-constant regularization.
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5.3.2 Step & box functions

The next class of functions considered are those which produce a 2-smoothing kernel

function, namely the step and box functions, and in the oscillatory case, the square

wave. These functions are more practicable for experimental use than the 1-smoothing

case and are therefore perhaps the most useful to consider. The solution for G(t) us-

ing exact data is plotted for selected values of the number of grid-points in Figure 5.10

for the Maxwell model and Figure 5.11 for the N-mode Maxwell model. Even in the

absence of noise, it is not possible to obtain a smooth solution in general, reflecting

the additional degree of ill-posedness over the 1-smoothing case. The data in Table 5.4

demonstrates the effect of the error in χ(t) on the condition number of the matrix AR.

For exact data, the condition numbers are larger than for the 1-smoothing case, ac-

counting for the decrease in stability observed in Figure 5.10. Increasing the number

of grid-points R and the error level in the kernel produces extremely large condition

numbers for reasonable values of R and hence the matrix AR will be close to singularity

and the solution extremely unstable. The condition numbers for the box function are

somewhat larger than for the step function, suggesting inferior stability in comparison

with the step function, although the difference is not obvious in general in the exact

data solutions plotted in Figure 5.13.

‖ρ‖∞ (%) R=10 R=25 R=50 R=100 R=150 R=200
0.00 1.5342 101 4.0137 101 5.9394 101 1.2825 102 1.7908 102 2.3173 102

0.01 1.5362 101 4.0221 101 6.8980 101 1.4207 102 2.1621 102 5.1601 102

0.05 1.9067 101 4.2762 101 7.8138 101 3.5594 102 9.9365 102 4.2632 103

0.10 1.8290 101 4.7444 101 9.3179 101 6.3218 102 3.4352 103 2.6609 105

0.50 2.0492 101 8.4132 101 2.6393 105 7.0014 104 4.4406 108 8.1454 1014

1.00 2.5878 101 8.8729 101 8.2968 105 4.2808 1023 2.4576 108 7.3077 1024

5.00 3.0944 101 1.8960 103 2.1861 1010 2.0916 1042 2.6636 1043 1.1644 1045

Table 5.4: Condition numbers for AR, step function applied torque, Maxwell model
(ψ < 0).

In the presence of perturbed data, modelled by error levels of 1% and 5% in the

platen displacement and data functions, respectively, decreasing the number of grid-

points is not particularly effective in stabilizing the solution. Figure 5.9 demonstrates

that even a coarse grid with R = 10 is not quite sufficient to obtain a useful solution.

Clearly, additional regularization is required for the 2-smoothing problem. The effect

of applying the future-constant regularization algorithm to the step function case is
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illustrated in Figure 5.12 for the step function, Figure 5.14 for the box function and Fig-

ure 5.15 for the square wave. Collocation alone r = 1 is completely unable to produce a

meaningful solution for the 2-smoothing case in the presence of perturbed data and in

all cases the best overall solution is obtained by using r = 6 to 8. The square waveform

clearly produces the least stable solution. As with the one-smoothing case, higher val-

ues of r appear to produce better results in the flatter part of the curve for large t, while

the solution becomes over-regularized for smaller values of t. The condition numbers

for the step function are given in Table 5.5 and clearly demonstrate the effectiveness of

the future-constant method in reducing the condition numbers to values which corre-

spond to stable solutions of the Volterra integral equation. The effect of changing the

elasticity or relxation time parameters in the Maxwell model is essentially equivalant to

assuming that the material parameters are held constant and varying the instrumental

parameters k and I. The distinction in the behaviour of the platen displacement is de-

termined by the nature of ψ as defined in Section 2.3.2; if ψ < 0 then the displacement

will be oscillatory in nature and if ψ > 0 the displacement will be monotone increas-

ing. The effect of changing the instrumental parameters is inestigated in Section 6.1.3,

therefore it is unnecessary to examine the effect of varying the material parameters

separately here.
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Figure 5.9: Numerical solution: step function, Maxwell model (ψ < 0), (1%,5%) error.
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r R=10 R=25 R=50 R=100 R=150 R=200
1 9.0339 100 1.2369 104 3.0342 1017 1.4550 1044 4.7905 1043 4.1717 1044

2 7.5093 100 1.7748 101 1.1947 105 6.9714 108 1.4395 1043 2.0255 1043

4 9.5097 100 2.1351 101 1.8758 105 4.0041 104 1.9277 1014

6 7.6588 100 5.5985 101 2.5184 102 1.2257 105

8 1.9991 101 6.2724 101 4.9471 102

10 1.3062 101 3.0640 101 9.6899 101

12 6.5374 100 1.9527 101 4.3193 101

14 1.4980 101 1.8801 101

16 1.0773 101 1.5017 101

18 7.2703 100 1.5426 101

20 9.5351 100

Table 5.5: Condition numbers for AR
r , step function applied torque, Maxwell model

(ψ < 0), (1%,5%) error, future constant regularization.



5.3 PREDICTOR-CORRECTOR REGULARIZATION 169

0

0.2

0.4

0.6

0.8

1.0

0 2.0 4.0 6.0 8.0 10.0t

G
(t
)

(a) N = 10

0

0.2

0.4

0.6

0.8

1.0

0 2.0 4.0 6.0 8.0 10.0t
G
(t
)

(b) R = 25

0

0.2

0.4

0.6

0.8

1.0

0 2.0 4.0 6.0 8.0 10.0t

G
(t
)

(c) R = 50

0

0.2

0.4

0.6

0.8

1.0

0 2.0 4.0 6.0 8.0 10.0t

G
(t
)

(d) R = 100

0

0.2

0.4

0.6

0.8

1.0

0 2.0 4.0 6.0 8.0 10.0t

G
(t
)

(e) R = 150

0

0.2

0.4

0.6

0.8

1.0

0 2.0 4.0 6.0 8.0 10.0t

G
(t
)

(f) R = 200

Figure 5.10: Numerical solution: step function, Maxwell model (ψ < 0), exact data.
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Figure 5.11: Numerical solution: step function, N-mode Maxwell model (ψ < 0), exact
data.
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Figure 5.12: Numerical solution: step function, Maxwell model (ψ < 0), (1%,5%) error,
future-constant regularization.
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Figure 5.13: Numerical solution: box function, Maxwell model (ψ < 0), exact data.
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Figure 5.14: Numerical solution: box function, Maxwell model (ψ < 0), (1%,5%) error,
future-constant regularization.
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Figure 5.15: Numerical solution: square wave, Maxwell model (ψ < 0), (1%,5%) error,
future-constant regularization.
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5.3.3 Slope & ramp functions

The most ill-posed case considered here is the 3-smoothing problem, corresponding to

the slope function, C(t) = C0t, and the ramp function as described in Section 2.4. The

degree of instability produced by this class of problem is manifest in highly oscillatory

solutions even where the data is exact as demonstrated in Figure 5.16. Obviously, none

of the choices of step-size produces usable data for the solution G(t) and it can be in-

ferred that regularization by reducing the number of grid-points is not applicable here

with exact or perturbed data. The kernel χ̇(t) behaves like O(t) as t → 0, hence the

diagonal values will be small relative to the other non-zero matrix elements of AR and

the relative error much more significant. The solution is built up sequentially using

previous values of χ(ti), therefore the error propagates throughout the solution, grow-

ing without bound as t increases. The condition numbers are tabulated in Table 5.6 for

various relative errors in the platen displacement. The large values even for noise-free

data indicate that the matrix AR is close to singularity and that inversion of the matrix

is unlikely to produce a stable solution. Note that the addition of random error does

not always increase the condition number, since a large error may augment the diago-

nal value sufficiently in this case to decrease the condition number, however this does

not imply that a more accurate solution will be obtained.

‖ρ‖∞ (%) R=10 R=25 R=50 R=100 R=150 R=200
0.00 4.1563 103 7.3024 1015 4.2604 1031 1.4804e 1046 5.3375 1047 6.1659 1046

0.01 4.1872 103 4.3006 1014 7.4638 1042 6.1721 1046 3.1037 1045 9.6751 1044

0.05 5.1371 103 2.9993 1019 6.6659 1026 7.3492 1042 4.6666 1043 1.6730 1044

0.10 6.1703 103 1.1272 1011 4.2331 1025 1.0923 1022 3.6589 1040 2.1479 1040

0.50 3.2353 105 7.5878 1025 1.8205 1018 4.3159 1031 8.0351 1040 2.7415 1019

1.00 1.5622 104 8.0599 1018 2.8050 1020 7.1495 1018 5.6823 1037 3.5478 1022

5.00 4.4839 105 1.1810 106 9.8867 1036 9.8528 1029 8.9834 1042 7.2174 1043

Table 5.6: Condition numbers for AR, slope function applied torque, Maxwell model
(ψ < 0).

Clearly, regularization is required to obtain a reasonable solution even with exact

data. The solution obtained using the future-constant algorithm from Section 5.3 is

plotted for various values of the regularization parameter r in Figure 5.17 using er-

ror levels of 1% and 5% for the platen displacement and data functions, respectively.

Much larger values of r are necessary to obtain a reasonable solution than for the step

or delta function applied torques, reflecting the extra degree of ill-posedness inherent
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Figure 5.16: Numerical solution: slope function, Maxwell model (ψ < 0), exact data.

in the 3-smoothing problem. A value of approximately r = 20 is required to stabilize

the solution, but even this is less than satisfactory, suggesting that it is undesirable to

choose a form for the applied torque which leads to a 3-smoothing problem or higher.

The condition numbers are displayed in Table 5.7 for various grid dimensions and

demonstrate a dramatic decrease in the condition number as an increasing number of

future intervals are used to construct the solution. In this case, although the solution

becomes over-smoothed for small values of t, the ability of the algorithm to recon-

struct a reasonable solution from the wildly oscillatory unregularized solution is still

impressive.
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Figure 5.17: Numerical solution: slope function, Maxwell model (ψ < 0), (1%,5%)
error, future-constant regularization.
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r R=10 R=25 R=50 R=100 R=150 R=200
1 3.4595 103 9.0853 109 1.1787 1023 1.0675 1014 2.8513 1027 2.3370 1041

2 6.8335 102 3.4112 108 1.9229 109 5.0249 1011 5.7807 1032 1.7720 1040

4 3.4964 101 1.7978 103 4.0300 107 4.9204 1016 6.7308 108 4.4342 1010

6 1.7857 101 5.9438 101 1.3228 104 1.0445 109 2.0060 109 1.0582 109

8 8.8187 100 3.5552 101 3.6618 102 3.4830 104 7.0904 108 9.6164 109

10 2.6291 101 1.3546 102 2.7741 103 1.2960 106 1.1119 107

12 2.0407 101 8.8978 101 6.1154 102 1.6413 105 1.7355 105

14 1.7422 101 5.7273 101 4.8353 102 6.8359 103 3.8372 104

16 1.4593 101 4.0435 101 1.9274 102 9.7375 102 2.2781 104

18 1.2435 101 3.3512 101 1.4285 102 5.7657 102 7.3648 103

20 1.0892 101 2.8389 101 1.0362 102 2.5895 102 4.0840 103

25 7.2448 100 2.0926 101 6.9740 101 1.3829 102 3.5420 102

30 1.6648 101 4.7805 101 9.4523 101 2.0004 102

35 1.3634 101 3.6728 101 7.2746 101 1.3504 102

Table 5.7: Condition numbers for AR
r , slope function applied torque, Maxwell model

(ψ < 0), (1%,5%) error, future constant regularization.

The effect of the regularization parameter in the future-constant algorithm is illus-

trated in Figure 5.18 for the ramp function described in Section 2.4.2. The unregular-

ized case using simple collocation is similar to that for the slope function, being highly

oscillatory in nature and of little practical use. Somewhat surprisingly, the future-

constant algorithm is more effective at obtaining an accurate solution than with the

slope function. A value of the regularization parameter of r = 8 provides quite a rea-

sonable solution over the whole domain of solution.
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Figure 5.18: Numerical solution: ramp function, Maxwell model (ψ < 0), (1%,5%)
error, future-constant regularization.
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IV. FUTURE POLYNOMIAL REGULARIZATION

The second regularization method utilized for this problem is a generalization of the

future-constant algorithm, where the solution is held constant on the small future inter-

val [t, t + (r− 1)h], to the case where the solution is approximated by a polynomial of

low degree on that interval. A brief description of the implementation of the method

is given here, but the original paper [18] should be consulted for the full detail and

convergence analysis. The motivation for using a polynomial rather than a constant

value for the future interval is due to the fact that the future-constant algorithm tends

to oversmooth regularized solutions, as has been noted for the steeper part of the re-

laxation modulus solution curve in the preceding experiments due to the amount of

rigidity which is imposed on the solution.

Let d ≥ 0 and r ≥ d + 2 be integers. Assuming the solution has been obtained up

to ti−1, the collocation parameters c1, . . . , ci−1 will already have been determined, the

problem is to find ci ∈ R such that ci = pi,r,d(ti) where the polynomial p ∈ Pd, the

space of polynomials of degree at most d, is defined

pi,r,d(t) =
d

∑
j=0

1
hj bi,j(t− ti−1)

j (5-42)

and bi,0, . . . , bi,d ∈ R. The algorithm is formulated in a least squares setting using the

piecewise collocation discretization described in Section 5.1.4, the function pi,r,d being

determined as

pi,r,d = arg min
p∈Pd

Ji,r,d(p) (5-43)

where

Ji,r,d(p) =
r−1

∑
l=0

[(
i−1

∑
j=1

cj∆i+l−j+1

)
+

l

∑
m=0

p(ti+m)∆l−m+1 − fi+l

]2

(5-44)

Noting that advancing the solution slightly forward in time, pi,r,d(ti+m) = ∑d
j=0 bi,j(m+

1)j, the necessary conditions for minimization are given by

KTKbi = KT

(
f i,r −

i−1

∑
j=1

cjvi+1−j,r

)
(5-45)

where

bi = (bi,0, bi,1, . . . , bi,d)
T (5-46a)

vl,r = (∆l, ∆l+1, . . . , ∆l+r−1)
T (5-46b)

f l,r = ( fl, fl+1, . . . , fl+r−1)
T (5-46c)
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and the r× (d + 1) matrix K is defined by

K =




∆1 ∆1 . . . ∆1

∆1 + ∆2 2∆1 + ∆2 . . . 2d∆1 + ∆2

∆2 + . . . + ∆r r∆1 + . . . + ∆r . . . rd∆1 + . . . + ∆r


 (5-47)

This matrix can be decomposed into a product of a lower-triangular Toeplitz matrix L,

which has an inverse if ∆1 6= 0, and a Vandermonde matrix V, which is by definition of

full rank, so therefore KTK is invertible and the polynomial coefficients can be found

from

bi = K+

(
f i,r −

i−1

∑
j=1

cjvi+1−j,r

)
(5-48)

where K+ = (KTK)−1KT is the (Moore-Penrose) pseudo-inverse. Now, setting ci =

pi,r,d(ti), i.e.

ci =
d

∑
j=0

1
hj bi,j(ti − ti−1)

j

= bT
i (1, . . . , 1)T

=

(
fi,r −

i−1

∑
j=1

cjvi+1−j,r

)T

(KT)+(1, . . . , 1)T (5-49)

and using the identity (K+)T = (KT)+, the ci’s can be obtained by the equation

i−1

∑
j=1

cjvT
i+1−j,r(K

T)+(1, . . . , 1)T + ci = f T
i,r(K

T)+(1, . . . , 1)T. (5-50)

This is equivalent to solving the matrix equation

[
Ã+ α̃I

]
c = f̃ (5-51)

where c = (c1, . . . , cR)
T is the solution vector and I is the R× R identity matrix. Note

that this is the discrete form of a Volterra integral equation of the second kind for which

a stable solution exists. Since α̃ = 1− ∆̃1, (5-51) becomes



1 0 . . . 0

∆̃2 1 . . . ...
...

... . . . 0
∆̃R ∆̃R−1 . . . 1







c1

c2
...

cR



=




f̃1

f̃2
...
f̃R




(5-52)
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with the parameters

∆̃i =
r

∑
l=1

τl∆i+l−1 =
r

∑
l=1

[τlχ(ti+l−1)− χ(ti+l−2)] (5-53a)

f̃i =
r

∑
l=1

τl fi+l−1, i = 1, . . . , R (5-53b)

and τi is the i−th row sum of the (Moore-Penrose) pseudo-inverse of the matrix KT, i.e.

τi =
d+1

∑
j=1

[(
KT
)+]

i,j
, i = 1, . . . , r. (5-54)

Hence, the regularization method results in a lower-triangular matrix Toeplitz matrix

system which preserves the causal structure of the original Volterra integral equation

and can be solved easily by forward substitution. This algorithm is more resource

intensive than the future-constant algorithm, particularly in the calculation of the

pseudo-inverse, but should still be practicable for near real-time solution. Note that

when r ≤ d + 1, the algorithm reduces to simple collocation.

The numerical experiments performed for the future-constant regularization algo-

rithm are now repeated for the more general future-polynomial method and a com-

parison of the effectiveness at obtaining an accurate solution is made for a selection of

values for the regularization parameters, the future interval length r and polynomial

degree d.

5.4.1 Delta function

The least ill-posed class of functions for the applied torque, which the delta function

function belongs to, require little in the way of regularization to obtain a stable solu-

tion. In Figure 5.19, the effect of the choice of polynomial degree d on the solution,

G(t), is illustrated. The number of grid-points is taken to be R = 100 and the relative

error in the platen displacement and data functions are taken to be 1% and 5%, respec-

tively. The unregularized case (r = 0) is included first for comparison and verifies that

regularization is actually necessary. For small values of d = 0, 1, 2, the value of the

regularization parameter r was varied to determine the optimal value, the solution for

which is plotted in the remaining three subfigures. Taking a value for the polynomial

degree of d = 0, which corresponds to the future-constant algorithm, the optimal value

for the future interval is r = 3 which represents a compromise between supression of

the spurious oscillations seen in the unregularized case and over-regularization which

flattens the curve excessively for higher values of r.
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Figure 5.19: Numerical solution: delta function, Maxwell model (ψ < 0), (1%,5%)
error, future-polynomial regularization method.

Increasing the polynomial degree to d = 1, the solution is now assumed to be con-

strained to be a linear function of time on the future interval [t, t + (r− 1)h]. A much

higher value of r = 9 can be used without over-smoothing the solution in this case

and in general it can be seen that the solution is slightly more accurate than the future-

constant case d = 0. Increasing the polynomial degree to d = 2 improves the solution

further, providing the best approximation to the true solution in the steep section of

the curve near t = 0, the optimal value for the future interval being higher than for

the other cases with r = 16. For R = 100, or 10 data points per second this only

corresponds to an extension of 1.6s to the experiment however.

As another example of a 1-smoothing problem, the applied torque which corre-

sponds to χ̇(t) = G(t) is used to determine the relaxation modulus in Figure 5.20.

The solution is obtained by differentiation of the platen displacement data and the de-

gree of ill-posedness is therefore equivalent to the 1-smoothing problem. All forms of

the regularization algorithm for d = 0, 1, 2 produce reasonable solutions, although the

future-constant algorithm performs slightly less effectively near t = 0. Note that with

each integer increase in the polynomial degree, the number of future intervals required
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to obtain an optimal stable solution is approximately doubled.
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Figure 5.20: Numerical solution: relaxation modulus (such that G = χ̇) torque,
Maxwell model (ψ < 0), (1%,5%) error, future-polynomial regularization method.

5.4.2 Step and box functions

The effect of regularization for the two-smoothing case is illustrated in Figure 5.21 for

the step function and in Figure 5.22 for the box function. For all values of d = 0, 1, 2 a

higher value of the regularization parameter r is required to stabilize the solution rel-

ative to the 1-smoothing case. In both cases, the unregularized solution is completely

inadequate for determining the relaxation modulus. For the step function, r = 10 is

necessary when d = 0, providing an accurate solution for longer time values, but over-

regularizing slightly on shorter timescales. Much better performance is attained near

t = 0 for the linear and quadratic polynomial cases, but the flatter part of the curve is

approximated less accurately than for the future-constant case d = 0. The box function

appears to be slightly more stable, requiring lower values of r to obtain better results

than the step function. For r = 24 and d = 2 an accurate solution can be obtained using

the prescribed data.
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Figure 5.21: Numerical solution: step function torque, Maxwell model (ψ < 0),
(1%,5%) error, future-polynomial regularization method.

5.4.3 Ramp function

The most ill-posed class of 3-smoothing problems is represented in Figure 5.23 by the

ramp function applied torque. As expected, the unregularized case r = 1 is highly

oscillatory and regularization is required to obtain meaningful results. Somewhat sur-

prisingly, the future-constant algorithm produces a reasonable solution for a relatively

low value of r = 3. Accuracy is improved by increasing the polynomial degree to

d = 1 and the future interval to r = 15 and a further improvement is observed for the

quadratic case with r = 21 future intervals.
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Figure 5.22: Numerical solution: box function applied torque, Maxwell model (ψ < 0),
(1%,5%) error, future-polynomial regularization method.
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Figure 5.23: Numerical solution: ramp function applied torque, Maxwell model (ψ <
0), (1%,5%) error, future-polynomial regularization method.
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V. SUMMARY

In this chapter the issues concerning numerical solution of the governing equation in

the form of a Volterra integral equation of the first kind have been investigated. A

choice of simple discretization methods are available for this type of equation, these

being more stable than the more complex higher-order methods which can be devised.

In the examples, the piecewise constant collocation method was used, both in isola-

tion and paired with one of two regularization methods of the predictor-corrector type

which preserve the characteristic causal property of the Volterra equation, to obtain

the most stable and accurate solution possible for each of the applied torque functions

introduced previously. The functions are classified according to the ν-smoothing def-

inition in Chapter 4, so the delta function belongs to the 1-smoothing class, the step

and box functions to the 2-smoothing class and the slope and ramp functions to the

3-smoothing class.

Using collocation alone, reasonable solutions can be obtained for the 1-smoothing

and 2-smoothing cases when exact data is used. However, in the presence of noisy data

for the platen displacement and derived data functions a stable solution can not be ob-

tained in general for every choice of step-size. For 1-smoothing problems, varying the

step-size can result in a reasonable solution, although this often results in an unaccept-

ably coarse grid. The 2-smoothing problem cannot be satisfactorily stabilized by this

method alone and additional regularization is required. The most ill-posed problem

considered here is the 3-smoothing problem, which in this case is highly unstable even

using exact data.

The two examples of a predictor-corrector type regularization method imple-

mented here were found to be effective in determining a stable solution for all of the

applied torque functions considered here. Acceptable results can even be achieved

for 3-smoothing problems, but in general it is desirable to choose an applied torque

which minimizes the ill-posedness of the problem, i.e a 1-smoothing or 2-smoothing

problem. The future-constant method implemented first regularizes the problem by

holding the solution constant on (r − 1) future intervals. For the delta function, only

a small amount of future information is required, corresponding to r = 3 for the best

solution. As the degree of ill-posedness increases, a large value for r is required to

stabilize the solution. For the 2-smoothing kernels pertaining to the step and box func-

tions, a larger value of r is required to stabilize the solution, typically r = 7 or r = 8

provides the optimal solution. The most ill-posed 3-smoothing problem, the slope
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function applied torque requires a much longer future interval of r = 18 to obtain an

acceptable solution and even then the solution is not as accurate as for the 1- and 2-

smoothing cases. Somewhat unexpectedly, the ramp function only required r = 8 to

obtain a much better solution than for the slope function.

Although the algorithms described in [47] and [18] were only considered for noise

in the data function, it has been demonstrated here that they are effective at regular-

izing the problem when the kernel function is contaminated with noise additionally.

Perturbations in the kernel function often have the effect of increasing the condition

number of the matrix AR for this problem, leading to an even less well-conditioned

system and consequently an unstable solution. The regularization methods used here

stabilize the problem by reducing the condition number of AR to obtain a smooth solu-

tion, so it is intuitive that kernel noise can also be handled, although a larger value of

the regularization parameter is often required than the examples given in the papers.

It was noted in all cases that the future-constant algorithm tends to over-regularize

the steep section of curve where short relaxation times are dominant when the value

of r is increased beyond an optimal value, although good performance is generally

obtained in the flatter part of curve dominated by longer relaxation times for large r

values. This was the motivation for trying the future-polynomial regularization algo-

rithm of [18], whereby the solution is assumed to be a d-th degree polynomial rather

than a constant on the future interval. The future-polynomial algorithm for d = 1, 2

was compared with the future-constant algorithm (d = 0) and in all examples it was

found to approximate the solution much more accurately near t = 0. For higher poly-

nomial degrees, the optimal value of r increases, requiring the use of more future infor-

mation. In general d = 2 produced the most accurate results, although in some cases

the future-constant algorithm handles the more rigid part of the curve near the end of

the solution interval. It may be advantageous to solve the equation for both d = 0 and

d = 2 and combine the results using the latter for shorter timescales and the former for

longer timescales.

In agreement with the conclusions of Chapter 4, the best applied torque in terms of

stability is the delta function and other functions belonging to the 1-smoothing class

of problems. The experiments in this chapter suggest that reasonable solutions for the

relaxation modulus may be obtained for applied torques corresponding to general ν-

smoothing problems provided ν is not too large. However, the best results will always

be obtained by choosing ν as small as possible.

As an addendum, a few alternative methods are mentioned which may be suitable



5.5 SUMMARY 190

for this problem, although the predictor-corrector methods used here appear to be per-

fectly adequate. Firstly, analogously to the method of obtaining an exact solution in

Chapter 2, the Laplace transform could be discretized to provide a solution. The for-

ward Laplace transform is well-posed w.r.t. perturbations in the data and can be found

without too much difficulty, the ill-posedness of the problem lying in the inversion of

the transform equation. Various regularization procedures may be found in the liter-

ature for the inverse Laplace transform and a Fortran program known as Contin 1 is

available which has been used successfully for some rheological interconversion prob-

lems. Another form of the predictor-corrector algorithm by the same author which

involves using Tikhonov regularization sequentially using a prescribed amount of fu-

ture information can be found in [45],[55],[48],[49],[53].

1Contin: http://s-provencher.com/pages/contin.shtml

http://s-provencher.com/pages/contin.shtml
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In this final chapter, matters pertaining to the design of an experimental investigation

are considered. Questions concerning the choice of applied torque to use in order to

characterize a linear viscoelastic material, the choice of instrumental setup to produce

the most stable data and the numerical interpretation of the data thus acquired are

discussed. The second part of the chapter contains a detailed summary of the results

presented in the preceding chapters of the thesis and concluding remarks.

I. EXPERIMENTAL DESIGN

6.1.1 Standard Procedure

The standard procedure, as discussed in Chapter 1, for obtaining the linear viscoelastic

functions is to apply a sinusoidally varying applied torque, or strain, and observe the

response of the part of the rheometer that undergoes the resulting motion. Taking a

fairly modern instrument such as the TA Instruments AR2000 as an example, there are

a number of steps involved in performing an experiment to determine the character-

istic material functions. The principal consideration when performing an experiment

to determine the material functions is to ensure that the applied stress is chosen such

that the displacement response is sufficiently small to ensure that the linear assump-

tion is valid. The limit beyond which the behaviour of the material is non-linear de-

pends upon the specific material under investigation and can only be determined by

experimentation. Where sinusoidal stress profiles are concerned, the first step would

be to perform a “stress sweep”, where a fixed frequency waveform is applied to the

same material which is under investigation, for a range of amplitudes. Solution for

the complex modulus will then demonstrate the range of stresses that can be utilized,

each giving the same solution for the complex modulus. If the linear viscoelastic limit

is exceeded, a plot of G′ or G′′ as a function of stress will reveal a departure from a

horizontal line. This will need to be repeated for several frequencies representing the

range of frequencies for which the solution is desired for the most accurate results,

consequently adding considerable time to the duration of the experiment. This step is

generally necessary however; if it is omitted there is essentially no way of determin-

ing whether the solution obtained conforms to the linear viscoelastic assumption and

therefore may be inaccurate. The main body of the experiment can take place once the

stress amplitudes have been selected by performing a “frequency sweep”, whereby the

sinusoidal stress is applied over a specified range of frequencies for which the complex

modulus is desired.
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Calibration of the instrumental setup also comprises an important step before any

measurements can take place. Firstly, the gap between the two plates must be de-

termined accurately by establishing a zero reference point for which the plates are in

direct contact. The TA Instruments AR2000 rheometer possesses a fixed lower platen,

which has Peltier apparatus for controlling the temperature of the sample and is much

larger in diameter than the upper platen, which is part of the rotating assembly of the

rheometer used to apply the specified torque or strain and provide measurement of the

required variable. It has been assumed throughout that the damping factor, d, in the

governing equations for the parallel plate geometry is small enough to be negligible.

However, it requires only a minor modification to incorporate this into the analysis

should it be considered necessary, by the addition of a term dχ̇(t) in the data func-

tion. The air bearings used on modern rheometers typically produce frictive torques

of ≤ 1 10−11 Nm, so it can safely be assumed that d ≈ 0. A side-effect of the use of air

bearings is that there frequently exists a small rotational torque due to the air current

which must be compensated for by an auxiliary jet of air or a small bias current in the

drive. Another disadvantage is the relative delicacy of the structure which in some

cases necessitates the use of a clamp while loading or removing samples to prevent

damage. The damping factor is typically determined automatically by the rheometer

during the initial calibration step along with the determination of the inertia of the ro-

tating assembly. This step must be performed after the geometry has been chosen and

is dependent upon the density of the material used in the manufacture of the platen

and also the diameter.

The use of applied torque profiles of types other than a fixed frequency sinusoidal

waveform is only partially implemented in current rheometers. Many instruments, in-

cluding the TA Instruments AR2000, have the facility to apply a torque consisting of a

small number of superimposed frequencies with specified amplitudes and built-in ca-

pabilities for obtaining the complex modulus at the relevant frequencies via use of the

discrete Fourier transform. The problems concerning the choice of the individual stress

amplitudes has been discussed in Section 1.1 subject to the linear constraint and the

sensitivity of the instrument sensors. The use of completely arbitrary applied torque

profiles requires the modification of current rheometers and can not be considered to

be currently mainstream. The TA Instruments AR2000 at Aberystwyth University pos-

sesses a specially written software application known as “Torque Table” which allows

the application of a discrete torque signal in the form of a tabular data file, the strain

data being written to a separate file for corresponding time points. The first step to
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take in any experimental investigation involving non-standard procedure is to verify

whether the use of a sinusoidal waveform produces the same results as those deter-

mined automatically by the rheometer software. A concise experimental investigation

to this purpose was carried out in [8], however a slight discrepancy was experienced

between the data produced by the rheometer software and that obtained by applying

a fixed frequency sinusoidal waveform using the software modification, the deviation

being more pronounced for higher frequencies. The damping factor was excluded

from the analysis and may partially account for the discrepancy, but the more likely

explanation may lie with the approach the machine takes to data acquisition. Many

rheometers use alternating data acquisition, the stress being measured at the time ex-

pected and the strain being measured at a time offset by an amount equal to half the

sampling time. Thus, for higher frequencies this would result in an apparently more

significant time shift than for lower frequencies. This is one of the problems which

must be overcome when performing experiments with non-standard torque or strain

profiles. The alternative is a simultaneous acquisition method, where the stress and

strain are measured at exactly the same point in time - in this case no compensation is

necessary.

The effect of fluid inertia was considered to be negligible in the analysis and this is a

reasonable assumption for viscoelastic fluids in general. However, for torques that pro-

duce sudden changes in the fluid velocity, or fluids that possess a very low viscosity,

it may be worthwhile investigating whether fluid inertia is a significant factor. Mea-

surements in the linear viscoelastic region generally involve small displacements and

gradients, therefore the incorporation of fluid inertia into the theory is less important

than for non-linear measurements such as steady-shear with the cone and plate geom-

etry. When fluid inertia is taken into account, the solution of the governing equations

is no longer trivial, and involves determination of a correction term to the standard

solution where the fluid inertia term is assumed to be zero. An example of the imple-

mentation of a model incorporating fluid inertia for small amplitude oscillatory shear

may be found in [96].

The considerations pertaining to the design of a stress-controlled experiment to

determine the linear viscoelastic functions are now discussed.

6.1.2 Choice of Applied Torque

The wide variety of functions which are suitable for use as applied torques have been

grouped into classes of functions in terms of optimality with respect to numerical sta-
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bility, as defined using the ν-smoothing classification in Section 4 and examples were

used for simulation of the displacement response in Chapter 2. Using the method out-

lined in this dissertation, practically any function which can be physically applied on a

rheometer can be used in an experiment to determine the relaxation modulus, although

the stability of the solution process will be determined by the particular choice of func-

tion. Applied torques which produce more ill-posed problems require a greater degree

of regularization to produce a reasonable solution in the time domain and there is no

guarantee that a stable solution can be found, therefore it is always desirable to use a

torque profile which minimizes the ill-posedness of the problem. From a purely theo-

retical perspective, it was shown that the optimal form for the applied torque would be

the 1-smoothing case, of which the canonical form is the delta function. In Section 3.1.1

it was shown that the 1-smoothing case requires a step discontinuity in the platen an-

gular velocity and that the applied torque must contain a delta function. However,

it is arguable whether an infinitely large force applied over an infinitesimal time can

ever be realistically reproduced in an experimental situation. The actual torque applied

would resemble a narrow box function, limited in width by the sampling time of the

experiment, but the box function was shown to correspond to a 2-smoothing problem

and hence does not share the optimal properties of the delta function.

Incorporating practical considerations into the argument, the best or optimal choice

for the applied torque function must be the 2-smoothing problem, the canonical case

for which is the box function. Although it is reasonable to simulate experiments for

the step function, which takes the value C0 for all values of time t > 0, since any

experiment will be of finite duration T the actual torque will take the form of a box

function. In fact, this implies that all applied torques must be compact functions de-

fined on [0, T]. Thus, in the absence of a posteriori information pertaining to instrumen-

tal output, the optimal form for the applied torque would be the box function. In a

stress-controlled framework it is reasonable to assume that step changes in the torque

can be applied, whereas for strain-controlled experiments it is difficult to achieve an

accurate step change due to the inertia of the rotating instrument assembly. Since the

ill-posedness of the problem is related to the rapidity with which the kernel function

χ̇(t) increases near t = 0, the more ponderous growth in the strain actually represent-

ing a step increase will result in decreased stability in the solution. This is a further

example of the advantages of stress-controlled over strain-controlled measurements.

Since there is a predilection for analysis in the frequency domain to obtain the stor-

age and loss moduli, further constraints on the applied torque function can be em-
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ployed from experimental considerations. In both the time and frequency domains, it

is desirable to maintain the magnitude of the measured platen displacement in the re-

gion bounded above by the linear viscoelastic limit beyond which the governing equa-

tions are no longer valid, and below by the smallest strain values that the instrument

sensors can reliably measure to an acceptable degree of accuracy. In the frequency do-

main this infers that all of the frequency components for which the complex modulus

solution is required must have displacements large enough to be measured accurately.

As mentioned in Section 1.1, the optimal form the applied torque where a frequency

domain analysis is concerned was stated in [58] to be the sinc function, whose Fourier

transform is the box function and thus contains equal amplitudes for all frequencies in

a specified range. This definition is compatible with the smoothing definition utilized

here, since the sinc function as an applied torque, when taken on the interval [0, T],

is also a member of the class of functions corresponding to the 2-smoothing problem.

Should the complex modulus only be required at a small number of discrete frequen-

cies, the Fourier transform should consist of several sharp spikes at the frequencies of

interest or equivalently a combination of superimposed sinusoidal waveforms at the

relevant frequencies as described in [35].

The next step in designing an experimental investigation would be to determine

the magnitude of the applied torque, C0, the best choice being suitably large that the

platen displacement is measured in the most accurate range of the instrument sensor.

However, the displacement must be sufficiently small such that the linear viscoelastic

limit is adhered to, otherwise the governing equations can no longer be considered to

be valid. Unfortunately, there is no theoretical means for calculating the maximum

displacement which the material can be subjected to whilst still adhering to the linear

viscoelastic regime, so only an empirical approximation can be obtained for the limit-

ing value by trying a selection of applied torque magnitudes. If the values lie within

linear viscoelastic range, the torque and displacement will exhibit a directly propor-

tional relationship and hence indistinguishable solutions for the relaxation modulus

or complex modulus will be obtained. When the applied torque is increased beyond

the linear limit, the solution obtained will begin to depart from the true solution. The

torque magnitude should also be chosen to ensure that the displacements are ade-

quately large to be measured with acceptable accuracy over the entire experimental

time, otherwise particular parts of the curve may be subject to noise, which in the case

of solution in the time domain may propagate to the solution function at subsequent

time-steps.
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The final design choice, assuming that the box function is to be used as an applied

torque function, is concerned with the relative values of the experimental time T and

the cut-off time t1, after which the torque is zero. The options are to take the cut-off time

to be equal to the experimental time, in which case the torque is non-zero for the whole

duration of the experiment, or to take the cut-off time to be less than the experimental

time. In the latter case it is possible that the platen displacement may become zero or

too small to measure with any degree of accuracy before the end of the experiment at

t = T. This corresponds to a small value for the data function f (t) for the latter part of

the experiment, since the platen displacement tends to a linear function and the second

derivative tends to zero. Theoretically, there does not appear to be an optimal value for

the cut-off time relative to the experimental time, leaving only an empirical approach

to determining which option provides the best quality data.

As a case study, the single-mode Maxwell model is taken to represent the mate-

rial subjected to an applied torque in the form of a box function, as described in Sec-

tion 2.3.2. The material parameters are taken to be g = 1 and λ = 1, and the instru-

mental parameters kI = 0.1, the torque magnitude being C0 = 1. The cut-off time has

been varied to take the values {0.01, 0.1, 0.5, 1, 2, 4, 8, 10} in seconds, where the exper-

imental time T = 10 seconds. Noise is added to the data by the method described in

Section 5.3, with levels of 1% in the kernel function χ̇(t) and 5% in the data function

f (t). The simple collocation method, without any form of regularization as described

in Section 5.1.4, is first used to gain an idea of the inherent degree of stability involved

in the solution for each of the values for the cut-off time. The condition numbers for the

linear system of equations are shown in Table 6.1 for each of the cut-off times specified,

both for exact and noisy data. It can clearly be seen that in the case of exact data the

condition number of the matrix increases with increasing cut-off time, and is distinctly

smaller for the shortest cut-off time than any of the others, probably due to the simi-

larity to the optimal delta function torque. For the noisy data, the shortest cut-off time

again has a distinctly smaller condition number and hence represents the most stable,

well-conditioned system of equations. The case where the cut-off time coincides with

the experimental time is clearly the most poorly-conditioned example.

It is apparent that solely in terms of stability, it is best to choose the cut-off time

as short as possible in relation to the experimental time. However, there are further

experimental considerations to take into account concerning the accuracy with which

the resulting platen displacement can be measured. The solutions obtained for noisy

data using the box function with variable cut-off time are shown in Figure 6.1 using
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the future-polynomial regularization method described in the previous chapter. It can

be seen that the best results are obtained in the range t1 = 0.5 to t1 = 2 seconds, with

the solution being perceptibly worse for the case where the cut-off and experimen-

tal times coincide. The best solution is for the shortest cut-off time, but it should be

noted that the platen displacement suffers from rapid diminution relatively early in

the course of the experiment, therefore the displacements may be too small to measure

with sufficient accuracy towards the end of the experiment and could be contaminated

with noise of a magnitude potentially larger than that simulated here. It was noted

in [97] that the data produced by free oscillations, which are essentially the response

being observed in this case after the cessation of the applied torque, are generally not

as accurate as those produced by forced oscillations for this very reason. The rate of

decay depends on the real part of the complex root of (2-95) for an N-mode Maxwell

fluid, and since this may be considerably smaller than the longest relaxation times,

the platen displacement may be essentially zero for much of the latter parts of the ex-

periment if the cut-off time is too short. For the Maxwell model, the rate of decay of

the oscillations is equal to half the reciprocal of the relaxation time, hence the effect of

small platen displacements is less obvious than for models with a widely distributed

relaxation spectrum.

The best choice of applied torque appears to be one that allows free oscillations

to occur after the cut-off time and before the end of the experiment, whereby making

use of all the time-varying displacement data. For materials with widely-spaced and

long relaxation times, it may be necessary to apply a sequence of box functions such

that the longer end of the relaxation spectrum is probed, since the oscillations may de-

cay to diminutive levels too rapidly to allow these relaxation times and equivalently

the relaxation modulus for longer timescales to be resolved accurately. The relatively

poor performance of the case where the cut-off and experimental times are coincident

may be due to the fact that the data function, which depends on the term χ̈(t) be-

comes relatively small as the displacement tends to a linear function of time and is

thus contaminated with noise for the latter part of the experiment. When the torque

is removed, the same effect on the second derivative of χ(t) occurs, suggesting that

applied torques which produce non-zero values for χ̈(t) throughout the duration of

the experiment may be of more practical use.

A further consideration is the sampling rate, or number of data points to use. A

smaller number of time-steps will result in greater stability, since discretization has

a regularizing effect on the solution of the Volterra-1 equation, the regularization pa-
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(h) t1 = 10, r = 26, d = 2

Figure 6.1: Numerical solution: box function, Maxwell model (ψ < 0), (1%,5%) error,
variable cut-off time.
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t1 Exact data (1%,5%) error
0.01 2.845 101 2.504 102

0.1 4.992 103 8.283 1012

0.5 2.301 104 1.401 1010

1 3.627 105 4.801 1017

2 1.217 105 8.071 1011

4 1.141 105 4.025 1014

8 1.063 105 2.118 1040

10 8.577 104 6.815 1043

Table 6.1: Condition numbers for AR, box function applied torque, Maxwell model
(ψ < 0).

rameter being the step-size, but may result in an unacceptably coarse grid and solution.

Increasing the number of time-steps may result in better resolution of the solution, but

causes greater numerical instability and has a detrimental effect on the conditioning of

the matrix system which must be solved. As a compromise, the number of data points

has been taken to be 10 per second in these examples.

6.1.3 Instrumental Setup

The effect of changing the instrumental parameters relating to the experimental setup

may also have an effect on the quality of the data that may be obtained. The parameters

which can typically be varied are:

1. inertia of the rotating instrument assembly (I), depending upon the material and

dimensions of the interchangeable platen,

2. diameter of the platen (affects k and I), and

3. plate separation (affects k).

Note that the first two alterations require the experimental setup to be dismantled and

reset, but the plate separation can be altered without affecting the course of the experi-

ment. To investigate the effect of changing the instrumental parameters relative to the

material parameters, a Maxwell fluid with g = 1 and λ = 1 is considered when subject

to a box function applied torque with cut-off time t1 = 1 and the parameter kI is varied

such that the value of ψ as defined in Section 2.3.2 is either positive, zero or negative,

respectively.
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The condition numbers for the unregularized collocation discretization are shown

in Table 6.2 for each of the three cases and for error levels of (0%,0%), (0.5%,1%) and

(1%,5%) for the platen angular velocity and data function, respectively. Where exact

data is concerned, the conditioning of the matrix system is improved when ψ < 0, or

equivalently when the platen displacement exhibits oscillations rather than monotone

behaviour, although the advantage is not considerable.

The solutions obtained using the two regularization methods described in Sec-

tion 5.3 and Section 5.4 are plotted in Figure 6.2-Figure 6.7. For noise levels of 0.5%

in the platen angular velocity and 1% in the data function, Figure 6.2 shows the so-

lution for ψ < 0 for which the displacement has oscillations, Figure 6.4 shows the

solution for ψ = 0 and Figure 6.6 the case where ψ > 0. In accordance with the numer-

ical results in Chapter 5, in the absence of regularization the collocation method alone

is inadequate to produce a stable solution. The future-polynomial method with d = 0,

i.e. the future-constant method, requires a progressively larger amount of future infor-

mation to obtain a stable solution for ψ = 0 and ψ > 0 and the solution near t = 0 is

increasingly poorly reproduced. For d = 1, assuming a linear polynomial on the future

interval, similar behaviour is seen with the least degree of regularization required for

ψ = 0 and the solution near t = 0 becomes increasingly poor for ψ = 0 and ψ > 0.

The best solution is obtained in all cases with the quadratic polynomial specified on

the future interval (d = 2), although a larger amount of future information is required

for ψ = 0 and ψ > 0. Similar behaviour is observed when the error levels are increased

to 1% and 5% for the platen angular velocity and the data function, respectively. In all

cases, reasonable solutions can be obtained if the regularization paramater r is chosen

to be sufficiently large. Again, for d = 0 and d = 1, stable overall solutions can be

obtained at the expense of accuracy near t = 0 for the cases ψ = 0 and ψ > 0.

Since the most stable solution occurs when the platen displacement exhibits os-

cillations upon application and removal of the applied torque in the form of a box

function, it is desirable to choose the instrumental parameters such that oscillations

occur. Choosing a material for the platen with a lower density will have the effect of

decreasing the instrumental inertia, and increasing the platen diameter or decreasing

the plate separation will result in a smaller value for the parameter k. The parallel plate

geometry demonstrates a particular advantage here, since the plate separation can be

varied without dismantling the apparatus as would be required with the cone-plate

and concentric cylinder geometries.
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Exact data (0.5%,1%) error (1%,5%) error
ψ > 0 2.813 106 3.369 1043 2.9678 1043

ψ = 0 1.676 106 4.206 1044 2.0801 1044

ψ < 0 3.627 105 3.023 1034 1.028 1043

Table 6.2: Condition numbers for AR, box function applied torque (t1 = 1), Maxwell
model, collocation.
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Figure 6.2: Numerical solution: box function, Maxwell model (ψ < 0), (0.5%,1%) error,
future-polynomial regularization.

6.1.4 Data Processing

Subsequent to acquiring the experimental data for the torque and platen angular dis-

placement, the scheme for obtaining the desired linear viscoelastic function must be

decided upon. There are several options depending upon the nature of the applied

torque which has been utilized and the characteristic material function which the ex-

perimenter wishes to obtain.

The first choice is Fourier Transform Mechanical Spectroscopy (FTMS), which has

been discussed in detail in Section 1.1. In summary, the input and output signals are

decomposed using a discrete Fourier transform into Fourier series, which allows the
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Figure 6.3: Numerical solution: box function, Maxwell model (ψ < 0), (1%,5%) error,
future-polynomial regularization.

complex modulus to be obtained at each of the component frequencies as first used in

[35]. However, strictly speaking this is only valid for periodic functions, since the equa-

tion from which the complex modulus is derived is based upon the assumption that a

quasi-steady state has been reached. Where periodic functions are concerned, several

cycles can be applied to allow the transient component to become negligible, however

for non-periodic functions it is difficult to see how a steady state can be reached, since

the period of such functions is effectively infinite. Nonetheless, this technique has used

to produce reasonably accurate data for an applied torque in the form of a sinc function

in [58]. A potential workaround for this would be to evaluate the Fourier transforms

numerically in (2-35) to obtain the complex modulus accurately without the require-

ment for the existence of a steady state. The forward Fourier transform is well-posed,

therefore stable discretization schemes can exist for obtaining the complex modulus

by this method. The inversion of the integral transform is ill-posed, so regularization

would be required to obtain the relaxation modulus via the complex modulus, how-

ever it would be unlikely that this method would be used in light of the extensive

range of methods for converting the complex modulus to the relaxation modulus. An
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Figure 6.4: Numerical solution: box function, Maxwell model (ψ = 0), (0.5%,1%) error,
future-polynomial regularization.

approach of this type was employed in [60] using Carson-Laplace transforms.

Alternatively, the Laplace transforms in (2-42) could be evaluated numerically, then

inversion would be required to obtain the relaxation modulus. The forward transform

is a well-posed problem and should present few problems, however the inversion of

the Laplace transform is an ill-posed problem and a regularized inversion process will

be required to obtain the relaxation modulus. Various regularization procedures may

be found in the literature for the inverse Laplace transform and a Fortran program

known as Contin 1 is available which has been used successfully for some rheological

interconversion problems.

Possibly the most appropriate method for obtaining the relaxation modulus in this

context is to solve the Volterra integral equation of the first kind directly. Since equa-

tions of this type are ill-posed, as discussed in Section 4.2, discretization alone is insuf-

ficient to obtain a stable solution in the presence of experimental noise. In Section 5.2

a selection of regularization procedures which are suitable for Volterra integral equa-

tions were described, the most suitable being the so-called local regularization meth-

1Contin: http://s-provencher.com/pages/contin.shtml

http://s-provencher.com/pages/contin.shtml
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Figure 6.5: Numerical solution: box function, Maxwell model (ψ = 0), (1%,5%) error,
future-polynomial regularization.

ods, which allow solution of the equation almost in real-time should it be required.

The examples chosen in this thesis are the future-constant predictor-corrector

method of [47] and the more general future-polynomial regularization method found

in [18]. Variations on this theme can be found in the literature using Tikhonov reg-

ularization locally, but these two methods have been chosen due to the simplicity of

implementation and inexpensive computational demands which would imply their

suitability for direct implementation into the firmware of a potential future rheome-

ter. The methods were described in detail in Section 5.3 and numerical experiments

performed to verify the efficacy of the methods for this problem. The best results are

obtained using the future-polynomial method with a low degree polynomial repre-

senting the second regularization parameter d, typically d = 2 or d = 3 providing the

best compromise between rigidity and smoothing of the solution. These values typ-

ically produce better resolution of the solution curve near t = 0 and hence a better

estimate of G(0), but require a greater amount of future information to produce the

best results in general.

The length of the future interval used in the regularization process, represented by
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Figure 6.6: Numerical solution: box function, Maxwell model (ψ > 0), (0.5%,1%) error,
future-polynomial regularization.

the parameter r, needs to be chosen carefully to obtain a balance between suppression

of spurious oscillations in the solution and too much rigidity being imposed on the

solution. Unfortunately, there is no theoretical means for selecting the optimal value

for the regularization parameter, so various values need to be tried until the best value

is reached by visual comparison. Ideally, this would be performed automatically by

the rheometer software in near real-time, however a criterion for the selection of the

optimal value for the regularization parameter would be required first.



6.2 CONCLUSION 207

-0.2

0

0.2

0.4

0.6

0.8

1.0

0 2.0 4.0 6.0 8.0 10.0t

G
(t
)

(a) r = 1, d = 0

-0.2

0

0.2

0.4

0.6

0.8

1.0

0 2.0 4.0 6.0 8.0 10.0t

G
(t
)

(b) r = 12, d = 0

-0.2

0

0.2

0.4

0.6

0.8

1.0

0 2.0 4.0 6.0 8.0 10.0t

G
(t
)

(c) r = 28, d = 1

-0.2

0

0.2

0.4

0.6

0.8

1.0

0 2.0 4.0 6.0 8.0 10.0t

G
(t
)

(d) r = 44, d = 2

Figure 6.7: Numerical solution: box function, Maxwell model (ψ < 0), (1%,5%) error,
future-polynomial regularization.

II. CONCLUSION

The main question addressed in this discourse is concerned with the best or ‘optimal’

choice of function for the applied torque in a controlled stress experiment to determine

the linear viscoelastic properties of a material under investigation. A summary of the

main results, achievements and limitations of the investigation are now provided, fol-

lowed by a more in-depth discussion of the conclusions reached. The thesis is mainly

concerned with a theoretical study of the equations which govern the behaviour of a

stress-controlled rheometer when used to characterize a linear viscoelastic material.

The salient feature of the problem is that when the equation is solved to obtain the

relaxation modulus, it takes the form of a Volterra integral equation of the first kind,

which is known to be ill-posed. The “optimal” applied torque is defined in a theoretical

sense as the torque which minimizes the ill-posedness of the problem and thus allows

the solution to be obtained in the most stable manner. The smoothing definition of [18]

allows quantification of the degree of ill-posedness of the problem, whereby defining

certain classes of functions for the applied torque which produce similar degrees of sta-
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bility. Under this definition of optimality, the best choice for the applied torque would

be a delta function, but since it is arguable whether an actual stress of this form can be

reproduced experimentally, the best practical choice would be the box function. The

second part of the thesis is concerned with the determination of the relaxation mod-

ulus using regularization methods to obtain a stable solution. Two Volterra-specific

schemes are implemented - the future-constant predictor corrector method [47] and the

future-polynomial version [50], which allow determination of the relaxation modulus

almost in real-time and are demonstrated to be capable of obtaining a stable solution

for the relaxation modulus even in the presence of noisy data for appropriate choice

of the regularization parameter(s). The main advantage is the ability to determine the

solution from a single test almost as soon as the data has been measured, with suitable

experimental apparatus, and the requirement to wait for transient signals to decay and

a steady-state to be attained as for oscillatory tests is no longer necessary.

The governing equations for an experiment carried out using a stress-controlled

rheometer, or a strain-controlled rheometer - the same equation is applicable, are ex-

pressed most generally in the form of a first-order linear Volterra integro-differential

equation of convolution type in the platen angular velocity, χ̇(t), as given by (4-1). This

relates the measured strain (or torque) to the applied torque (or strain) through the re-

laxation modulus G(t), which fulfills the rôle of the kernel function within the integral

equation. However, the function which is desired to be obtained from experiment is

the relaxation modulus, thus a different approach is required to solve the equation to

yield the required equation. It was noted in Chapter 4 that, due to the commutativ-

ity property of the convolution integral, the equation can be rearranged to produce

the relaxation modulus as the solution, whereby changing the kernel function to be

the platen angular velocity. As a result of this rearrangement, the governing equation

takes the form of a Volterra integral equation of the first kind, which is known to be

ill-posed in the presence of perturbed data, or even using exact data in extreme cases

depending upon the nature of the kernel. Therefore, the solution process to obtain the

relaxation modulus, which is an inverse problem, is considerably more problematic

than solving the governing equation in its standard form; this would yield the strain

or stress in terms of an already known relaxation modulus and is hence of little use for

this problem.

Thus, from at least from a theoretical perspective, the optimal form for the applied

torque in a controlled-stress experiment can be defined as that which minimizes the

degree of ill-posedness of the problem in Volterra-1 form. Well-posedness in the sense
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of Hadamard depends on the existence, uniqueness and stability of a solution, and

since there exist proofs of the first two criteria, the difficulty lies with obtaining a stable

solution in the presence of perturbed or noisy data. This indicates that when the data

is perturbed slightly from the true value, the error in the solution may be arbitrarily

large. In general, the modus operandi for dealing with Volterra integral equations of the

first kind is to differentiate a sufficient number of times to transform the problem into

a Volterra integral equation of the second kind, which is a well-posed problem and

hence the solution depends continuously upon the data. The degree of ill-posedness

of a Volterra integral equation of the first kind can be quantified using the definition

of a ν-smoothing problem from [18], which essentially is a measure of the degree of

differentiation required to convert the problem into one involving a Volterra integral

equation of the second kind. If the n-th derivative of the kernel satisfies K(n)(t −
t′) = 0 for n ≥ 0, then further differentiation is required to obtain a Volterra integral

equation of the second kind. Since differentiation is an ill-posed problem, the higher

the order of differentiation necessary, the greater the degree of ill-posedness. Thus, the

1-smoothing problem, which corresponds to a step jump in the kernel χ̇(t) at t = 0,

is a class of functions for the applied torque which gives rise to the least degree of ill-

posedness for the problem. The 2-smoothing problem, corresponding to a step jump in

the derivative of the kernel, χ̈(t), represents the next least ill-posed class of functions,

and so on and so forth. Under this definition, an optimal form for the applied torque

would belong to the 1-smoothing class of functions.

It was noted in Section 3.1.1 that when the applied torque takes the form of the

derivative of a delta function, the corresponding angular displacement possesses a

step discontinuity at t = 0 and the resulting equation was shown in Chapter 4.1 to

be a Volterra integral equation of the second kind. Hence, from a purely theoretical

viewpoint, the optimal form for the applied torque would be the first derivative of

the delta function, but since this is a distribution rather than a function and not re-

producible physically it must be disallowed as a suitable form for the applied torque.

However, in Section 3.1.1 it was demonstrated that a step discontinuity can exist in

the first derivative of the platen angular displacement, provided the use of the delta

function is allowed; although this also is a distribution, it is often used to represent an

impulsive force in physical situations. This corresponds to the 1-smoothing problem

for the Volterra-1 equation, for which the delta function as an applied torque is taken to

be the canonical example. It was also shown in Section 3.1.1 that higher order deriva-

tives of the angular platen displacement can possess a step discontinuity at t = 0 and
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can be produced by physical forms for the applied torque which do not involve the

use of distributions. The 2-smoothing case corresponds to a step discontinuity in the

second derivative of the platen angular displacement at t = 0 and requires an applied

torque which also has a step discontinuity at the same point in time, the canonical case

being taken to be the Heaviside step function, or box function since any experiment

must be of finite duration. The 3-smoothing case can be typified by an applied torque

in the form of a slope or ramp function, which generates a step discontinuity in the

third derivative of the angular platen displacement.

A wide variety of functions can be regarded as suitable for use as an applied torque

in a controlled-stress experiment. In Chapter 2, a selection of functions were consid-

ered to represent some of the more common, and practical, of the functions as poten-

tial candidates. For each of the delta, box and ramp functions, which were taken to be

canonical examples of the 1-smoothing to 3-smoothing problems along with the sinu-

soidal function, the response of a stress-controlled rheometer was simulated through

the use of Laplace transform analysis, assuming the material has a known relaxation

modulus representing the single or N-mode Maxwell model. Firstly, the delta function

was considered as a representative of the class of 1-smoothing problems in Section 2.2.

In the case of the Maxwell model, the response is dependent upon the relative values

of the material parameters, λ and g, and the instrumental parameter kI. When the

instrumental parameter is large relative to the material parameters, the displacement

response takes the form of a monotone increasing function which tends to a constant

value as t tends to infinity, whereas a relatively small instrumental parameter in com-

parison to the material parameters will yield an oscillatory response with a monotone

decreasing exponential envelope, the exponent of which which can be expressed solely

in terms of the relaxation time. This is essentially the free oscillation experiment de-

scribed in [90, 97], where the attenuated oscillations were used to determine the com-

plex modulus over an appropriate range of frequencies. The extension to a general

N-mode Maxwell model results in much the same qualitative behaviour, with expo-

nentially decaying oscillations unless the instrumental parameter is very large. The

use of a delta function as an applied torque corresponds to a 1-smoothing problem us-

ing the definition of degree of ill-posedness above and is thus represents the optimal

choice from a purely theoretical perspective.

An applied torque in the form of a step function, as considered in Section 2.3, re-

sults in a response which consists of a linear increase in angular displacement with

a transient component superimposed. Since an experiment is of finite duration, the
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function will necessarily be in the form of a box function; the torque cut-off can be co-

incident with the end of the measurement period T, or lie somewhere in the interval

[0, T]. The transient component is essentially the displacement produced by a delta

function to within a multiplicative constant and exhibits the same monotone or oscil-

latory behaviour in an analogous fashion depending upon the relative values of the

instrumental and material parameters. If the cut-off time t1 occurs before the experi-

mental time T, then decaying or free oscillations are observed, which is essentially the

output produced from a delta function located at t = t1. The box function gives rise to

a 2-smoothing problem and therefore represents the next best choice from a theoretical

point of view after the delta function.

The slope (ramp) function, analyzed in Section 2.4, produces a platen displacement

which increases quadratically in time with a transient function superimposed; as for

the step function case the nature of this transient depends upon the relative values of

the instrumental and material parameters. If the cut-off time t1 occurs before the end of

the experiment at T, free oscillations are observed in a similar fashion to the response

to a delta function applied torque. The ramp function corresponds to a 3-smoothing

problem and consequently would represent a poor choice of applied torque function.

The response to an applied torque in the form of a sinusoidal function was also in-

vestigated in Section 2.5.1, but since this also corresponds to a 3-smoothing problem it

would be an illogical choice for the applied torque function when performing experi-

ments in the time domain, the considerable advantages of the steady-state assumption

in the frequency domain being lost.

The stability analysis in Section 4.3 attempts to derive bounds on the error in the

measured data which guarantees that a stable solution exists for the solution of the

Volterra integral equation of the first kind in (4-15). The general form for the analysis

is adapted from that used in [3], where bounds are derived for which stable inter-

conversion can occur between the relaxation modulus and the creep compliance of a

viscoelastic material. The interconversion equation is also a Volterra integral equation

of the first kind, although with a fixed data function t rather than the myriad options

which can exist for the data function in this problem. The approach taken here makes

the assumption that the solution exists and considers the effect of regular perturbations

in the measured data. The properties of the convolution integral norms and derivatives

of the convolution integrals are then used to establish bounds upon the supremum of

the perturbation in the solution for the relaxation modulus in terms of the suprema of

the perturbations in the measured platen angular velocity χ̇(t) and the data function
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f (t), which is calculated from the measured data and since it involves differentiation,

will be subject to a greater degree of noise than the raw data alone.

The bounds on the maximum permissible error in the measured data, denoted by

‖φ‖∞ for the platen angular velocity, reflect the measure of ill-posedness under the

smoothing definition in that the delta, box and ramp functions form a sequence of

increasing ill-posedness. For the delta function, the perturbation in the measured an-

gular velocity of the platen, φ(t), must satisfy the constraint that ‖φ‖1 must be strictly

less than a constant value which is proportional to the value kCδ and the L1-norm of

the data function, i.e. the absolute integral of the error in the measured data must be

sufficiently small. Similar conditions apply to the box function and other 2-smoothing

problems, except that the restriction on ‖φ‖1 is slightly tighter. For the 3-smoothing

problem concerning the ramp function, the bounds on the supremum of the perturba-

tion in the solution is much less tightly constrained, involving norms of the derivatives

of the perturbations in the measured data. These may assume arbitrarily large values

in the presence of noisy data and the result will be a large bound on the perturbation in

the relaxation modulus solution, manifest in a highly oscillatory solution which may

be arbitrarily far from the actual solution. It is also required that the L1-norm of the

derivative of the perturbation in the platen angular velocity ‖φ‖1 satisfies a specified

bound, which is unlikely in the presence of noisy data since perturbations in the data

are not necessarily differentiable. These results reinforce the conclusion that the best

choices for the applied torque function should be those corresponding to 1-smoothing

or perhaps 2-smoothing problems such as the delta or box functions, with more ill-

posed problems such as that arising from the use of the ramp function as an applied

torque being much less desirable in terms of stability of the solution.

The second part of the investigation is concerned with solving the governing equa-

tion for the relaxation modulus in Volterra-1 form in real-time, or near real-time, so that

the relaxation modulus can be obtained from a completely arbitrary applied torque al-

most as the strain data is acquired. The direct approach, without the use of any regu-

larization method, is demonstrably inadequate except for the least ill-posed case and

even then only with exact data, or at best with small noise levels. The 1-smoothing

and 2-smoothing problems can be solved without regularization for exact data, but the

2-smoothing case becomes highly oscillatory in the presence of even small amounts of

noise. The discretization method used here is the collocation method, using piecewise

constant functions with collocation occurring at each of the grid-points. The collo-

cation method is chosen owing to the simplicity of the implementation and also the
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fact that it can easily be combined with regularization methods of predictor-corrector

type which are implemented here. It is well known that the higher order quadrature

methods such as the trapezoidal, Gregory and Newton-Cotes integration rules are nu-

merically unstable for Volterra-1 problems [28] and therefore represent a poor choice

for this problem.

Volterra integral equations of the first kind generally require the use of regulariza-

tion to obtain a stable solution, as demonstrated in Section 5.3 for the solutions for

the relaxation modulus resulting from applied torques in the form of the delta, box

and ramp functions and using the collocation discretization method. The condition

numbers of the matrix in the resulting linear system of equations generally increases

considerably as the number of grid-points and the noise level increases, indicating that

the matrix is close to singularity and ill-conditioned. Discretization alone has a reg-

ularizing effect, the regularization parameter being the step-size. For less ill-posed

problems, increasing the step-size can often result in a stable solution, however as the

degree of ill-posedness increases, this method becomes increasingly ineffective and

sufficient stabilization may result in an unacceptably coarse grid. The 1-smoothing

problem associated with the delta function applied torque can be regularized by this

method even in the presence of moderately noisy data, but for the 2-smoothing box

function applied torque a stable solution cannot be obtained for similar noise levels

while maintaining a suitably fine grid. A more sophisticated regularization method is

required to obtain a stable solution for the relaxation modulus from a stress-controlled

experiment.

The range of regularization methods available for this problem was discussed in

Section 5.2 and although Tikhonov regularization is considered the standard approach

for many inverse problems, the most appropriate are those which preserve the causal

property of the Volterra integral, i.e. the solution at any point in time t depends only

upon the time which has already elapsed in [0, t]. This property allows the solution

to be obtained in real-time or nearly so, rather than waiting for the data on the whole

domain to be collated before processing can begin. The two regularization methods

chosen as examples for this problem, the future-constant method [47] and the future-

polynomial method [18], are examples of predictor-corrector regularization methods.

These two were chosen for the reasons that firstly, the methods are of Volterra type and

therefore preserve the causal nature of the Volterra integral equation such that the data

at the current time depends only on the data already collected and consequently allow

solution in near real-time. Secondly, the simplicity of the numerical implementation
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allows fast and efficient data processing which could in theory be carried out by a

suitably equipped rheometer.

The future-constant regularization method [47] as described in Section 5.3 obtains

a stable solution at time t ∈ [0, T] by holding the solution constant on a small future

interval [t, t + ∆r]. The resulting equation under this assumption is a Volterra inte-

gral equation of the second kind, which is stable with respect to perturbations in the

data. Once the solution has been obtained, i.e. the “predictor” step, the solution is

discarded on the future interval to leave the solution at the time t by a “corrector”

step. The regularization parameter is the length of the future interval r and controls

the balance between data resolution and smoothing. The future-constant method was

applied to the solution for the relaxation modulus using the delta, box and ramp func-

tions for the applied torque in Section 5.3.1,Section 5.3.2 and Section 5.3.3, respectively,

ranging from the use of exact data to high levels of noise in the simulated data. In

all cases, the regularization method was found to result in a decrease in the condition

number of the matrix arising from the discretization of the Volterra-1 equation, cor-

responding to an increase in stability of the solution and a less ill-conditioned matrix

system of equations. It was noted that the higher the value for the condition number

in the absence of regularization, the greater the reduction observed under the appli-

cation of the future-constant method. The best results were obtained using the delta

function applied torque, which is to be expected since the 1-smoothing problem rep-

resents the least ill-posed option, corresponding to the smallest value for the regu-

larization parameter. However, reasonable results were shown to be obtainable even

for the applied torque functions giving rise to the more ill-posed problems, provided

a sufficiently large value for the regularization parameter is selected. One particular

problem was noted with the use of this regularization method concerning the degree

of smoothing attainable, particular for the more ill-posed cases. The regularization

parameter must be chosen carefully to ensure a compromise between suppression of

the spurious oscillations which arises from the ill-posedness of the problem and over-

smoothing which results from excessive flattening of the curve when too large a value

for the regularization parameter is chosen. The solution near t = 0 suffers in particular,

although in general a larger value for the regularization parameters provides a better

approximation for the flatter part of the solution curve at longer timescales.

The future-polynomial regularization method [18] is essentially a generalization of

the future-constant method; instead of the solution being held constant on the small

future interval, it is assumed to take the form of a polynomial of degree d on that



6.2 CONCLUSION 215

interval, giving rise to an extra regularization parameter which controls the degree of

the polynomial utilized. A comparison was made in Section 5-42 between solutions

obtained using simple collocation (d = 0), the future-constant method (d = 1) and the

future-polynomial method with d = 1 and d = 2. It was demonstrated that better

results are obtainable using the future-polynomial method with d = 1 and even more

so with d = 2 than the future-constant method, although generally the higher the

value for d, the longer the future interval that is required to obtain the optimal solution

. The results are “better” in the sense that the solution near t = 0 suffers less from

over-smoothing and hence flattening of the curve in this region. More than acceptable

results were obtained using the future-polynomial method with d = 2 even in the most

ill-posed case considered - the 3-smoothing ramp function.

Finally, the matters pertaining to the design of an experimental investigation were

discussed in Section 6.1 using the results of the preceding chapters. Assuming the

availability of a rheometer which is capable of applying a completely arbitrary torque

chosen by the experimenter, discretized using a chosen sampling rate or time-step,

the steps concerning the choice of applied torque and subsequent treatment of the ac-

quired data were discussed. The fundamental choice of the optimal applied torque is

defined using the smoothing definition of Definition 4.2.1 combined with the stability

analysis in Section 4.3. The delta function would be the optimal choice for the ap-

plied torque, but due to the problems concerning experimental reproduction of such a

function, the most appropriate function representing the next best choice would be the

box function, although any applied torque corresponding to a 2-smoothing problem

would share the same basic advantages. A further option where the box functions is

concerned is the choice of the cut-off time, following which the torque becomes zero.

The basic options are to choose the cut-off time to coincide with the experimental time,

so that only forced platen displacements are measured, or at an intermediate time in

[0, T) whereby a mixture of forced and free platen displacements are observed. A sim-

ple empirical experiment using simulated data suggested that the most accurate and

stable solution for the relaxation modulus occurs when the cut-off time is chosen such

that free oscillations are permitted to occur before measurement ceases. A very short

cut-off time provides good stability and is desirable in a theoretical sense, but when

the diminutive platen displacements which result for much of the latter parts of the

experiment are considered, it is clear that such measurements will be contaminated

with significant noise. For materials with a very wide distribution of relaxation times

it was suggested that it may be worthwhile to apply a sequence of box functions for
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the torque, allowing the free oscillations to decay after each discrete box function.

A further consideration for the experimental setup was noted concerning the choice

of the instrumental parameters such as the inertia of the rotating assembly, platen sep-

aration and platen radius. It was noted in Section 2.2.2 and later in that section that

these parameters determine whether the platen displacement exhibits oscillations or a

monotone increasing function. The experiments with simulated data in Section 6.1.3

suggest that the case where oscillations occur is more stable than the case where the

platen displacement is monotone increasing, inferred from the relative condition num-

bers for the discretized system and the greater values for the regularization parameters

required to obtain a stable solution using the future-constant and future-polynomial

regularization methods.

6.2.1 Future Work

A number of areas of the research would benefit from further attention. First and fore-

most, an extensive experimental investigation of the theoretical techniques presented

here would be worthwhile to refine the experimental procedure for obtaining the re-

laxation modulus using the results and techniques presented in this thesis. Only the

theoretical framework has been investigated here, although initial experiments in [8]

using the “Torque Table” software showed reasonable agreement between simulated

and experimental results for the 2-mode Maxwell model representation of the A1 fluid.

A lengthy and in-depth investigation would be required, the time for which was not

available during the research period.

The potential use of adaptive torque profiles may be of some interest, should an

optimal form be defined in terms of the material parameters. The feasibility of obtain-

ing the relaxation modulus directly as the platen angular velocity was alluded to in

Theorem 3.1.2, but a theoretical justification would be required to verify whether this

is optimal. Such a result would require an iterative technique to obtain the desired

output. Alternatively, since the solution can be obtained almost in real-time using the

methods outlined here, the torque signal could be modified for the remainder of the

experiment using the data already obtained up to the current time to improve the ac-

curacy of the subsequent data.

The stability analysis in Section 4.3 was performed for the canonical cases within

each ν-smoothing class of applied torque functions. It may be desirable to carry out the

analysis for other functions within the 2-smoothing group of functions, should certain

functions within the classification exhibit a slight advantage in terms of stability. A
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particular example would be the sinc function, which is currently being considered as

a candidate for the optimal choice of applied torque [58].

Enhancements to the governing equations would also provide a useful line of in-

vestigation. Primarily, the incorporation of fluid inertia into the analysis may provide

greater insight into the stability of the solution, although it is only likely to prove sig-

nificant for very low viscosity fluids or applied torques involving very rapid displace-

ment gradients. A method for determination of the optimal value for the regulariza-

tion parameter would also be desirable, to minimize the degree of human intervention

involved in the solution process.
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APPENDIX A

Miscellaneous Identities

I. LAPLACE TRANSFORM IDENTITIES

Properties and identities for the Laplace transform which are made use of in the main

text. Sources of information: [70, 88, 100, 87, 94].

The Laplace transform is defined by

f̄ (s) =
∫ ∞

0
f (t) e−st dt (A-1)

when the integral exists. The Laplace transform variable is in general complex; the

Fourier transform can be obtained when the transform variable is pure imaginary.

1. Differentiation: The Laplace transform of the derivative of a function is obtained

by

L

{
d f
dt

}
= s f̄ (s)− f (0) (A-2)

The latter term is required for functions which are discontinuous at t = 0, but the limit

limt→0 f (t) = f (0) exists. The second-order derivative is given by

L

{
d2 f
dt2

}
= s2 f̄ (s)− s f (0)− f ′(0) (A-3)

and the general identity is

L

{
dn f
dtn

}
= sn f̄ (s)−

n−1

∑
i=1

sn+i−1 f (i)(0) (A-4)

2. Convolution: Convolution in the time domain corresponds to multiplication in

Laplace space. Two versions exist due to commutativity of the convolution integral

which can be shown by a simple change of variable.

L

{∫ t

0
f (t− t′)g(t′)dt′

}
= f̄ (s)ḡ(s) (A-5)

L

{∫ t

0
f (t′)g(t− t′)dt′

}
= f̄ (s)ḡ(s) (A-6)
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3. Real integration: The Laplace transform of the integral of a function on [0, t] is

determined by dividing the Laplace transform by the transform variable, s. Higher

order integrals are obtained by successive division by the transform variable.

L

{∫ t

0
f (t)dt

}
=

f̄ (s)
s

(A-7)

4. Initial value theorem: If the limit exists, the initial value theorem states that

lim
t→0

f (t) = lim
s→∞

f̄ (s). (A-8)

5. Final value theorem: The final value theorem states that

lim
t→∞

f (t) = lim
s→0

f̄ (s) (A-9)

if the limit exists.

6. Shift theorems: Translation of a function by an amount a in t-space corresponds to

multiplication by e−as in Laplace space. If a ∈ R, then

L { f (t− a)H(t− a)} = f̄ (s) e−as (A-10)

and conversely, if the function is shifted in Laplace space, this corresponds in the time

domain to

f̄ (s + a) = L
{

f (t) e−at} . (A-11)

A combination of a shift of amount a and multiplication by the Heaviside step function

located at t = b results in a more general expression In the case where b 6= a, then we

have

L { f (t− a)H(t− b)} = e−asL { f (t)H(t− (b− a))} . (A-12)

This is derived as follows

L { f (t− a)H(t− b)} =
∫ ∞

0
f (t− a) e−stH(t− b)dt

=
∫ ∞

b
f (t− a) e−st dt

=
∫ ∞

b−a
f (u) e−s(u+a) dt

= e−as
∫ ∞

0
f (u)H(u− c) e−us du, c = b− a

= e−asL { f (t)H(t− c)} (A-13)

If b = a, this result reduces to (A-10), as expected.



A.2 CONVOLUTION IDENTITIES 221

7. Periodicity theorem: If a function fr(t) is repeated n times, where fr(t) is known as

the repeat function, so that

f (t) =
n

∑
j=0

f (t− jT)H(t− jT) (A-14)

where T is the period, then the Laplace transform of f (t) is

f̄ (s) = f̄r(s)
n

∑
j=1

e−nTs (A-15)

where

f̄r(s) =
∫ T

0
f (t) e−st dt (A-16)

If n→ ∞, then it can be shown that

f̄ (s) =
f̄r(s)

1− e−Ts (A-17)

II. CONVOLUTION IDENTITIES

Identities used in the main text for the convolution integrals defined

f ∗ g =
∫ t

0
f (t− t′)g(t′)dt′ =

∫ t

0
f (t′)g(t′) (A-18)

and

f ∗ g ∗ h =
∫ t

0
f (t− t′)

∫ t′

0
g(t′ − t′′)h(t′′)dt′′ dt′ (A-19)

1. Differentiation: Differentiation of the convolution integral gives rise to the two

forms
d
dt

[ f ∗ g] = f (0)g(t) + ḟ ∗ g

= g(0) f (t) + f ∗ ġ (A-20)

and for second-order differentiation

d2

dt2 [ f ∗ g] = g(0)
d f
dt

+ f (0)
dg
dt

+ ḟ ∗ ġ. (A-21)

The corresponding results for the triple convolution are

d
dt

[ f ∗ g ∗ h] = f (0)g ∗ h + ḟ ∗ g ∗ h (A-22)

and

d2

dt2 [ f ∗ g ∗ h] = f (0)g(0)h(t) + f (0)ġ ∗ h + g(0) ḟ ∗ h + ḟ ∗ ġ ∗ h (A-23)
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2. Young’s inequality: Special case of Young’s inequality for Lp norms [105]

‖ f ∗ g‖r ≤ ‖ f ‖p‖g‖q (A-24)

where

p−1 + q−1 = r−1 + 1 (A-25)

Relatively loose bound, can be sharpened to

‖ f ∗ g‖r ≤ cp,q‖ f ‖p‖g‖q (A-26)

where the constant cp,q ≤ 1.

In the case where p = 1 and q = ∞, this gives rise to the identity

| f ∗ g| ≤ β‖ f ‖1‖g‖∞ (A-27)

where 0 < β ≤ 1, and for the triple convolution

| f ∗ g ∗ h| ≤ β‖ f ‖1‖g‖1‖h‖∞. (A-28)
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Simulated Data

I. RELAXATION SPECTRUM

Bimodal log-normal relaxation spectrum [36] used in simulation.

Table B-1: Bimodal log-normal relaxation spectrum data.

i gi λi i gi λi

1 0.0000947709 0.0010000000 51 0.0378212257 0.3351602651
2 0.0001483595 0.0011233240 52 0.0330278509 0.3764935807
3 0.0002291302 0.0012618569 53 0.0298559330 0.4229242874
4 0.0003491210 0.0014174742 54 0.0283173115 0.4750810162
5 0.0005248028 0.0015922828 55 0.0284162421 0.5336699231
6 0.0007782928 0.0017886495 56 0.0301524810 0.5994842503
7 0.0011387190 0.0020092330 57 0.0335210833 0.6734150658
8 0.0016436780 0.0022570197 58 0.0385089377 0.7564633276
9 0.0023406884 0.0025353645 59 0.0450884225 0.8497534359

10 0.0032884945 0.0028480359 60 0.0532089062 0.9545484567
11 0.0045580311 0.0031992671 61 0.0627870991 1.0722672220
12 0.0062328132 0.0035938137 62 0.0736974721 1.2045035400
13 0.0084084819 0.0040370173 63 0.0857640652 1.3530477750
14 0.0111912277 0.0045348785 64 0.0987549887 1.5199110830
15 0.0146948289 0.0050941380 65 0.1123807739 1.7073526470
16 0.0190361005 0.0057223677 66 0.1262974380 1.9179102620
17 0.0243286553 0.0064280731 67 0.1401147226 2.1544346900
18 0.0306750216 0.0072208090 68 0.1534094658 2.4201282650
19 0.0381573591 0.0081113083 69 0.1657435214 2.7185882430
20 0.0468272225 0.0091116276 70 0.1766851149 3.0538555090
21 0.0566950506 0.0102353102 71 0.1858320724 3.4304692860
22 0.0677202504 0.0114975700 72 0.1928350518 3.8535285940
23 0.0798028912 0.0129154967 73 0.1974187738 4.3287612810
24 0.0927780754 0.0145082878 74 0.1993993454 4.8626015800

Continued on next page
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i gi λi i gi λi

25 0.1064139984 0.0162975084 75 0.1986960638 5.4622772180
26 0.1204145148 0.0183073828 76 0.1953365731 6.1359072730
27 0.1344267216 0.0205651231 77 0.1894548624 6.8926121040
28 0.1480536384 0.0231012970 78 0.1812822686 7.7426368270
29 0.1608715738 0.0259502421 79 0.1711322969 8.6974900260
30 0.1724512508 0.0291505306 80 0.1593806289 9.7700995730
31 0.1823813006 0.0327454916 81 0.1464420824 10.9749876500
32 0.1902923707 0.0367837977 82 0.1327464752 12.3284673900
33 0.1958798997 0.0413201240 83 0.1187153308 13.8488637100
34 0.1989236150 0.0464158883 84 0.1047411418 15.5567614400
35 0.1993020284 0.0521400829 85 0.0911705289 17.4752840000
36 0.1970006197 0.0585702082 86 0.0782921669 19.6304065000
37 0.1921129690 0.0657933225 87 0.0663298195 22.0513074000
38 0.1848347566 0.0739072203 88 0.0554403520 24.7707635600
39 0.1754512214 0.0830217568 89 0.0457161661 27.8255940200
40 0.1643192730 0.0932603347 90 0.0371912079 31.2571585000
41 0.1518459123 0.1047615753 91 0.0298495251 35.1119173400
42 0.1384648964 0.1176811952 92 0.0236353057 39.4420605900
43 0.1246136406 0.1321941148 93 0.0184634001 44.3062145800
44 0.1107122018 0.1484968262 94 0.0142294723 49.7702356400
45 0.0971458605 0.1668100537 95 0.0108191357 55.9081018300
46 0.0842523478 0.1873817423 96 0.0081156442 62.8029144200
47 0.0723142410 0.2104904145 97 0.0060059275 70.5480231100
48 0.0615565005 0.2364489413 98 0.0043849418 79.2482898400
49 0.0521486380 0.2656087783 99 0.0031584517 89.0215085400
50 0.0442106055 0.2983647240 100 0.0022444570 100.0000000000



List of Symbols

Greek Letters

χ(t) Angular displacement of the rheometer platen

δ Phase angle in small amplitude oscillatory shear

δ(t) Delta function

δik Kronecker delta: takes the value 0 for i 6= k and unity for i = k

η Viscosity

η′(ω) Dynamic viscosity

ηi Viscosity of the i-th mode of the generalized Maxwell model, i = 1, . . . , N

η∗(ω) Complex viscosity

ε(t) Perturbation in the data function f (t)

γ(t) Perturbation in the relaxation modulus G(t)

Ω(t) Angular velocity of rheometer platen, Ω(t) = χ̇(t)

φ(t) Perturbation in the platen angular velocity Ω(t)

ρ Density

γ(t) Strain, measure of displacement

γ0 Strain amplitude

γ̇(t) Strain-rate or shear-rate

γ̇e(t) Strain-rate of the elastic component (spring) of a spring-dashpot model

representation

γ̇v(t) Strain-rate of the viscous component (dashpot) of a spring-dashpot model

representation
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σ0 Stress amplitude

σe(t) Stress contribution of the elastic component (spring) of a spring-dashpot

model representation

σv(t) Stress contribution of the viscous component (dashpot) of a spring-

dashpot model representation

σxy(t) Shear stress

ω Angular frequency, [rad s−1]

λexp Characteristic experimental time, see equation (1-22), page 21

λmat Characteristic material time, see equation (1-22), page 21

λ Relaxation time

λi Relaxation time of the i-th mode of the generalized Maxwell model, i =

1, . . . , N

τ Retardation time

Ψ Period of periodic applied torque

ψ Discriminant term for Maxwell model, see equation (2-71), page 52

Roman Letters

a Platen radius

A(k) Rivlin-Ericksen tensors, k = 1, 2, . . .

C(t) Applied torque on a stress controlled rheometer

C f (t) Torque exerted on the rheometer platen by the fluid

d Damping coefficient of rheometer

De Deborah number, see equation (1-22), page 21

g Rigidity modulus of an elastic material

G′′(ω) Loss modulus
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G′(ω) Storage modulus

G(t) Relaxation modulus, see equation (1-34), page 27

G0 Glassy modulus, limt→0 G(t)

G∞ Equilibrium modulus, limt→∞ G(t)

gi Elastic modulus of the i-th mode of the generalized Maxwell model, i =

1, . . . , N

h Platen separation

H(λ) Relaxation spectrum (or distribution of relaxation times)

H(t− t0) The Heaviside step function located at t = t0

I Moment of inertia of rotating rheometer assembly

J Spring compliance in a spring-dashpot model representation

J′′(ω) Loss compliance

J′(ω) Storage compliance

J(t) Creep compliance, see equation (1-37), page 28

J0 Instantaneous or glassy compliance

J∞ Equilibrium compliance

Ji Compliance of the i-th mode of the generalized Kelvin-Voigt model

k Instrumental parameter

L(τ) Retardation spectrum (or distribution of retardation times)

M Number of modes in the generalized Kelvin-Voigt model

M(t) Memory function

N Number of elements in the generalized Maxwell model

N1(γ̇) First normal stress difference

N2(γ̇) Second normal stress difference
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p Isotropic pressure

s Time lag, s = t− t′

T Experimental time, 0 < T < ∞

t Present time

t′ Running time variable

Tik Extra-stress tensor (or T)

C(x, t, t′) Cauchy-Green strain tensor

Cδ Amplitude or ‘area’ of a delta-function applied torque

D Rate of strain tensor

d Regularization parameter (polynomial degree)

F(x, t, t′) Deformation gradient tensor

G∗(ω) Complex modulus

G(x, t, t′) relative finite strain tensor

I Identity tensor

J∗(ω) Complex compliance

L Velocity gradient tensor

R Number of grid-points in discretization

r Regularization parameter (length of future interval)

s Laplace transform variable

T Experimental cut-off time

T Extra stress tensor

Operators

D
Dt Material derivative
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∗ Convolution integral on [0, T]

F Fourier transform operator

L Laplace transform operator

‖·‖1 L1-norm, see equation (4-23), page 112

‖·‖∞ L∞-norm

Accents

ḟ First derivative

f̈ Second derivative

f̂ Fourier transform

f̄ Laplace transform
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