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Abstract. Decision tree is a simple but powerful learning technique
that is considered as one of the famous learning algorithms that have
been successfully used in practice for various classification tasks. They
have the advantage of producing a comprehensible classification model
with satisfactory accuracy levels in several application domains. In recent
years, the volume of data available for learning is dramatically increasing.
As a result, many application domains are faced with a large amount of
data thereby posing a major bottleneck on the computability of learning
techniques. There are different implementations of the decision tree using
different techniques. In this paper, we theoretically and experimentally
study and compare the computational power of the most common classi-
cal top-down decision tree algorithms (C4.5 and CART). This work can
serve as part of review work to analyse the computational complexity
of the existing decision tree classifier algorithm to gain understanding of
the operational steps with the aim of optimizing the learning algorithm
for large datasets.
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1 Introduction

Today, the world is overwhelmed with the continuous growth in the amount
of data available for learning. Useful information is hidden within this large
amount of data. With machine learning techniques, we can analyse these data
and extract meaningful information that can aid in decision making [6,19]. As
large data are becoming a common norm in many application domains, trying
to discover useful pattern and information from these real-world data pose sev-
eral challenges such as memory and time complexities. Managing and analysing
such amount of data requires special and very expensive hardware and software,
which often causes various companies and organizations to exploit only a small
part of the stored data. According to [3], one of the major challenges for the
data mining research community is to develop methods that facilitate the use of
learning algorithms for real-world databases. Machine learning is a sub-field of
computer science with the goal of training and programming machines to learn
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from experiences to become expert in applying their experiences in new situ-
ation [14,17]. There are many classification algorithms available. Decision tree
algorithms are among the successful and widely used technique for classification
tasks. Decision tree techniques have been around over three decades now and
are still actively used in many real-world applications. Given the long history
and interest in decision tree algorithms, it is surprising that there has been few
work done on the computational complexity of the decision tree algorithm in the
literature [11,20]. The goal of this paper is to theoretically and experimentally
analyse and compare the complexity of decision tree algorithm for classifica-
tion task. The decision tree classifiers chosen are the ones with high number
of citation and implemented in Scikit-learn python packages for machine learn-
ing. The rest of the paper has the following organization: Sect. 2 provides some
background of basic concepts in relation to the paper. Theoretical analysis is
presented in Sect. 3. Experimental and result analysis were provided in Sect. 4.
Finally, Sect. 5 presents the conclusion about this paper as well as a highlight
on the future work.

2 Background

2.1 Classification

Classification is a type of supervised learning task in which a training set of
labelled examples is given, and the goal is to form a description that can be used
to predict previously unseen examples. Formally, the training set is denoted
as S〈X, y〉. Where X is the set of input attributes X = {x1, x2, ..., xn} and y
represents the target or class attribute such that y = {c1, c2, ..., cn}.

2.2 Decision Tree Algorithm

Decision tree inducers are algorithms that automatically construct a decision tree
from a given dataset [13]. Typically, the goal is to find the optimal decision tree
by minimizing the generalization error. There are various top-down decision tree
algorithms such as IDE [12], C4.5 [16], and CART [8]. Some implementation
consists of both the tree growing and tree pruning phase such as (C4.5 and
CART) and other algorithms are designed to perform only the tree growing
phase [1,10].

2.3 Computational Complexity

Computational resources are crucial in any practical application of learning algo-
rithm. These computational resources are of two basic types: Sample complexity
and computational complexity [2,4,7,15]. Algorithm analysis is an important
part of a broader computational complexity theory which provides theoretical
estimates for resources needed for any given algorithm which solves a given com-
putational problem.
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3 Theoretical Analysis

Generally, the actual runtime analysis of an algorithm depends on the specific
machine on which the algorithm is being implemented upon. To avoid machine
dependence analysis, it is a common approach in literature to analyse the run-
time of an algorithm using asymptotic sense which is a standard approach in
computational complexity theory [5,18]. In these kind of analysis, it is required
that the input size n of any instance to which the algorithm is expected to be
applied be clearly defined. However, in the context of machine learning algo-
rithms, there is no clear notion of the input size since learning algorithms are
expected to detect some pattern from a dataset and can only access random sam-
ple of that data [17]. Therefore, the computational analysis is usually performed
to determine the worst-case scenario.

3.1 Analysis of C4.5 Algorithm

Given that in general the decision tree algorithm follows the divide and conquer
scheme which is similar to quick sort algorithm. When an algorithm contains a
recursive call to itself, its running time can often be described by a recurrence
equation which describes the overall running time on a problem of size n in
terms of the running time on smaller inputs. In decision tree basically, the com-
putational complexity of building decision tree is mainly concentrated on the
criterion function consisting of two basic primary operations the entropy gain
calculation of the class attribute and the entropy of the input variables in the
training set with respect to the class. The estimated complexity of computing
the probability for each class labelled is bounded by the size of the sample. So,
the cost is O(n). The computation performed on one input attribute requires
O(n log2 n) and since all attributes are considered then the total cost for this
operation will be O(mn log2 n). Similarly, to analyse the recursive call of the
algorithm on the subset of the training set, the estimated complexity for such
operation is O(n log2 n) since at each partition, the algorithm considers the
instances and their respective target values. Hence, the total running time com-
plexity for C4.5 algorithm can be estimated by combining the cost for each of
the basic operations in decision tree building as:

T (S,X, y) = O(n) + O(mnlog2n) + O(nlog2n) (1)

where S is the training set, X is the input attributes and y represents the target.
This running time can be simply expressed asymptotically as O(mn log2 n) which
is the dominant factor and it is thus a logarithmic function of n. However, with
some approach in which the algorithm repeatedly re-evaluate the dataset each
time the procedure is called, the running time can exponentially scale up to
O(mknq) where k and q can be any constant c≥2.

3.2 Analysis of CART Algorithm

The complexity of CART can also be estimated using the same notion as in C4.5
since in theory the key operational steps of constructing decision tree generally
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follows the same structure. One major difference between the two algorithms lies
in the splitting criterion used for the selection of attribute. CART uses gini index
splitting criteria. Hence, the process of constructing decision tree using CART
algorithm can also be estimated as O(mn log2 n) where m is the attributes and
n is the observations.

4 Experimental Analysis

This section experimentally study the running time of decision tree algorithms.
We are basically interested in the behaviour of the algorithms as the number of
instances increases.

4.1 Datasets Used

To compare the performance of the classifiers, some frequently used datasets
obtained from UCI machine learning repository are used. The characteristics of
the datasets is given in Table 1.

Table 1. Characteristics of datasets

Datasets Sample size (n) Features Classes (c)

Breast cancer 699 9 2

Pima diabetes 768 9 2

Banknote 1372 5 2

4.2 Experimental Setup

The experiment was carried out on a 64- bit computer with windows 10 operating
system, dual-core Intel i7-6700 (3.4 GHz) desktop with 16 GB RAM running
windows 10 operating system. The algorithms used for the experiment were
implemented in the popular scikit-learn python library for data analysis and
Anaconda-Jupyter Notebook editor 3.6 was used to obtain our results. Even
though, our concern is basically on complexity analysis, but the accuracy was
also considers since there is usually a trade-off between the two [9].

4.3 Results and Discussion

The goal of the experimental work is to analyse the behaviour of the decision tree
algorithms as the size of the input dataset increases. Table 2 shows accuracy score
over 10 cross validation runs as well as the running time measured in milliseconds
for cancer, diabetes and banknote datasets respectively. Similarly, Figs. 1, 2 and 3
shows the graphical plot of only the running time results presented in Table 2
respectively. Overall, the results show that the running time of both algorithms
grows nearly linearly as the size of the input increases as expected. However,
CART algorithm outperforms the C4.5 across all the datasets in terms of the
running time; but the differences is not significantly pronounced.
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Table 2. Accuracy(Acc.) and time (t) result for cancer, diabetes and banknote datasets
respectively.

Cancer dataset Diabetes dataset Banknote dataset

Sample size n C4.5 CART C4.5 CART C4.5 CART

Acc. t Acc. t Acc. t Acc. t Acc. t Acc. t

50 88.8 16.3 85.0 16.2 42.5 18.5 54.6 17.4 1.0 15.1 1.0 15.0

100 90.0 19.3 84.0 18.9 57.6 23.2 52.6 19.5 1.0 15.6 1.0 15.2

200 93.8 22.8 88.8 22.6 69.8 32.3 65.3 26.9 1.0 15.9 1.0 15.8

300 90.6 26.9 90.8 25.8 60.8 42.3 57.8 32.5 1.0 16.4 1.0 15.9

400 91.7 29.9 89.7 29.0 67.6 54.2 64.8 39.7 1.0 16.5 1.0 16.1

500 92.3 33.7 93.1 32.7 67.5 63.7 67.7 48.5 1.0 16.6 1.0 16.3

600 93.3 36.5 94.3 35.6 69.1 69.8 68.2 54.8 1.0 16.8 1.0 17.0

700 - - - - 68.6 79.2 68.3 60.4 1.0 17.1 1.0 15.9

800 - - - - - - - - 1.0 44.4 1.0 42.8

900 - - - - - - - - 1.0 45.5 1.0 45.2

1000 - - - - - - - - 1.0 62.1 1.0 49.1

Fig. 1. Run time vs sample size for
cancer dataset

Fig. 2. Run time vs sample size for dia-
betes dataset

Fig. 3. Run time vs sample size for banknote dataset
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5 Conclusion and Future Work

This paper theoretically and experimentally analysed and compared the execu-
tion time of the two basic decision tree algorithms implementation in scikit-learn
python machine learning library (C4.5 and CART). The deeper investigation into
the algorithm behaviour with different problem settings and techniques for pos-
sible improvement over the complexity of the algorithm remains the future work
to further consider.
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