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Abstract. Real-world datasets are increasingly heterogeneous, showing a mix-

ture of numerical, categorical and other feature types. The main challenge for 

mining heterogeneous datasets is how to deal with heterogeneity present in the 

dataset records. Although some existing classifiers (such as decision trees) can 

handle heterogeneous data in specific circumstances, the performance of such 

models may be still improved, because heterogeneity involves specific adjust-

ments to similarity measurements and calculations. Moreover, heterogeneous 

data is still treated inconsistently and in ad-hoc manner. In this paper, we study 

the problem of heterogeneous data classification: our purpose is to use heteroge-

neity as a positive feature of the data classification effort by using consistently 

the similarity between data objects. We address the heterogeneity issue by stud-

ying the impact of mixing data types in the calculation of data objects’ similarity. 

To reach our goal, we propose an algorithm to divide the initial data records based 

on pairwise similarity for classification subtasks with the aim to increase the qual-

ity of the data subsets and apply specialized classifier models on them. The per-

formance of the proposed approach is evaluated on 10 publicly available hetero-

geneous data sets. The results show that the models achieve better performance 

for heterogeneous datasets when using the proposed similarity process. 

Keywords: heterogeneous datasets, similarity measures, two-dimensional simi-

larity space, classification algorithms 

1 Introduction 

Data classification is an important topic in data mining. Plenty of classifiers have been 

proposed for classifying data objects according to some constraints and requirements 

[1]. In the real world, data is heterogeneous: a mixture of numerical and categorical 

features; classifying such data using existing methods may lead to possible misclassi-

fications and open-ended issues, due to the nature of heterogeneous data. Practically 

heterogeneity is seen in the process of classification as a special type of contamination, 

making it difficult to build credible and consistent classification model(s). The main 
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challenge for classifying heterogeneous datasets is how to deal with mixture of data 

types present in the dataset. We attempt to solve this issue by studying the impact of 

data similarity by their types on classifying instances from heterogeneous data sets.  

The purpose of this paper is to utilize the influence of similarity measures on classi-

fication accuracy for heterogeneous data sets by generating a two-dimensional similar-

ity space and classifying the data based on its similarity data values. Our motivation is 

to reduce the initial noisy data collection to more consistent subdomains that have all 

their data as similar as possible. Therefore, we first review the main notions of dissim-

ilarity/similarity measures and present some of currently most known classification 

methods, and then we propose a new method to classify heterogeneous data set based 

on the newly introduced concept of the two-dimensional similarity space.  

The rest of this paper is organized as follows: the next section provides the concepts, 

background and literature review relevant for the paper topic. Section 3 introduces the 

idea of the proposed similarity-based modeling. Section 4 reports experimental work 

and analysis of the results. Finally, Section 5 presents conclusions and future work. 

2 Background 

2.1 Distances and similarity measures 

Many data mining algorithms use distance measures to determine and apply the simi-

larity /dissimilarity (i.e. distance) between data objects. Similarity (and complemen-

tarily distance) functions are used to measure the degree to which data objects are com-

parably close (or not) to another [1]. 

Definition 1: Let 𝐴 be a set of d-dimensional observations (e.g. data objects). A map-

ping 𝑑 ∶  𝐴 ×  𝐴 →  𝑅 is called a distance metric on 𝐴 [2] if, for any 𝑥, 𝑦, 𝑧 ∈  𝐴, it 

satisfies requirements on: 

1. 𝑑(𝑥, 𝑦)   ≥  0                            (𝑛𝑜𝑛 − 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦); 

2. 𝑑(𝑥, 𝑦) =  0     𝑖𝑓  𝑥 =  𝑦     (𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦); 

3. 𝑑(𝑥, 𝑦) = 𝑑(𝑦, 𝑥)                   (𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦); 

4. 𝑑(𝑥, 𝑧) ≤ d(𝑥, 𝑦) +  𝑑(𝑦, 𝑧)(𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒 𝑖𝑛𝑒𝑞𝑢𝑎𝑙𝑖𝑡𝑦).  

Definition 2: Let 𝐴 be a set of d-dimensional observations. A mapping  𝑠 ∶ 𝐴 ×  𝐴 →

 𝑅 is called a similarity on 𝐴  if it satisfies the following properties [2]: 

5. 0 ≤ 𝑠(𝑥, 𝑦)  ≤ 1          (𝑛𝑜𝑛 − 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑖𝑡𝑦); 

6. 𝑠(𝑥, 𝑦) = 1 if  𝑥 =  𝑦  (𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦); 

7. 𝑠(𝑥, 𝑦) = 𝑠(𝑦, 𝑥)           (𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑦). 

A dissimilarity is generally a complementary mapping to the similarity definition. 

Plenty measures have been proposed for comparing data objects of same type in data 

mining applications. Some most popular distances for numerical data include Minkow-

ski, Euclidean, Manhattan, and Chebyshev distances. The most common distances for 
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categorical data types include Simple matching, Eskin, Tanimoto, Cosine and Goodall 

distances; more information about these distances can be found for example in [1] [3, 

4]. For comparing objects described by a mixture of features using a specific distance 

or similarity measures the area is not that rich; a general similarity coefficient measure 

proposed by Gower in [5] is the most common measure for comparing such data [3].  

Ottaway in [6] highlighted some of the problems involved. Because of the additional 

challenges representation, the similarity for heterogeneous data is more complicated; 

researchers in different data mining studies have used a combination approach for com-

puting the distance by combining different distances for different data types.  

In our study, we define heterogeneous data as a combination of a mixture of features, 

some are numerical, and some are categorical at least; there may be examples using 

other data types, but we did not consider them hereby. This paper tackles the classifi-

cation problem of heterogeneous data as a mixture of numerical and categorical records 

with variations in either or both types. For the sake of simplicity, we apply Minkowski 

distance for comparing numerical features and simple matching distance for comparing 

categorical features; both of them satisfy distance Definition 1 above. Minkowski and 

simple matching distances deal with the measurement of divergence between data ob-

jects, their similarity is calculated using relevant conversion methods. 

2.2 Background: similarity in classification algorithms 

The classification problem in data mining is a supervised machine learning task that 

approaches the recognition of a given set of entries by a label based on previously pre-

sented samples. Many different algorithms have been proposed for solving the classifi-

cation problem based on a variety of techniques and concepts, for example most com-

monly used methods for data classification tasks include decision trees such as ID3[7], 

CART[8], C4.5[9], K-nearest neighbour (KNN) [10], Artificial Neural Networks 

(ANN) [11], Support Vector Machines (SVMs) [12], and Naïve Bayes[13]. 

In many different studies, researchers have used the above-mentioned methods for 

classifying data described by a mixture of numerical and categorical features by initially 

transforming data (pre-process step) before or during the classifier training steps; an 

example of these studies include [14, 15] and relevant examples are described below. 

Some authors studied the problem of heterogeneous data classification by improving 

existing classifiers to handle heterogeneous data. In [16] Pereira et al. have proposed a 

new distance for heterogeneous data which is used with a KNN classifier. This distance, 

called Heterogeneous Centered Distance Measure (HCDM), is based on a combination 

of two techniques: the proposed method relies on dividing the data set into pure numer-

ical and pure categorical features, then applies Nearest Neighbor Classifier CNND dis-

tance to numerical features and Value Difference Metric to categorical features, and the 

result of the two distances is assembled in one single distance to form the HCDM value. 

In [17] Jin et al. proposed a novel method for heterogeneous data classification called 

Homogeneous data In Similar Size (HISS); their method is based on dividing hetero-

geneous data into a number of homogeneous partitions of similar sizes. Although their 
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method showed a good performance for heterogeneous data classification, the authors 

did not consider the effects of homogeneous subsets on all relevant subspaces during 

training stage. Hsu et al in [18] studied a mixed data classification problem by propos-

ing a method called Extended Naïve Bayes (ENB) for mixed data with numerical and 

categorical features. The method uses the original Naive Bayes algorithm for compu-

ting the probabilities of categorical features: numerical features are statistically adapted 

to discrete symbols taking into consideration both the average and variance of numeric 

values. In [19] Li et al. proposed a new technique for mining large data with mixed 

numerical and nominal  features. The technique is based on supervised clustering to 

learn data patterns and use these patterns for classifying a given data set. For calculating 

the distance between clusters. The author have used two different methods; the first 

method was based on using specific distance measure for each type of features, and 

then combined them in one distance. The second method was based on converting nom-

inal features into numeric features, and then numeric distance is used for all features. 

In [20] Sun et al. presented a soft computing technique called neuro-fuzzy based clas-

sification (NEF-CLASS) for heterogeneous medical data sets; the motivation at that 

time was based on the fact that most conventional classification techniques are able to 

handle homogeneous data sets but not heterogeneous ones. Their method has been 

tested on both pure numerical and mixed numerical and categorical datasets.  

To summarise, the most commonly used approaches for handling data described by 

a mixture of numerical and categorical features use two approaches: (1) conversion 

methods of initial data components to a consistent standard data type for which relevant, 

specialized machine learning techniques are applied. For example, k-NN works natu-

rally with numerical data, for heterogeneous data, the non-numerical data subset is con-

verted into numerical data and sometimes calibrate/normalize or project that numerical 

data to reduce effects of disparate ranges. Alternatively, decision trees can be applied 

to heterogeneous data by converting numerical data into categorical data, and Naive 

Bayes are applied to learn discrete numeric attributes data converted into symbols. 

However, converting categorical features into numerical features (for example for SVM 

applications), may lead to loses of some useful information, a possible source of biased, 

or misclassification outcomes. (2) the hybrid ensemble development of classifiers by 

application of machine learning techniques to same data type component subsets, fol-

lowed by a weighted average of all classifiers similar to computing the overall similar-

ity value as a weighted average of same type data components. Each approach comes 

with added computational complexities and the need of data understanding and exper-

tise to convert consistently either a priori or a posteriori the classification output. 
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3 Two-dimensional similarity space feature selection-based 

classification filter 

In the proposed method, we intend to study the noise added by the numerical attributes 

and categorical attributes respectively, to the pairwise similarity of data records. This 

is approached by separating numerical features on one side, and categorical ones on the 

other side, and exploring when one becomes noisy for the other one, to leave just the 

case that they can still stay together when indeed full records are extremely similar. 

Let 𝐴 = {𝐴1, 𝐴2, 𝐴3, … . , 𝐴𝑁} denote a set of d-dimensional objects of cardinality N, 

where each data object 𝐴𝑖,  𝑖 = 1,2,3, … . . 𝑁 , has 𝑑 mixed features: d1 numerical fea-

tures {𝑥1, 𝑥2, … . 𝑥𝑑1
}, and d2 categorical  features {𝑦1, 𝑦2 , . . . . 𝑦𝑑2

}, where 𝑑 = 𝑑1 + 𝑑2 

(for sake of presentation clarity the indexes of the above-named features are ordered). 

For each feature type, one relevant distance mapping is applied, to create the two-

dimensional similarity space 2DSS. Each point  Zij in 2DSS is a pair of numerical and 

categorical similarity values   Zij = (𝑠𝑁𝑖𝑗
, 𝑠𝐶𝑖𝑗

), where 0 ≤  𝑠𝑁𝑖𝑗
≤ 1 and 0 ≤  𝑠𝐶𝑖𝑗

≤ 1. 

We define our similarity matrix (SM) as follows: 

SM=

[
 
 
 
 
 
(𝑠𝑁11

, 𝑠𝐶11
) (𝑠𝑁12

, 𝑠𝐶12
)
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) (𝑠𝑁22
, 𝑠𝐶22

)
.
.

.

.   . .
. .
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)

… (𝑠𝑁1𝑛
, 𝑠𝐶1𝑛

)

… (𝑠𝑁2𝑛
, 𝑠𝐶2𝑛

)
…
…

.

.… .
… .
… (𝑠𝑁𝑛𝑛

, 𝑠𝐶𝑛𝑛
)]
 
 
 
 
 

 
                                      

(1) 

SM is a symmetric matrix, the total number T of pairwise relevant points in the simi-

larity space can be computed as T =
N(N−1)

2
. 

The two-dimensional similarity space 2𝐷𝑆𝑆 is divided into four subspaces (see Fig-

ure 1). Subspace A contains all points   Zij ∈ 2𝐷𝑆𝑆  with high similarity values for both 

numerical and categorical features SNC. Subspace B contains all   Zij ∈ 2𝐷𝑆𝑆 that have 

a (relatively) high similarity value for numeric features, and low similarity values for 

categorical features   SNC̅. Subspace C contains all points   Zij ∈ 2𝐷𝑆𝑆  with low simi-

larity values for both numerical and categorical featuresSN̅C̅, and Subspace D contains 

all points  Zij ∈ 2𝐷𝑆𝑆 that have low similarity values for numerical features, and high 

similarity values for categorical features   SN̅C. Figure 1 shows the division of the bi-

dimensional similarity space in four relevant subspaces. 

The proposed approach defines four directions for the original heterogeneous dataset 

to address the initial issues discussed in Section 2: data in subspace A is more homo-

geneous and requests a hybrid ensemble classifier or similar conversion methods that 

should learn data of high similarity; subspace C has noisiest samples that can be treated 

as outliers, subspaces B and D allow development of consistent, single-type machine 
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learning models since data features of either numerical (subspace B) or categorical 

(subspace D) type are highly similar. 

 
Figure 1. The division of the two-dimensional similarity space 2DSS. 

The successful selection of the subspaces based on the proposed filter depends on 

the boundaries Lower_SN, Upper_SN that can be moved right or left across the contin-

uous numerical similarity values domain (e.g. 𝑣1, 𝑣2, …… . . 𝑛) on the   𝑆N axis, and the 

boundaries Lower_SC and Upper_SC that can be moved up and down across  the dis-

crete categorical similarity values 𝑐1, 𝑐2, …… . . 𝑐𝑛  on the  𝑆N axis as shown in Figure 

1. The choice of these values can be a further optimization exercise. If these boundary 

values reach the maximum position then there will be just outliers, in the opposite case 

there will be no outlier cases. In the experiments reported in this paper these boundaries 

values are chosen by the rule of thumb.  

Figure 2 shows the proposed methodology that allows filtering (extraction) of highly 

similar records without dependence of the classification outputs (classes or labels). 

4 Experimental work 

We performed our experiments on ten relevant heterogeneous datasets: three data sets 

from UCI Machine Learning Repository [21], and seven data sets from R packages 

datasets available in [22]. Each dataset contains different numbers of instances, attrib-

utes, and classes. A summary of properties of each data set is given in Table 1.  
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Table 1. Summary of data sets properties. 

Dataset observations Numerical 

features 

Categorical 

features 

Student alcohol consumption 1044 9 22 

Credit Approval 690 6 9 

German Credit risk 1000 7 13 

Structure of Demand for Medical Care 5574 9 5 

treatment 2675 5 4 

Visits to Physician Office  4405 10 8 

Saratoga Houses 1728 10 5 

Job train 2675 10 9 

Labour training Evaluation1 15992 5 4 

Wages and schooling 2944 10 16 

 

 
Figure 2. The proposed classification filter stages. 

All datasets are pre-processed before we ran the experiments, erroneous, incon-

sistent, and missing entries being removed. Data columns with more than 10% missing 

values are removed; the ordinal features are also removed from the data sets. Numeric 

features are normalized. K-fold cross validation method has been used for model. For 
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validation, the original data is randomly partitioned into k equal size subsamples, where 

k =10. 

Each data set has generally a limited number of categorical similarity values and a 

large number (practically any value in the numerical similarity domain0 of numerical 

similarity values, due to the intrinsic definition of these similarities. For example, Sa-

ratoga Houses data from table 1, has categorical similarity values (0, 0.2, 0.4, 0.6, 0.8, 

1), and any numerical similarity value between 0 and 1s. We defined the categorical 

similarity boundary value where the performance of the model starts increasing. 

4.1 Results 

Classifiers’ performances are compared based on their accuracy. Decision Tree C5.0 

classification was first applied to all datasets. The results are shown in Figure 3: 

 
Figure 3. Accuracy obtained by the classifier 

As mentioned earlier, for each data set, the similarity values of numerical and cate-

gorical features are represented as coordinate pairs in the 2DSS space. The performance 

of the filtering technique applied on the similarity space to define the four subspaces A, 

B, C and D for the next action (such as classification or outlier identification) depends 

on the boundaries selection. This is exemplified within the experiments with Decision 

Tree C5.0 algorithm applied to each data records extracted from each subspace. For 

pure numerical and pure categorical subspaces cases (i.e. subspaces B, and D, respec-

tively) feature selection has been also applied to the filtered attributes. Data objects 

with low similarity values for both numerical and categorical values (subspace C) SN̅C̅ 

are considered outliers and separated from the main classification exercise. 

Figures 4-8 show the results for the proposed method to the benchmark data sets. 

The models examined in the current experimental work perform well on the subsets of 

mixed numerical and categorical records with high similarity (subspace A) where data 

is homogeneous and similarity values SNC are high. The improvement exceeded 4%, 

reaching a maximum of 14 % for the Student alcohol consumption dataset. In some 
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cases though such as MedExp, Visits to Physician Office, and Labour training Evalua-

tion1 datasets, the classifier performance increased just for the pure numerical features; 

also the performance of the classifiers increased just for pure categorical features in the 

case of Crx, German credit data set dataset. One of the reasons for such limited increase 

in subspace classifier performance is related to the chosen similarity distance. 

 

 
Figure 4 Results for Student alcohol consumption and Crx datasets 

Figure 5 Results for German credit card and MedExp datasets 

Figure 6 Results for Treatment and OFP data sets 
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Figure 7. Results for Saratoga Houses and Job train datasets 

Figure 8 Results for CPS1 and Schooling datasets 

5 Conclusions and further work 

A new approach to filter records for classifying heterogeneous datasets based on the 

impact of data types on their similarity is proposed and evaluated. The similarity space 

is built in the experiments using a Minkowski distance for numeric features and simple 

matching for categorical features. The influence of similarity measures on the perfor-

mance of the classifiers was investigated by identifying and removing the outliers (data 
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addition, each subset may request optimisation of the specific classifier instead of ap-

plying just one classifier algorithm. The outliers can be also exploited for anomaly de-

tection, data imputation and faulty records. Finally, an interesting future direction is 

related to the choice of the appropriate optimisation function to define the boundaries 

of subspaces automatically. 
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