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Introduction

Markov Chain Monte Carlo (MCMC) methods
like Metropolis-Hastings (MH) and Gibbs sam-
pling are extensively used in Bayesian analyses of
econometric and statistical models. The theory of
Markov chain samplers starts with Metropolis et al.
(1953) and Hastings (1970). Indirect independence
sampling methods such as importance sampling (IS)
have also been successfully applied within Bayesian
inference. Importance sampling, see Hammersley
and Handscomb (1964), has been introduced in
Bayesian inference by Kloek and Van Dijk (1978)
and is further developed by Van Dijk and Kloek
(1980,1984) and Geweke (1989).

However, in practice, the convergence behavior of
Monte Carlo methods is still often uncertain. The
complex structure of a model or some extraordinary
properties of the data may cause this problem. We
mention three cases. First, Hobert and Casella (1996)
show that the Gibbs sampler does not converge in the
case of a hierarchical linear mixed model if the prior
is uniform. The reason is that the posterior of (at
least) one conditional variance is improper. A sec-
ond example of a complex model is a set of equations
with a near reduced rank structure for the matrix
of coefficients. We refer to the studies by Schotman
and Van Dijk (1991) and Kleibergen and Van Dijk
(1994, 1998). As a third case we mention a multi-
modal target density, which one may encounter in
mixture processes with a small number of observa-
tions around one of the different modes. This may
cause problems for all methods. If the MH candidate
density is unimodal, with a low probability of drawing
candidate values in one of the other modes, then this
mode may be completely missed, even if the sample
size gets very large. In this case importance sampling

with a unimodal normal or Student t importance den-
sity may yield a sample in which most drawings have
a negligible weight and only a few drawings almost
completely determine the sampling results.

So, an important problem is the choice of the can-
didate or importance density, especially when one
knows little about the shape of the target density.

In Hoogerheide, Kaashoek and Van Dijk (2002) the
class of neural network sampling methods is intro-
duced to sample from a target (posterior) distribution
that may be multi-modal or skew, or exhibit strong
correlation among the parameters. That is, a class of
methods to sample from non-elliptical distributions.
In these methods the neural network is used as an
importance function in IS or as a candidate density
in MH.

In this note we suggest an analytical approach to
estimate the moments of a certain (target) distribu-
tion, where we mean by ‘analytical’ that no sampling
algorithm like MH or IS is needed. The basic idea of
this approach is very simple. First, a neural network
is constructed that approximates the target density.
An important advantage of neural network functions
is their ‘universal approximation property’. That is,
neural network functions can provide approximations
of any square integrable function to any desired ac-
curacy, see Gallant and White (1989). As an ap-
plication of Kolmogorov’s general superposition the-
orem (see Kolmogorov (1957)), the neural network
approximation property is eluded by Hecht-Nielsen
(1987). This approximation property implies that the
algorithm can handle certain ‘strange’ target distri-
butions, like multi-modal, extremely skew, strongly
correlated or fat-tailed distributions.

Second, the moments of this neural network distri-
bution are computed; these moments are estimates
of the moments of the target distribution. The nice
property of the standard feed-forward 3-layer network
with our choice of activation function is that we have
analytical expressions for the moments of the distri-
bution with this neural network function as a density.
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The proposed method is applied on a set of
illustrative examples. Our results indicate that the
neural network approach is feasible, even in a case
where a ‘standard’ Gibbs approach would fail or be
extremely slow.

An analytical approach to estimate mo-
ments of a distribution

Our approach may be summarized as follows:

Step 1: Construct a neural network approxima-
tion to the target density.

Step 2: Compute the moments of the neural
network distribution; these are esti-
mates of the moments of the target dis-
tribution.

Of course, it is not immediately clear in which
cases this approach is feasible, or how to construct
a neural network approximation to a target density.
First, two assumptions are needed. The target
density has to be square integrable, and the domain
of the random variable must be bounded. In prac-
tice, the second assumption means that there is a
certain bounded area, beyond which the probability
mass is negligible. Second, in order to approximate
a certain target density f(x) of a random vector
X = (X1, . . . , Xn)′, we suggest to use the following
type of 3-layer neural network, a feed-forward
multilayer perceptron (FMLP):

nn(x1, . . . , xn) =

=
H∑

h=1

ch

(
1
π

arctan(a′hx + bh) +
1
2

)
+ d, (1)

where ah ∈ Rn and bh, ch ∈ R(h = 1, . . . , H), d ∈ R.
The reason for choosing the (scaled) arctangent func-
tion as an activation function is that it is analytically
integrable infinitely many times; we have derived an-
alytical expressions for its integrals, which are given
in the sequel of this paper. Therefore we can ana-
lytically compute the moments of the distribution of
which a density kernel is given by (1) on a bounded
region, and zero elsewhere. It should be noted that
(1) is not automatically non-negative for all input
values x, a requirement for (1) to be a good density
kernel. However, requiring the neural network func-
tion to be a ‘very good’ approximation to the target
density should result in non-negativity for (almost)
all input values.

We suggest to estimate (or ‘learn’) the parameters
(or ‘weights’) of the neural network by minimizing

the sum of squared ‘residuals’:

m∑

i=1

(
nn(xi)− f(xi)

)2
,

where {xi|i = 1, . . . , m} is a set of points in the
bounded region to which the random vector X is re-
stricted.

Three questions remain: How to choose the points
xi(i = 1, . . . , m), how to pick the number of points
m, and how to choose the number of hidden cells
H? As an answer to these questions, we suggest the
following adaptive approach to perform Step 1 above:

Step 1a: Choose initial values of H and m
(e.g., H = 50 and m = 2500).

Step 1b: Estimate the parameters of a neural
network with H hidden cells for m
points {xi|i = 1, . . . , m} drawn from
a uniform distribution on the domain
of X.

Step 1c: Compute the R2, the squared cor-
relation between the target density
f and the neural network nn in the
points {xi|i = 1, . . . , m}. If this R2 is
high enough (e.g., R2 > 0.995), then
go to Step 1d. If this R2 is too small
(e.g., R2 < 0.995), then add hidden
cells to the network (e.g., increase H
by 50), and go back to Step 1b.

Step 1d: Compute the R2 for a set of more
than m points (e.g., 2m points) in or-
der to check whether the neural net-
work also gives a good approxima-
tion to the target density outside the
‘estimation set’ {xi|i = 1, . . . , m}.
If this R2 is also large enough (e.g.
R2 > 0.99), then stop: we will use
the neural network at hand to esti-
mate the moments of the target den-
sity. If this R2 is too small, increase
the number of points m (e.g. double
m) and go back to Step 1b.

The moments of a neural network distribution

We have already mentioned that we have de-
rived analytical expressions for the moments of the
distribution of which the density is given by (1) on
a bounded region, and zero elsewhere. We shall now
formalize this, and give the expressions. Suppose the

2



vector X = (X1, . . . , Xn)′ has the following density
p(x1, . . . , xn):

p(x1, . . . , xn) =





nn(x1, . . . , xn) if xi ≤ xi ≤ x̄i

(i = 1, . . . , n)

0 else
(2)

where [xi, x̄i] is the interval to which the random vari-
able Xi (i = 1, 2, . . . , n) is restricted, and where

nn(x1, . . . , xn) =

=
H∑

h=1

ch

π
arctan(a′hx + bh) +

1
2

H∑

h=1

ch + d. (3)

Then the expectation of Xk
n (k = 1, 2, . . .) is given

by:

E(Xk
i ) =

=
H∑

h=1

ch

πah1 · · · ahn

1∑

D1=0

· · ·
1∑

Dn=0

(−1)D1+···+Dn ×

×
[

k∑
m=0

(
− 1

ahi

)m
k!

(k −m)!
xk−m

i,Di
× (4)

×Jn+m

(
n∑

l=1

ahlxl,Dl
+ bh

)]

+

(
1
2

H∑

h=1

ch + d

)
1

k + 1
(x̄k+1

i − xk+1
i )×

×
n∏

l=1; l 6=i

(x̄l − xl)

and E(XiXj) (i, j = 1, 2, . . . , n; i 6= j) is equal to:

E(XiXj) =

=
H∑

h=1

ch

πah1 · · · ahn

1∑

D1=0

· · ·
1∑

Dn=0

(−1)D1+···+Dn ×

×
[
xi,Dixj,Dj Jn

(
n∑

l=1

ahlxl,Dl
+ bh

)
(5)

−ahixi,Di + ahjxj,Dj

ahiahj
Jn+1

(
n∑

l=1

ahlxl,Dl
+ bh

)

+
1

ahiahj
Jn+2

(
n∑

l=1

ahlxl,Dl
+ bh

)]

+

(
1
2

H∑

h=1

ch + d

)
1
4
(x̄2

i − x2
i )(x̄

2
j − x2

j )×

×
n∏

l=1;l 6=i,j

(x̄l − xl).

In formulas (4) and (5) we define xi,0 ≡ x̄i and xi,1 ≡
xi (i = 1, 2, . . . , n), the upper and lower bounds of the
integration intervals. The function Jn : R→ R is the
n-th integral of the arctangent function:

Jn(x) ≡
∫
· · ·

∫
arctan(x)dx · · · dx (6)

= pn(x) arctan(x) + qn(x) ln(1 + x2) + rn(x),

where pn and qn are polynomials of degree n and
n− 1, respectively:

pn(x) = pn,0 + pn,1 x + · · ·+ pn,n−1 xn−1 + pn,n xn

qn(x) = qn,0 + qn,1 x + · · ·+ qn,n−1 xn−1

The coefficients pn,k (k = 0, 1, . . . , n) are:

pn,k =





(−1)(n−k)/2

(n−k)!k! if n− k is even,

0 if n− k is odd,
(7)

and the coefficients qn,k (k = 0, 1, . . . , n−1) are given
by:

qn,k =





(−1)(n−k+1)/2

2(n−k)!k! if n− k is odd,

0 if n− k is even.
(8)

The polynomial rn (of degree at most n − 1) plays
the role of the integrating constant. For the proof of
this result we refer to Appendix A of Hoogerheide,
Kaashoek and Van Dijk (2002).

Example: Bivariate conditionally normal
distribution

We shall now apply our approach on an illustrative
example of bivariate conditionally normal distribu-
tions.

Let x1 and x2 be two jointly distributed random
variables, for which x1 is normally distributed given
x2 and vice versa. Then the joint distribution, after
location and scale transformations in each variable,
can be written as (see Gelman and Meng (1991)):

f(x1, x2) ∝ exp(−1
2
[Ax2

1x
2
2 + x2

1 + x2
2

−2Bx1x2 − 2C1x1 − 2C2x2]),

Just like Gelman and Meng (1991), we consider the
symmetric subfamily in which A = 1, B = 0, C1 =
C2 = C, with conditional distributions

x1|x2 ∼ N

(
C

1 + x2
2

,
1

1 + x2
2

)
, (9)

x2|x1 ∼ N

(
C

1 + x2
1

,
1

1 + x2
1

)
. (10)
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We consider three cases: C = 0, 4, 10. We apply our
analytical neural network approach to each case and
compare its results with the real values that are ob-
tained by deterministic integration, which is easy in
this illustrative bivariate example. We also apply the
Gibbs sampler (see e.g., Geman and Geman (1984))
to each case; we construct two Gibbs sequences and
we say that the Gibbs sampler has converged if the
two sample means of the Gibbs sequences both differ
less than 0.005. The results are in Table 1.

First note that our neural network approach
yields quite accurate estimates. Apparently the
three densities have been approximated quite well
by the corresponding neural networks. This is also
indicated by the high R2 and the contour plots in
Figure 1. Second, notice that the larger the value of
C, the more hidden cells H and ‘estimation points’
m are needed to provide a good neural network
approximation. However, for larger values of C the
Gibbs sampler also needs more drawings to reach
convergence. In fact, for C = 10 the Gibbs sampler
had not converged at all after 100000000 drawings.
The reason is that the Gibbs sequences remained in
the same mode for 100000000 iterations in a row.
Therefore, we may conclude that the Gibbs sampler
will take at least many billions of drawings to
converge to the real values in this case of bimodality.

Final remarks

We have shown an example in which our analytical
neural network approach is feasible, even in a case
where a ‘standard’ Gibbs approach would fail or be
extremely slow. In practice, the construction of a
neural network with an almost perfect fit often takes
much time. In such a case it is computationally more
efficient to construct a neural network that provides
a ‘reasonable’ approximation to the posterior density
function, and then use this as a candidate density or
importance function in MH or IS. For this approach
we refer to Hoogerheide, Kaashoek and Van Dijk
(2002).
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Table 1: Results for the distributions with C = 0, C = 4 and C = 10

C=0 C=4 C=10
real moments Gibbs real moments Gibbs real moments Gibbs

values of NN values of NN values of NN
E(X1) 0.000 0.002 -0.002 1.860 1.865 1.864 4.946 4.936 -
E(X2) 0.000 0.001 -0.003 1.860 1.847 1.855 4.946 4.935 -
σ(X1) 0.846 0.839 0.846 1.666 1.670 1.666 4.894 4.894 -
σ(X2) 0.846 0.842 0.842 1.666 1.669 1.664 4.894 4.872 -

ρ(X1, X2) 0.000 -0.004 -0.005 -0.839 -0.835 -0.839 -0.979 -0.982 -
R2 0.9999 0.9961 0.9956
H 50 100 150
m 2500 5000 10000

drawings 50000 2000000 > 108
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Figure 1: Contour plots of target densities and neural network approximations

6


