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ABSTRACT. Nonlinear regression models have been widely used in practice foiesyvaf time series and
cross-section datasets. For purposes of analyzing univariate dtichmate time series data, in particular,
Smooth Transition Regression (STR) models have been shown to baseful for representing and cap-
turing asymmetric behavior. Most STR models have been applied toriai&varocesses, and have made a
variety of assumptions, including stationary or cointegrated procassesirelated, homoskedastic or con-
ditionally heteroskedastic errors, and weakly exogenous regredsoder the assumption of exogeneity,
the standard method of estimation is nonlinear least squares. The pporagse of this paper is to relax
the assumption of weakly exogenous regressors and to discuss trmased methods for estimating STR
models. The paper analyzes the properties of the STR model with emalegyeariables by providing a di-
agnostic test of linearity of the underlying process under endogeneitgjabing an estimation procedure
and a misspecification test for the STR model, presenting the results deMiamlo simulations to show
the usefulness of the model and estimation method, and providing ari@happlication for inflation rate
targeting in Brazil. We show that STR models with endogenous variablebBecapecified and estimated
by a straightforward application of existing results in the literature.

KEYWORDS. Smooth transition, nonlinear models, nonlinear instrumental variabderglized method
of moments, endogeneity, inflation targeting.
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1. INTRODUCTION AND MOTIVATION

Nonlinear regression models have been widely used in practice for ayafidme series and cross-
section datasets (see Granger andi3eirta (1993) for some examples in economics). For purposes of
analyzing univariate and multivariate time series data, in particular, Smoatbiiioa Regression (STR)
models, initially proposed in its univariate form by Chan and Tong (198&]), farther developed in
Luukkonen, Saikkonen, and Bevirta (1988) and Tasvirta (1994,1998), have been shown to be very
useful for representing and capturing asymmetric bet&lvimn Dijk, Te@asvirta, and Franses (2002)
provide a useful review of time series STR models.

Most STR models have been applied to univariate processes undétg shassumptions. For exam-
ple, although stationarity is imposed in the vast majority of time series applicatibnsa@d Saikkonnen
(20044a,b) considered the case of STR models with cointegrated vari@oleditional heteroskedasticity
has been analyzed in several papers, for example, in Lundbergresasyirta (1998) and Li, Ling, and
McAleer (ZOOZB. However, under stationarity or cross-section applications, the ctemiieave been
assumed to be weakly exogeneous with respect to the parameters oftinténeler the assumption
of exogeneity, the standard method of estimation is nonlinear least sqaadethe asymptotic proper-
ties of the estimators have been discussed in Mira and Escribano (20@0¢zS-affias, Pedreira, and
Medeiros (2004), and Medeiros and Veiga (2005), among otherslingan least squares is equivalent
to quasi-maximum likelihood or, when the errors are Gaussian, to conditimramum likelihood.

The primary purpose of this paper is to relax the assumption of weakly prageegressors and to
provide a generalized method of moments (GMM) estimator for recoveringatizeneters of STR mod-
els. The estimator considered here is equivalent to the nonlinear instruvenghles (IV) estimator
proposed by Amemiya (1974). The paper analyzes the properties offfRerddel with endogenous
variables by providing a diagnostic test of linearity of the underlying mscmder endogeneity, devel-
oping an estimation procedure and a misspecification test for the STR moesnging the results of
Monte Carlo simulations to show the usefulness of the model and estimation metitbplroviding an
empirical application for inflation rate targeting in Brazil.

Although the treatment of nonlinear IV methods dates back to Amemiya (19#&gstimation of
STR models with endogenous regressors does not yet seem to havanadezed. The only exception
is Caner and Hansen (2004), where the authors consider a threshiddlwitihh endogenous regression.
However, in their case, they assume that the transition (threshold) vasatakly exogenous. Further-
more, most previous work has focused on independent and identicdtypdtisd (1ID) data and not on
time series models. We show that STR models with endogenous variablessgecifeed and estimated
by straightforward application of existing results in the literature under mildlagigy conditions.

The term “smooth transition” in its present meaning first appeared inrBaad Watts (1971). They presented their smooth
transition model as a generalization of models of two intersecting lines wittbramptachange from one linear regression to
another at some unknown change point. Goldfeld and Quandt (19722@3—264) generalized the so-called two-regime
switching regression model using the same idea.

2See McAleer (2005) for a discussion of univariate and multivariateliional volatility models.



MOMENT ESTIMATION OF STR MODELS WITH ENDOGENOUS VARIABLES 3

The rest of of the paper is organized as follows. Sedtlon 2 briefly revtae literature on moment
based estimation for nonlinear regression models. The model and the mainpéissis are described in
Sectior 8, while the linearity test is discussed in Sedilon 4. The estimation precaad the asymptotic
properties of the estimators are analyzed in Se¢fion 5. Sddtion 6 des@ibesrgsspecification tests.
Sectiorl ¥ presents Monte Carlo simulations in order to evaluate the finite saropkrtes of the tests
and the estimation procedure. An empirical application for inflation rate taggetiBrazil is presented
in Sectior{ 8. Finally, Sectidd 9 concludes the paper. All technical praefgigen in the Appendix.

2. GENERALIZED METHOD OFMOMENTS AND INSTRUMENTAL VARIABLE ESTIMATION FOR
NONLINEAR REGRESSION

As in Amemiya (1974), consider the following assumption:

ASSUMPTION1. The sequenc{ayt}thl, T > 0, is generated from the following nonlinear model:

yr = 9(x¢3%0) + uy, (1)

whereg(x;; ¥) is a nonlinear function of covariates, € R% and is indexed by the “true” parameter
vectoryp, € ¥ C RE, and {u;}]_, is a sequence of zero mean random variablegy;) = 0, Vt.
FurthermoreE (u?) = o < oo, Vt, andE(usus) = 0, V¢ # s. Finally, the variables; are endogenous
in the sense thdk (u.|x;) # 0.

Under Assumptiof]1E(y:|x:) # g(x¢; %) and the nonlinear least squares estimator (NLSE) of the
parameters of interesgt, might be inconsistent as long Bu;g(x;; ¥,)] # 0, where

_ O9(x1;9) ‘
MW |y,

Consider a vector of exogenous (instrumental) variables R? and define a set of valid instru-
mentsz; = z(w;) € R%, ¢, > K, wherez(w;) : R — R, is a vector-valued function of;, such
thatE (z,u;) = 0. Therefore, we havg. moment conditions that can be cast into a generalized method of
moments (GMM) framework. Definin; = (y:, %}, z,)" andh(Y;4p) = = 32/, 2¢ [y — g(x1;9)] =
% Zthl z.ui (1), the GMM estimator is the solution to the following nonlinear optimization problem:

Pearn = argmin [h(Y: )R h(Yei9)) @
(IS

g(Xt;’%bo)

where(2 is any consistent estimator 6f = E [u}zz,] = 03E [z:2}]. Hence, treating? as a constant
and using+ Zthl z;Z; as a consistent estimator Bf[z;z;], the GMM approach is equivalent to the
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modified nonlinear IV estimator discussed in Amemiya (1974). Equdtion (2peanodified as

R L I ! L I -1 . I
Yaum = 3:56“:2” {T;Zt [Ye —g(Xt;¢)]} T;Zﬂé] {T;Zt [y —Q(Xt;¢)]}
= argmin=. [y ~ g(X:9)]' 2 (2'Z) 2/ [y - g(X; ) S

per

= argmin [y — 8(X: )] P2 [y — g(X:w)].
per

wherey = (y1,...,yr), X = (x1,...,x7) isa(T x q,) matrix of endogenous variables(X; 1) =
[9(x1;9),...,g9(xr;%)], andZ = (z1,...,z7) is a(T x ¢.) matrix of valid instruments.

When the model is nonlinear only in the variables, Kelejian (1971) showesistency of the IV es-
timation when polynomials of the exogenous variables are used as instruBewtien and Turkington
(1981) compared different IV estimators for the nonlinear-in-variatledel. Amemiya (1974) first dis-
cussed the estimation dfl (1) when the functigs,; 1) is nonlinear both in the parameters and in the
variables. He proved consistency and asymptotic normaliyl of (3) for &fa dnd when the instruments
are assumed to be fixed in repeated samples, and also demonstrateccgftiCibie estimator when the
model is nonlinear only in the parameters.

From the first-order conditions for the optimization problémn (3), a keykjraandition for identifica-
tion is that

plim — 25 (X: 1)

Teoo T
is of full rank. Thus, the instrumenf must be correlated with the gradient of the nonlinear function.
Even though whem, is highly correlated with the endogenous variabtesthis might not be case for
z; andg(x; ¥y). Thus, strong instruments in a linear framework, might be rather weak imlanear
setting (see Stock, Wright, and Yogo (2002) for a recent review ok imsséruments).

Amemiya (1975) showed that the optimal instruments are given by

zi(wi) = E [g(xs;0) W] - (4)

More recently, Newey (1990) considered asymptotically efficient IV estimaof nonlinear models
in an IID framework based on nonparametric estimation of the optimal settofiinents in[(#). More
specifically, he considered the estimation of the conditional moment in (4) bglifi@oent nonparametric
techniques, namely nearest-neighbor and series (sieve) approxinidimlatter is closely related to the
polynomial estimation discussed earlier in Kelejian (1971).

Amemiya (1975) discussed different limited-information estimators of the nailisienultaneous
equation model and compared their covariance matrices. The author eukitie following linear
reduced form fot,:

Xy = Oowy + vy, (5)
whereE(v;|w;) = 0, and{v;}._, is a sequence of zero mean IID random variables which are correlated
with the structural errors,. DefiningW = (w1,...,wr), ©® = (WW) ' WX,V = X - OW,
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andu(y) =y — g(X; 1), Amemiya (1975) proposed the modified IV (MIV) estimator given by

Yy = argmin Qurrvr ()
Ppewr

= a:pger’r‘wllin [y — g(X;)] [I -V (\Aﬂv) \Aﬂ} ly — g(X;9)] (6)

= argmin {u(@b)/u(qp) —u(y) [\A/' (\A/’\A/>_1 \A/"] u('zp)} ,
W
wherel is a(T x T') identity matrix.

He showed thatf {6) is more efficient than (3). The estimator givehlin (6Qus/alent to the one-
step maximum likelihood estimator, given the parameters of the linear redugedfdhe exogenous
variables.

Finally, Amemiya (1977) considered the maximum likelihood and three-stagesgaares estima-
tors of the general nonlinear simultaneous equations model. More redsetigy and Powell (2003)
considered IV estimation of nonparametric models.

3. THE MODEL AND MAIN ASSUMPTIONS

We write a smooth transition regression (STR) model as a special cage afidlconsider the follow-
ing assumption about the data generating process (DGP):

AssUMPTION2 (Data Generating ProcessJhe sequencéy;} L is generated by

Y = Bo1Xe + BoaXe S (5570, co) + s, (7)
wheref (s¢; 70, co) is the logistic function given by
1
f(stiv0.00) = ———— (8)

14 e (st—co)’

/
X, = <1,X'L7t>,xt = (X’L’t,st> € R% is the vector of covariatEsIE (we|x¢) # 0, andE (uf) = 0§ <
Q.

In this caseg(xi;¥g) = BuiXe + BooXef (51570, c0) andyp, = (,361a/3627’¥0700)/ € R¥. The
structural parameters to be estimatedgeando?.

The STR model can be considered as a regime-switching model that allotwgfmiting regimes
associated with the extreme values of the transition funciigry; v, c¢) = 0 andf (s;;v,¢) = 1, where
the transition from one regime to the other is smooth. The paramegar be interpreted as the threshold
between the two regimes, in the sense that the logistic function changes moaltydrom 0 to 1 ass;
increases and (c; vy, ¢) = 0.5. The parametey determines the smoothness of the transition from one
regime to the other. As becomes very large, the logistic functigris;; v, ¢) approaches the indicator
function and, consequently, the changef@§;; v, ¢) from 0 to 1 becomes instantaneoussat= c.

We make the following assumptions about the parameters of the model.

3If s¢ is an element ok ¢, thenx, = xr, ;.
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AssuMPTION 3 (ldentification). The parameter vectop,, is interior to a compact parameter space,
. Furthermore,yy > 0 and ¢y is interior to the support of the probability distribution ef. If the
distribution ofs; has infinite support, theroco < ¢ < ¢y < ¢ < o0.

Assumptior B is a standard assumption for identification of STR models. Tiietiea on~, avoids
the lack of identification due to the symmetric behavior of the logistic function.
The vector of endogenous variables follows a linear reduced form,ths fiollowing assumption.

ASSUMPTION4 (Reduced Form)w; € R? is a vector of exogenous variables such that:
(1) x¢ = Ogwy + vy,
(2) E (ut|wy) =0, Vi
(3) E (v¢|wy) =0, V¢,
(4) E (v¢|Fi—1) = 0, whereF;_; is defined as in Assumptibh 6; and
(5) Sete; = (ug, vi)'. E(esel) = 6,+%, where

1 ifr=t, 2y
Srt = T andx = | 70 uo )
0 if r#t, Yow Xy

We consider that there is a set of valid instruments that satisfy the assumellion. b

ASSUMPTIONS (Instruments).Z = [z(w), . ..,z(wr)]" isa(T x q.), g. > K, matrix of instruments,
such that:

(1) z; = z(wy) : R — R% is a linear or nonlinear function o#v;, such thatE(|z;|) < oo;
(2) plim +Z'Z exists and is nonsingular;

T—o00

(3) +Z'g(X; ) converges in probability uniformly igp € N (1), whereN (s is a neighbor-
hood ofy,; and

(4) plim 2Z'g(X; ) exists and is of full rank.
T—o00

Furthermore, the error term is such that:

ASSUMPTIONG (Error Term). {u;}._, is a martingale difference sequence, such thé;|F;_;) = 0,
whereF;_; is theo—field generated b;{xg_j,w;_j,ut_j 1> 1}.

In this paper we consider only models with stationary variables.

ASSUMPTION7 (Stationarity). The sequenceYt}thl, whereY,; = (y,x},2,), is stationary and er-
godic. FurthermoreE (x;x}|s;|°*?) < oo for somes > 0.

The last moment condition in Assumptibh 7 is important in order to guarantee igteree of the
relevant moments in the linearity test to be presented in the next section.
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4. LINEARITY TESTING AGAINST SMOOTH TRANSITION REGRESSION

Consider an STR model as inl (7). A convenient null hypothesis of line@rity : v = 0, against
the alternativeH, : v > 0. Note that model{7) is not identified under the null hypothesis. In order
to remedy this problem, we follow Tasvirta (1994) and expand the logistic functipiis;; v, ¢) into a
third-order Taylor expansion around the null hypothesis 0. After merging terms, the resulting model
is

Yy = o)Xy + abXysy + ahXyst + ahXys? + ul, (9)
. i 3.3
whereuf = uy + R(s¢;7,¢), R(st;7, ¢) is the remainderg; = By; + (% — 0 — %) Boz, 2 =
3.2 3 3
a0ts _ _ Yac _
(%0 + ;%20) Bog, a3 = — 35 Boo, anday = %,602-

A new convenient null hypothesis ) : as = a3 = a4 = 0. Note that[(®) is a nonlinear-
in-variables regression model with endogenous regressors, asshscin Davidson and MacKinnon
(1993, pp. 224-226).

In order to derive the linearity test, consider the following notation. ySes in Sectionl2. Define

g(X;y*) € RT as a vector with typical line given by the function
g(xi;9") = () X; + ahXysy + QX 8] + aﬁitsi’) ;
wherey* = (), o, afy, ). Furthermore, set the restricted and unrestricted parameter estimates as
¥, = (@),0,0,0) and<p, = (&}, a4, &), respectively. Finally, seP, = Z (Z'Z) ' Z,
whereZ is a(T X ¢.), ¢. > K, matrix of valid instruments, as in Sectibh 2, formed by linear and/or
nonlinear functions of the exogenous variabies,
The linearity test is equivalent to an F-test in a instrumental variablesssigreand can be carried

out in stages, as follows (see Davidson and MacKinnon (1993, pp-232 for a discussion):

o~

(1) Estimate[(B) under the null and compWsR, = HPZ [y — g(xy; ¢:)} H2

(2) Estimate the unrestricted model (9) and comifer, = HPZ [y — g(x¢; @Z)} H2
(3) Compute the statisﬁc
_ (SSRTA— S;S*Ru) /k . (10)
ly = e[ /1K
Under the null hypothesis, the statiskigs asymptotically distributed as an F distribution witland
T — k degrees of freedom, whekas the number of restrictions tested.

4 s¢ is an element ok, then the resulting model should be

! ~ ! / 2 ’ 3 *
Yt = 01Xt + gX St + O3X¢S; + QoXy Sy + Uy .

5 s¢ IS an element ok;, then
(SSR, — SSR.) /k)
. .

/1T — K]

- Hy ~g(®,)
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In equation[(P) the regressors are products of the endogenoubleariand the optimal set of instru-
ments, as discussed in Amemiya (1975), is formed by power functions oktiyerous variables. For

example, suppose that
< — XLt . 0;: 0 Wet + Vit
' St 0 0, Ws,t Us,t ‘

In this case, the optimal set of instrumentg;is= (1, w/

T

that the same set of instruments is used in each step of the proceduibateabiove.

/ r2 13 Y Itiei
b Wh We e, Wh w2, whw? ). Itis important

5. PARAMETER ESTIMATION

5.1. Main Results. In this paper we consider two methods to estimate the STR model with endogenous
covariates. The first one is the GMM estimator adin (3). The second one mdtified nonlinear 1V
estimator defined in.{6).

When the transition variable is exogenous, the reduced form foein be written as

Yt = wo Wi + woaWe f (6370, c0) + &, (11)

wherew; = (1, w;)’, with x; = @0v~vt + Vi, Ve = (0,v{t)’, o1 = @0601, o2 = @OBOQ, and the error
termis given by, = w480,V f (51370, o). Itis clear that, under Assumptibh®B &, w. f (s¢; 70, co)] =
0 and the parameters ¢f (11) can be estimated by nonlinear least-squatbsriiore;, andcy are both
identified. This fact opens the possibility of two-step estimation: first comgsibmatesy andc¢ for g
andcy, respectively, usind (11), than substitgtandc in (7) and estimat@,; and3,,. One advantage
is that, giverty andc, the STR model becomes a nonlinear-in-variables model. This is the spiré efth
timator proposed by Caner and Hansen (2004). Here we take a differga by considering a possibly
endogenous transition variable.

The following theorem follows directly from Theorem 8.1.1 in Amemiya (19834856).

THEOREM 1 (Consistency).Under Assumptioris B-gi .1 —— %o and ey —— 1.

In order to state the asymptotic normality result, we have to consider an adt#gsusmption.

ASSUMPTION 8 (Asymptotic Normality).%z’a;gp(_);j’) converges in probability uniformly inb €
N (), wherey; is theith element ot).

THEOREM 2 (Asymptotic Normality). Under Assumptiorig P1-8,

\/T ('@GMM - 'l,bo> i> N (O’UOAET‘]l\/]M) )

where
Acum = E[8(X;¢0)'Pzg(X; )] -
Furthermore,
VT ('(/»LMIV - 1/’0) -5 N (07‘70AJ_\411V) )
where

Ay =E{G7! [0}G + (0§ —0)H] G},
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G =g(X;9,) [I —v(viv)™ V’} &(X;4h),
v=(vi,...,vr), 0 = 0f — 2,2, 3y,, and
H = g(X;9,) Pzg(X; ).

5.2. The Choice of Instruments. Setf; o = f (s¢; 70, co). Hence,

dg(x; ) 0g(x¢; )
0B ¢=¢0’ 085 w=¢07 ¢=¢0’ o P=1p,
= [X,, %, f1.0, BroXe fro (1 — fr0) (st — co) s —BhoXfro (1 — fro) 0] -
It is clear that the gradient depends on the structural parametersddntorcompute the “optimal”
instruments as in_{4), we adopt the following procedure:

dg (Xt ; 'l.b)
v

0x1: o) = xid)

(1) Start from an initial and consistent estimateygf, sayq,Ab. For example, consider estimators of
type [3) or [6) with any set of valid instruments. Compgte;; @).

~

(2) Regresg(x¢; 1) onw, and on the powers and cross-products of the elements.oCompute
g(xs; 177) N
(3) Setz; = g(x+; 1) and re-estimate the parameters.

As mentioned in Section 2, Newey (1990) showed that the procedure @laovbe seen as a series
nonparametric approximation ol (4). He also proved that this proceduds w#icient estimation in an
IID framework. The optimality of such a procedure in a time series contextisoybe proved, but this
is beyond the scope of the paper.

6. MODEL EVALUATION

The goal of this section is to discuss a number of misspecification tests fon®@RIs with parame-
ters estimated by moment-based techniques such the ones previouslyetksCrile natural diagnostic
test is theJ-test for overidentifying conditions proposed by Hansen (1982).teroset of useful tests
can be developed on the basis of Gauss-Newton regressions (G\f¢assed in Davidson and MacK-
innon (1993, pp. 226-232).

~

Defineu; = y: — g(x¢; ) and consider the following GNR:

U = Pyg(xi;9)b + e, (12)
where{e, } is a sequence of errors aﬁdis any consistent estimator ¢f,. As observed in Davidson and
MacKinnon (1993), the ordinary least squares (OLS) estimaleniist be zero and this fact can be used
as a measure of the accuracy of the nonlinear optimization routine emplolyesd, t€sting, : b = 0
in (13) is a very simple diagnostic check.

Another useful diagnostic is to augment equatiod (13) with nonlinear terchgesh for neglected
nonlinearity, such as additional regimes. For example, we can considetltveng GNR:

f/u\t = PZg(Xtv ’l/b\)b + allxlfSt + Oé,gXtS? + agxtsg + €t7 (13)
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and testH : a1 = a2 = a3 = 0. The resulting procedure is a simple F-test in an OLS regression.

7. MONTE CARLO EXPERIMENT

The goal of this section is to evaluate the finite sample performance of thetyrteat. Two different
DGPs will be used, and they are defined as follows:

(1) Model A: 11D observations
yr = —0.2 + 14xy + (0.6 — 2.3x¢) f (24370, —2.0) + uy,

Tt = (th + U,

whereyy = 0 or 10, us = v + e, v ~ NID (0, 1), e; ~ NID (0, 1), andw; ~ NID(0, 1).
(2) Model B: Weakly dependent observations

yr = —0.2 + 1.4z + (0.6 — 2.3x¢) f (24570, —2.0) + wy,
xy = 0w + vy,
wy = 0.8wi—1 + &
whereyy = 0 or 10,u; = v¢ + e, v ~ NID (0,1), e, ~ NID (0, 1), and&; ~ NID(0, 1).

Both models have a single endogenous variablethat is also the transition variable. The data gen-
erated from Model A are independent and identically distributed. Modgierated weakly dependent
data asw; is a linear autoregressive (AR) model. We generate 2000 replicatioreschfraodel with
100, 250, and 500 observations. Models wijgh= 0 will be useful to evaluate the empirical size of the
linearity test.

As discussed in Sectidn 4, linearity testing involves the estimation of a model witilgenous vari-
ables that are linear in the parameters but nonlinear in the variables. Tkiotygpecification and
estimation has been considered in the literature since Kelejian (1971). Timabghoice of instruments
has been discussed in several papers, as mentioned in $éction 2. dHeikfacus on estimators as in
@3). For both models, the set of instrumentzis= (1, w;, w?, w},w})’. Our choice of instruments is
quite natural as the regressors in the test equations are powers ofitigeanus variables (see equation
9).

We consider different values for the paramétér both models in order to evaluate the strength of the
set of instruments. The higher the valugpthe stronger are the instruments. For example, when Model
Ais considered, the correlation betweenandw is given byp, ,, = «/ﬁW Clearly, the correlation
between powers af; andw; will be also function of.

The linearity test results for Model A are presented in Figltes 1'and et both the empirical
size and power of the linearity test for 100 observations and a nomindficégrce level of 0.05. When
0 is close to zero (the set of instruments is not valid), the test is heavily unelérOn the other hand,
the empirical size approaches the nominal siz@iasreases (the instruments are quite strong). This fact
highlights the harmful influence of weak instruments on the performance dintbarity test. However,
it seems that the power of test is less affected by the strength of the instaumen
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FIGURE 1. Empirical size of the linearity test (Model A) across different value8.o
The nominal significance level is 0.05 and the number of observations is 100

The results concerning Model B are shown in Figlides 3[and 4. As in thegois case, the linearity
test is undersized, specially whéis near zero and approaches the nominal orteiasrease in absolute
value. The power of the test goes to oné &screases in absolute value.

Tabled1 an@]2 show the estimation results. The parameters of Models A aedeBtianated by the
modified nonlinear 1V estimator ds|(6). The nonlinear IV estimator (3) wasuslsd but, as the estimates
are less precise and have large outliers, we will show only the resultsrong the modified estimator.
We report results for 100, 250, and 500 observations. We consitietle case wheré = 1.

As can be seen by inspection of Tallés 1 @nd 2, apart frpall the other parameters are estimated
quite well and the precision improves, as expected, as the sample sizesawr&kewness approaches
0 (symmetric distribution) and the kurtosis coefficient tends to 3 as the samplmesizases, indicating
convergence of the estimator to a normally distributed random variable. Fiagtlgugh, on average, the
estimates ofy are much higher than the true value, this is caused mainly by a few extremeatises.
When the median is used as a measure of central tendency, the resultssyiostantially.

8. APPLICATION

8.1. Inflation Targeting in Brazil. STR models have been successfully applied to describe the behavior
of various macroeconomic time series (see, for example, van DijisVeta, and Franses (2002)). In
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FIGURE 2. Empirical power of the linearity test (Model A) across different valo&.
The nominal significance level is 0.05 and the number of observations is 100

this section, we analyze the Brazilian inflation rate series after the adoptinfiation targeting (IT) in
mid-1999 to illustrate the modeling cycle for STR models.

Since the early 1990s, a growing number of central banks in industida¢arerging countries have
considered the adoption of an IT framework, including the USA. The ITditae points out that much
of its benefits can be attributed to its impact on inflation expect&io\/\bodford (2004) argues that
the most important achievement of inflation-targeting central banks hdmeratthe reorientation of the
goals of monetary policy toward a stronger emphasis on controlling inflatigr;ather the develop-
ment of an approach to the conduct of policy that focuses on a clediheddarget. Accordingly, one
important advantage of commitment to an appropriately chosen policy rule i# fhatlitates public
understanding of policy, which is crucial in order for monetary policy tonwst effective.

This seems to be the case in Brazil. As noted by Cerisola and Gelos (2080%)]dbtion of an ex-
plicit and public target for inflation influenced the expectations of privgents. The authors examine
the macroeconomic determinants of survey inflation expectations in Brazil giecadoption of infla-
tion targeting in 1999. The results suggest that the inflation targeting frarkéves helped anchor
6See Mishkin and Schmidt-Hebbel (2001) for a survey of early expeeie with inflation targeting. Ball and Sheridan (2003)
present a more pessimistic view from experience to date.

In Woodford’s (2004, p. 16) own words: “For not only do expectasi@bout policy matter, but, at least under current
conditions, very little else matters.”
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FIGURE 3. Empirical size of the linearity test (Model B) across different valueé. o
The nominal significance level is 0.05 and the number of observations is 100

expectations, with the dispersion of inflation expectations declining corasilyei hey also find that the
inflation target has been instrumental in shaping expectations while the impid&past inflation in
determining expectations appears to be relatively low.

Soon after changing to a floating exchange rate regime in 1999, Brazitetlan explicit inflation
targeting framework as part of an extensive program of economiecmsfoThis development ended a
period during which the exchange rate had been the main anchor for mopeteey. The mounting
uncertainties after the floating of the Real in early 1999 enticed the implementdtemmore strict
inflation targeting framework, one that would represent a firm commitmenteeept inflation from
getting out of control. Moreover, the relatively loose fiscal stance atuibeet of the new regime, as well
as the lack of formal operational autonomy of the Central Bank, predewi@itional challenges to the
conduct of monetary policy, in particular to the construction of credibility.

In order to deal with these concerns, the Central Bank has adoptedbéeflend accountable approach
in conducting policy. For instance, even when the targets were breaclterbvised, the process was
undertaken in a very transparent manner through open letters fronetiieBank. As noted in Mishkin
(2004), the role of the Central Bank in this accomplishment provides agxmuple for other emerging
markets considering adopting inflation targeting: the way the Central Baicklated the reasons why
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FIGURE 4. Empirical power of the linearity test (Model B) across different valok.
The nominal significance level is 0.05 and the number of observations is 100

the initial inflation target was missed, how it responded to the shock, andt ipdewnned to return to its
longer-run inflation goal.

The new regime has been tested in a number of different ways during rtslifstime, with the in-
tensity and frequency of shocks being unprecedented. Despite @iafi@monditions, the new monetary
framework has proved to be an effective guide for expectations. #aem current inflation deviated
from the established targets, monetary policy under inflation target wasjuoh of the time, capable
of keeping inflation expectations in line with the official inflation targets. In tik#ing section, we
will formally analyze how the adoption of an explicit target for inflation affeioflation dynamics and
monetary policy.

8.2. Analytical Framework for the Inflation Process: The Phillips Curve. The standard approach
to characterize the inflation process is some kind of Phillips Curve relatioecif@ally, the so-called
“New-Keynesian” Phillips curve (NKPC) is simply a log-linear approximatibouwat the steady state of
the aggregation of the individual firm pricing decisions and relates inflatsitively to the output gaip:

e = rae + BoEemen + ug,

8The model of nominal rigidities proposed by Calvo (1993) was used irctse.
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TABLE 1. Monte Carlo Simulations: Parameter Estimates for Model A.

The table shows the mean, median, standard deviation, skewness réoglskfor each pa-
rameter estimate over 2000 replications for different sample sizes. pataneters are es-
timated minimizing [[(B) as proposed in Amemiya (1975). The instrumentd asez, =
(1, we, wi, wi, wi, wy)'

100 Observations

Parameter True Value Mean Median Std. Dev. Skewness Kartosi
B11 -0.2 -0.34 0.11 5.09 -0.55 5.11
P12 1.4 1.43 1.58 1.81 -0.24 6.00
Ba1 0.6 0.75 0.23 5.10 0.56 5.15
B2 -2.3 -2.31 -2.41 1.79 0.21 5.94
5 10 64.73 12.82 136.16 3.31 14.64
c -2 -1.99 -1.99 0.13 1.51 11.43
250 Observations
Parameter True Value Mean Median Std. Dev. Skewness Kartosi
G111 -0.2 -0.29 -0.08 2.50 -1.61 10.46
B12 1.4 1.40 1.48 0.86 -1.41 9.40
Ba1 0.6 0.69 0.44 2.51 1.63 10.51
Ba2 -2.3 -2.29 -2.36 0.85 1.35 9.20
~ 10 30.41 10.54 378.78 26.88 762.18
c -2 -2.00 -1.99 0.05 -0.72 8.70
500 Observations
Parameter True Value Mean Median Std. Dev. Skewness Kartosi
B11 -0.2 -0.1491 -0.1035 1.4219 -0.3738  3.9481
B12 1.4 1.4323 1.4626  0.4883 -0.3935  4.1737
Ba1 0.6 0.5507 0.4900 1.4258 0.3754 3.9228
B2 -2.3 -2.3283 -2.3536  0.4862 0.3295 4.0771
~ 10 10.9256 10.1493 3.8342 4.2906 46.0866
c -2 -2.0005 -1.9997 0.0338 -0.2249  4.0112

wherexz, is the output gaps; is the inflation rateE; 7,11 = E (m41|F;) is expected future inflation
conditional on the information set available at timandu; is a cost-push shock.

Although theoretically appealing, this curve has problems when faced witfattge specifically
because of the absence of any endogenous persistence. In od#sl teith this limitation, Galand
Gertler (1999) propose a model where a fraction of the firms use a reastdle-of-thumb based on
lagged inflation to readjust their prices. The resulting equation is

= Pimi—1 + Poxt + B3Eemep1 + uy.

Even if the central bank stabilizes the output gap from now on, the samid wouoccur with current
inflation as it is influenced by its own recent history. Alves and Areos@Xp@argue that in an inflation
targeting economy, it is natural to assume that pricing decisions should ats@dnate the inflation
target. The authors propose the following extension:

Tt — W: = bz + By [7Tt+1 - 7T£k+1] + uy
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TABLE 2. Monte Carlo Simulations: Parameter Estimates for Model B.

The table shows the mean, median, standard deviation, skewness ramsiskfor each
parameter estimate over 2000 replications for different sample sizes.pdrameters are
estimated minimizing{6) as proposed in Amemiya (1975). The instrumeets arez; =
(1, we, wi, wi, wi, wy)

100 Observations
Parameter True Value Mean Median Std. Dev. Skewness Kartosi

B11 -0.2 -0.39 -0.29 151 -0.92 8.45
B12 1.4 1.36 1.40 0.46 -1.01 9.08
P21 0.6 0.80 0.66 1.54 1.11 8.67
B2 -2.3 -2.25 -2.27 0.43 0.65 9.79
y 10 34.03 10.78 84.36 5.51 41.10
c -2 -2.00 -2.00 0.08 -1.39 21.91

250 Observations
Parameter True Value Mean Median Std. Dev. Skewness Kartosi

B11 -0.2 -0.14 -0.13 0.68 -0.21 452

P12 1.4 1.41  1.42 0.20 -0.74 7.21

Bo1 0.6 054 0.2 0.68 0.32 4.62

Bao 2.3 231 -2.32 0.18 0.34 5.71
v 10 13.40 10.35 30.22 18.32 368.80
c -2 -1.99  -1.99 0.03 -0.02 3.32

500 Observations
Parameter True Value Mean Median Std. Dev. Skewness Kartosi

B 0.2 -0.20 -0.20 0.43 -0.09 3.78
B2 1.4 1.39  1.40 0.12 -0.24 3.68
B21 0.6 0.60  0.60 0.44 0.17 3.81
Ba2 -2.3 -2.29  -2.30 0.11 0.10 3.49
v 10 10.51 10.23 2.52 1.69 10.20
¢ -2 -2.00 -2.00 0.02 -0.17 3.06

with 7 = (1 — A) m—1 + A7*, where0 < A < 1 andz™* is the inflation target.

The investigation of the presence of nonlinear mechanisms in the Phillips Bas\®een an important
topic in the recent literature because of its implications for monetary ;ﬁ)F@lowing a long tradition
that goes back to Cukierman and Wachtel (1979) and Logue and Will&B),1®e argue that the level of
inflation and the spread of expectations across individuals are positélated. Therefore, we consider
the following family of nonlinear Phillips Curves:

A C
T = 7_T+Zﬁ1Lj7Tt_j+Zﬁ2ijt_j+ﬁ§/Et7~T

p =
A c

|7 BT Y By + B EiR | f (675 v,0) + e,
P =

9See Schaling (1999), Laxton, Meredith, and Rose (1995), Elias€99)1Nobay and Peel (2000), and Musso, Stracca, and
van Dijk (2007).
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whereE;7 is a measure of future inflation expectations (measured as deviations figen itzflation),
of is a measure of expectations uncertainty, #d, ; v, ¢) is the logistic function, as in[8).

Inthe STR model, the two regimes are associated with small and large valuegrafrikition variable,
z, relative to the location parameter, This type of regime-switching can be convenient for modeling
asymmetric responses from a monopolistic price setter, where the regimes 8Tk are related to
the uncertainty of inflation expectations. The parametean be interpreted as the tolerance level of
uncertainty around the value that the price setter considers critical, apétametery determines the
smoothness of the transition from one regime to the other.

8.3. Estimation. Now we examine whether there is evidence that the Brazilian inflation rate fdlow
a nonlinear process between April 2000 and June 2007. The ratiorthiat e dynamic of inflation
was different during periods of increased inflation uncertainty. We etifimear and nonlinear models
in order to compare the results. As both inflation expectations and exped@ibmuncertainty are
clearly endogenous, the nonlinear Phillips Curve proposed here is estibydtee nonlinear IV methods
described above. Different sets of instruments are used in orderdk tifeerobustness of the results.

8.3.1. Data. The data source iBanco Central do Brasi{Central Bank of Brazil, hereafter BCB) and
Ipea (Research Institute in Applied Econon@s)As a measure of the annualized monthly inflation
rate,n;, we consider the Brazilian broad consumer price index (IPCA), usedugegBrazilian inflation
targets. The output gapy, is measured by de-trended seasonally adjusted industrial prod@:ﬁnn.
flation expectations are obtained from a daily survey that the BCB condomiag financial institutions
and consulting firms. The survey asks what firms expect for enckaf-yflation in the current and in
the following years. The BCB discloses the mean, the median and the statel@ation of the infla-
tion expectations. Our measure of inflation expectation is the median of thetatipes across agents.
Expected inflation uncertainty is the standard deviation of the inflation exectrross agents.

The Brazilian inflation-targeting regime sets year-end inflation targets fautnent and the following
two years. As it is necessary to have a single measurement of the devigindiatoon from the target,
we use a weighted average of current and following years expectétida of inflation from the target,
where the weights are inversely proportional to the number of months remainiitthe end of the year.
Formally:

R m N 12 —m *
Bt = 72 x [Eimo) =] + <12t> x [Eerqy = ) - (14)
~r my - 12 — my -
O = E X Ut,(O) + (12> X Ut,(l)’ (15)

wherem; is the number of months remaining until the end of the current y&ar,, andE;x ) are,
respectively, the expected inflation for the current and following yesns af(o) and Ufu) are the
standard deviations of of the inflation expectations for the current andmipg years, respectively.

10al series are available at www.bcb.gov.br and www.ipeadata.gov.b
Hcarneiro (2000) showed that linear de-trending is a reasonable gttategmpute the Brazilian output gap.
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FIGURE 5. Variables used in the Phillips Curve.

Similarly, ”Z(O) and w{l) are the targets for the current year and the following year, resphctivée
values ofg} are normalized by the estimated unconditional standard deviation of the. series

Setgq; as the real exchange rate aipdas the nominal interest rate given by the Selic rate, which is
the Central Bank’s primary monetary policy instrument. The Selic rate is theagwénterest rate on
overnight inter-bank loans collateralized by government bonds thatgrstered with, and traded on,
the Sistema Especial de Liquidag e Cushdia (Selic). The Central Bank of Brazil Monetary Policy
Committee (COPOM) establishes a target for the Selic interest rate and thal@antk's open market
desk executes regular liquidity management operations in the domestic moriet,math the goal of
keeping the daily Selic interest rate at the target level. Figure 1 illustrates thevohgion of the series
used.

8.3.2. Estimates.First, we estimate the linear Phillips Curve:
T =T+ B1mi—1 + Boaxi—1 + BT + uy,

where the error is assumed to be a martingal difference sequBiteg,F;—1) = 0. We consider only
the first lag of inflation and the output gap as residual analysis showsitenee of remaining serial
correlation.
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In order to estimate the model parameters, we consider the following choicgfexogenous vari-
ables,w;, and the set of instruments;

(1) Instruments set 1 (IS1)

N JU . ) /
Wt = (Trtflv ce sy T4y Tt—1, Tt—2, Etflﬂ-a Et72ﬂ-7 0¢—15,0¢—2, Aztfla Azt727 AQt—la AQt—2) )

- S . ) '
Ze = (M1, oo, et T, Ty, By 1 T, By 0T, 671, 6o, Aiy—1, Aiy—9, Agr—1, Agr—2) .

(2) Instruments set 2 (1S2)

~ ~7 . /
wy = (m—1, 21, By 17,67 1, Adyg_1, A1),
/
2 2 ~ ~\2 o~ ~r 2 . ) 2
Z; = (ﬂ-t—lvﬂ-t_lvxt—lvxt_lvEt—lﬂ-v (]Et—lﬂ-) 3041y (Jt—l) 7Azt—laAlt—lqut—laAQt—l) .

(3) Instruments set 3 (IS3)

~ ~ ~7 ~7 . . /
Wi = (7Tt—177Tt—2>xt—lvxt—QvEt—lﬁvEt—QﬁvUt—lvat—szZt—lyAZt—2) ,
~ ~ ~7 -~ . . /
Ziy = (7Tt—17Wt—?th—lv‘xt—QvEt—lﬂvEt—QTrv Ot_1,0¢_9; Alt_l, AZt—Q) .

(4) Instruments set 4 (1S4)

O . ’
wy = (M-t 21, By 17,67, Niy_1)’

/
2 2 ~ ~\2 o~ ~r \2 . )
Zy = (Trtflaﬂ-t—Qa‘rt*laxt—laEtflﬂ-a (}Etflﬂ-) yOt—15 (Ut_l) 7A/Lt71?AZt—1) .

By choosing different sets of instruments, we may not only check thestoess of our results, but also
evaluate the effects of having nonlinear combinations of exogenoubleias potential instruments.

The results of the linear estimation are illustrated in Table 3. Some important faetge from the
table. First, it is clear that, when nonlinear instruments are used (1S2 dhdth® persistence of past
inflation (inflation inertia) is higher and the effect of inflation expectationsvuglpas well as the effect
of the past output gap. Second, the inclusion of real exchange iasteuments does not alter the
estimation results. Finally, the test described in Setfion 4 strongly rejectsltiypothesis of linearity,
regardless of which instruments are used.

As linearity is strongly rejected, we proceed by estimating a smooth transitisioresf the Phillips
Curve. Our specification has the following form:

T = 7+51L7Tt—1+53L$t—1+54LEt7~T
+ [7~T+ﬁfV7Tt71 + 35 w1 +5iVEt7~F] f (o557, ¢) + u

We present the estimates in Table 4. We report only the results concereingsttument sets 3 (1S3)
and 4 (IS4). The results with instrument sets 1 (1S2) and 2 (I1S2) arsulmstantially different, and
hence are omitted. For each instrument set, Table 4 reports two diffestimbiges: one with the two
step procedure to compute the “optimal” instruments, as in Se2@pand another set with onby; as
the instruments (“raw” instruments), that is, without the optimality correction.
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TABLE 3. Linear Phillips Curve: Parameter Estimates.

The table shows parameter estimates for equatios 7 + Gim—1 +
Baxi—1 + B3Ee7T + ue, Wherern, is the annualized monthly inflation rate
mt, ¢ IS the output gap anl, 7 is the inflation expectation defined as
in (I4). The parameters are estimated with four different sets of instru-
ments (IS1-1S4). The table also reports phevalue of the linearity test.
The transition variable &} .

Coefficient IS1 1S2 IS3 1S4
T 0.0310 0.0302 0.0313 0.0301
(0.0065) (0.0065) (0.0066) (0.0065)
M1 0.1576 0.2130 0.1322 0.2151
(0.1072) (0.1041) (0.1110) (0.1042)
Ty 1 0.5153 0.4738 0.5344 0.4722
(0.1759) (0.1738) (0.1779) (0.1738)
E:m 3.1373 2.7942 3.2947 2.7811
(0.5031) (0.4803) (0.5315) (0.4807)
Linearity Test

IS1 IS2 IS3 1S4

p-values 0.0006 0.0038 0.0008 0.0090

The results can be summarized as follows. First, the estimated location of thitidra) is almost
the same in all the cases considered, and the transition is relatively smoathigaltinere are not many
observations along the transition path. The analysis of the logistic functioigindfé confirms that
the regime switches occur in periods when expectations uncertainty is higtieed, the period can be
separated into three sub-sample¥Before 2001, the implementation phasg) 2001 — 2002, the stress
test; and {i7) After 2002, the restoration of credibility. Hence, we can characterigdwio extreme
regimes as low uncertainty (regime 1) and high uncertainty (regime 2). 8at@npersistence (inflation
inertia) is high in the first regime, but almost vanishes in the high uncertaigtgnes although it is
worth noting the low significance of the coefﬁci@]tln addition, the output gap is significant only when
inflation uncertainty is high . Finally, inflation expectations are more importamix@escted, in regime 2
(high uncertainty).

8.4. Implementing IT: Before 2000. Despite the adoption of IT in Brazil having occurred during a
foreign exchange crisis, the transition to the new regime in 1999 was ré&asiveoth. Against the
pessimistic views, inflation at the end of 1999 reached the one-digit levéd (B percent), while
annual GDP grew by almost 1 percent (0.8 percent). The resportse Bfazilian government and the
BCB to the crisis combined fiscal consolidation, a strong commitment with pricéitstednd external
financial support. The analysis of the logistic function in Fiddre 6 confirreasettonomy was in a low
uncertainty period (regime 1).

After the initial transition phase, with the normalization of financial conditiorstarder the effects of
significant interest rate cuts, inflation ended 2000 at the 6 percent mmttpmet, with robust economic
growth of 4.4 percent. During this period, our first-regime estimates sh@nsélevance of output gap
for inflation dynamics, which was driven by lagged inflation (0.3 - 0.4) afidtion expectations (0.6 -

his may be due to the restricted number of observations.
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TABLE 4. Nonlinear Phillips Curve: Parameter Estimates.

The table shows the parameter estimates of the meadel 7 + Sfm_1 + S5 a1 +
BrEiit + [ 4 B mi—1 + B3 xe—1 + BY Ee7t] f (6737, ¢) + ue. The label “Raw” In-
struments means that the optimality correction of Sec?®is not used. The numbers in
parentheses are the standard errors of the estimates.

Instrument Set 3

“‘Raw” Instruments “Optimal” Instruments
First Regime Second Regime First Regime Second Regime
T 0.0267 0.0192 0.0257 0.0222
(0.0092) (0.0164) (0.0096) (0.0185)
Te—1 0.3118 —0.3075 0.3999 —0.2312
(0.1542) (0.2070) (0.1558) (0.2107)
Ti—1 0.0417 0.8853 0.0108 0.8221
(0.2894) (0.3823) (0.2921) (0.3932)
E. 1.8351 1.8613 0.6341 2.0609
(1.0809) (1.1632) (1.0960) (1.2495)
~ 19.(2%64 19.(3?;67
c 1.0661 1.0479
(0.1130) (0.1030)
Instrument Set 4
“Raw” Instruments “Optimal” Instruments
First Regime Second Regime First Regime Second Regime
T 0.0296 0.0163 0.0264 0.0220
(0.0094) (0.0184) (0.0095) (0.0194)
M1 0.3313 —0.2252 0.3832 —0.2046
(0.1522) (0.2049) (0.1536) (0.2102)
Ty 0.0044 0.8956 0.0043 0.8477
(0.2879) (0.3892) (0.2930) (0.3964)
E, 7 0.8445 2.3388 0.9162 1.7211
(1.0201) (1.2209) (1.0472) (1.2165)
y 18.(65;42 18.(7?))01
c 1.08291 1.0668
(0.1035) (0.1084)

1.8). However, during 2000 a series of important shocks occurebly: oil prices had double since
1999, while the prices of technology firms fells sharply, with the meltdown 0ENAQ. At the same

time, monetary policy conditions were tightened in the USA, with the FederaldRatk being raised
to 6.5 percent in May 2000, from 5.5 percent at the end of 1999.

By the end of 2000, while the performance of the economy was positivacttederated rate of growth
of the Brazilian economy, combined with the US and Global slowdown, pointeifftoulties ahead.
The Brazilian economic recovery that began at the end of 1999 wad basstrong credit expansion,
increasing exports of industrial goods, and agricultural price rago¥éis recovery, however, combined
with increasing oil prices and the US slowdown, adversely affected tla@d@of trade, which entered
negative territory (12 months) in September 2000 after a period of rectlowing the depreciation of
the Real in early 1999. The Brazilian core IPCA inflation started to showwatrtrend after November
2000.



22 MOMENT ESTIMATION OF STR MODELS WITH ENDOGENOUS VARIABLES

(a) Impact of transition variable on logistic Function (IS3) (b) Logistic Function through time (1S3)
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(c) Impact of transition variable on logistic Function (1S4) (d) Logistic Function through time (1S4)
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FIGURE 6. Estimated logistic function. Panel (a): transition function versus transition
variable (1S3). Panel (b): transition function across time (1IS3). P@j)eltransition
function versus transition variable (1S4). Panel (d): transition fun@oss time (1S4).

8.5. Inflation targeting under stress: 2001 - 2002.The year 2001 was marked by a series of adverse
shocks, most notably: the Argentina default, officially announced in tbetHfoquarter of 2001, the
energy crises in Brazil, and the September 11, 2001 attack. In the bewgiohthe year, consumer
price inflation was above expectations, while the core inflation trend waspeatible with the 4 percent
inflation target for the year. After reducing the Selic rate to 15.25 peigelanuary, the BCB started in
March the first monetary policy tightening cycle of the inflation targeting regifier an initial 50 basis
points increase, the tightening cycle was interrupted only in July, with the S#édicegaching 19 percent.
The policy rate remained unchanged from August 2001 to Februa®, ¥dten the Central Bank began
the easing process, although for a brief period of time. The series efsalgvents produced during 2001
significant exchange rate depreciation, hovering around 20 pesithie end of 2001, inflation reached
7.7 percent (3.7 percentage points above the 4 percent target) armcbtiarey grew 1.3 percent. The
logistic function in Figuré shows that the economy was in a high uncertaintydp@egime 2). In this
scenario, lagged inflation is no longer a good proxy for future inflatidrickvexplains why persistence
is low in the period. The increased relevance of inflation expectations £L3j and output gap (0.82 -
0.89) in inflation dynamics, highlights the importance of anchoring expectations
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Even though the target was not reached, the results obtained in theffaceeatremely adverse
scenario were satisfactory, revealing the inflation targeting regime aeativef and flexible framework
to pin down expectations. Inflation expectations for 2002, gauged ahthefe2001, were still below 5
percent. The way monetary policy was conducted with the swift reactionthfteSeptember 11, 2001
terrorist attacks kept expectations under control and made economis dgdieve that the 2001 adverse
inflationary shock would be dissipated during the following year.

The year 2002 began with the view that the end of the energy crisis, cothbitle an improved
international environment, would allow some flexibility in the conduct of monegpaticy. In fact, a
considerable exchange rate appreciation occurred (from a 2.80 R$lsiSafter September 11 to 2.40
R$/US$ in the beginning of May 2002). In this context, the monetary policyralaged in the beginning
of the year, with the Selic rate being reduced from 19 percent in Fgbtod8 percent in June. How-
ever, later in the year, the uncertainty associated with the presidential elset®off an unprecedented
confidence crisis, leading to a sharp exchange rate depreciation aen/tonfavorable debt-dynamics.
During that time, despite a number of arguments arose, suggesting thatllpadiccumstances distorted
the transmission mechanism from monetary policy, which was then bounefeatdagainst inflation,
Brazil did succeed in securing disinflation through monetary tightening, witktreeptible contribution
from the aggregate demand transmission channel.

The commitment assumed by the new President to sustain sound macroecool@igs,combining
fiscal discipline, a floating exchange rate regime, and the inflation targetingework, was crucial to
dissipate the fear associated with changes in the course of the econonejadied to debt sustainability.
From September to December 2002, the Central Bank increased its pdéciyaa 18 percent to 25
percent. However, the sharp exchange rate depreciation duringahgigiled a considerable increase
in inflation, which ended 2002 at 12.5 percent, and modest GDP growtt®gfetcent. Although the
inflation targeting regime was unable to anchor expectations during thattlyeanonths that followed
this episode proved that inflation targeting has been a useful framewaligtamarket expectations with
government objectives.

8.6. Reconstructing credibility: After 2002. In January 2003, the Central Bank sent an open letter to
the Minister of Finance explaining why the inflation targets were breacheldmade explicit estimates
of the size of the shocks and their persistence. The Central Bank éoldee original inflation target
for 2002 (4 percent), part of the breach experienced in the preyiears to account for inertia effects
(inflation carryover from the 2002 shock), and for the impact on admneidtprices that, by contract
provisions, are adjusted according to past inflation. These two effédtsel€Central Bank adjust the
inflation target for 2003 to 8.5 percent. The Central Bank made expligterate to the fact that, after
the sharp increase in inflation in 2002, attempting to achieve the original inflatiget of 4 percent for
2003 would require a sizeable output sacrifice. Inflation in 2003 fell bgertttan 3 percentage points,
ending at 9.3 percent, which was close to the adjusted target, and GDReddnjia modest 0.2 percent.
The Central Bank was not able to achive this on its own. The new govetrmoe only supported the
inflation targeting regime, but also pursued tight spending policies thatedsn a primary budget
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surplus in 2003 of 4.3 percent of GDP. Just in line with these facts, tHgsimaf the logistic function
in Figure[6 confirms that the economy returned to regime 1 (low uncertaintgd)ewwith inflation
primarily driven by lagged inflation and inflation expectations.

The strong recovery in 2004, with growth reaching almost 5 percentvéthcemployment increasing
at a two-digit rate, required a gradual but firm response of the G&drik to fight emerging inflationary
pressures and to prevent these pressures from contaminating infiaxpactations. From September
2004 to May 2005, the Central Bank raised its policy rate by 3.75 percemaigts to 19.75 percent.
Moreover, the government announced in September 2004 a change pnirtfey surplus target for
2004, from 4.25 to 4.5 percent of GDP. Inflation, despite some accelemuiong the second half of
2004, ended the year at 7.6 percent, which was above the 5.5 penggit taut within the tolerance
interval.

In September 2004, when it became clear to the Central Bank that the &ehpiarget for 2004 would
not be fulfilled, and it was possible to project with greater accuracy tbé déviation, the Central Bank
announced 5.1 percent as its operational target to be pursued in 2005.

9. CONCLUSIONS

In this paper we considered the estimation of smooth transition regressiotsmatteendogenous
variables. Different nonlinear instrumental variable (IV) estimation mettmage been discussed, and
the asymptotic properties of the estimators were analyzed when the datenaee toy weakly dependent
stochastic processes. A linearity test based on the Taylor expansianlogtktic function was extended
to the case of endogenous regressors, and its small sample propergeheeked through simulations.
The small sample properties of the nonlinear IV estimators were also anddyzgthulation. Finally,

a nonlinear Phillips Curve, for emerging economies was estimated with Brazdtanutider an Infla-
tion Targeting regime. The empirical results showed strong support fonknear specification of the
Phillips curve where the transitions were related to inflation uncertainty wigeots$o the target.
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APPENDIXA. PROOFS

A.1. Proof of Theorem[d. Assumption§ R anld 3 guarantee that the model is identifiedetJAssumptions]6 and
[4H438, the proof follows from the same steps as in the proof @ofém 8.1.1 in Amemiya (1985, p. 246).

Q.E.D
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A.2. Proof of Theorem[2. The proof of the first part of the above theorem follows aldmg same lines as the
proof of Theorem 8.1.2 of Amemiya (1985, p. 247). The secat @f the theorem follows from the same steps
in Amemiya (1975, p.381).

Q.E.D
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