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l)GREEN LOT-SIZING

The lot-sizing problem concerns a manufacturer that needs to solve a production
planning problem. The producer must decide at which points in time to set up a production
process, and when he/she does, how much to produce. There is a trade-off between
inventory costs and costs associated with setting up the production process at some point
in time. Traditionally, the lot-sizing model focuses solely on cost minimisation. However,
production decisions also affect the environment in many ways. In this dissertation, the
classic lot-sizing model is extended into several different directions, in order to take
various environmental considerations into account.

First, items that are returned from customers are included in the lot-sizing problem,
within the context of reverse logistics. These items can be remanufactured to fulfil custo -
mer demand. In another extension, a minimum is imposed on the size of a production
batch, in order to reduce the pollution associated with producing many small batches.
Furthermore, a lot size model is considered in which there is a maximum on the amount of
pollutants, such as carbon dioxide. This model can also be seen as a bi-objective lot-sizing
problem. The mathematical models that arise from these extensions are fundamentally
harder to solve than the classic lot-sizing problem. Several approaches to solving these
problems are developed, based on mathematical optimisation techniques such as mixed
integer programming, dynamic programming and fully polynomial time approximation
schemes.
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Chapter 1

Introduction

In this dissertation, green lot-sizing problems are studied. Before we proceed with
the exposition of our research results in later chapters, we will answer two obvious
questions:

1. What is a lot-sizing problem?

2. Why and how would such a problem be ‘green’?

1.1 Lot-sizing

The “dynamic version of the economic lot size problem”, which was introduced by
Wagner and Whitin in their 1958 seminal paper, concerns a manufacturer who needs
to solve a production planning problem. He is faced with a known, deterministic de-
mand from his customers in a number of discrete time periods. The number of items
demanded can vary over time. In each time period, he must decide to set up the pro-
duction process or not, and if so how much to produce. If the production process is
set up in a certain time period, he incurs fixed set-up costs. From this perspective, it
would be cheapest to produce all items in the first time period and keep all of these
items in inventory until they are demanded by the customers. However, in each time
period, holding costs are incurred for each item that is held in inventory until the next
period. From that perspective, he would like to produce each item in the same period
as in which it is demanded, so that no item ever needs to be kept in inventory. Hence,
there is a trade-off between set-up and holding costs. Per-unit production costs may
also be incurred. The objective of the lot-sizing problem is to minimise the sum of
all set-up, holding and production costs over all time periods, that is, over the entire
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problem horizon. Solving the lot-sizing problem gives a production plan which pro-
vides a production quantity for each time period, such that the aforementioned costs
are minimised.

An alternative interpretation of the model is that of a firm that orders its prod-
ucts from an (upstream) supplier. Setting up the production process in the description
above then corresponds to placing an order at (or rather: receiving an order from) the
supplier. If fixed ordering costs are associated with placing an order, then this prob-
lem is mathematically equivalent and can also be described as a (dynamic) lot-sizing
problem.

Mathematically, the classic (dynamic), single-item, uncapacitated lot-sizing prob-
lem can be defined as a mixed integer linear program (MILP). First, we introduce the
set of all time periods as T := {1, 2, . . . , T}, where T is the number of time periods.
Next, we define three decision variables, for each t ∈ T :

xt is the quantity produced in time period t;

yt is 1 if the production process is set-up in time period t, and 0 otherwise;

It is the number of items carried in inventory from period t to period t + 1.

Finally, we define the following parameters, again for each t ∈ T :

dt is the quantity demanded by customers in time period t;

Kt are the fixed set-up costs in period t;

pt are the per-unit production costs in period t;

ht are the costs to hold one unit in inventory from period t until period t + 1;

M is a very large number; this number is typically defined as the sum of the remain-
ing demand until the end of the problem horizon;

T is the number of time periods, as mentioned before.

The classic lot-sizing problem is defined by the mixed integer program below.

min ∑
t∈T

(Ktyt + ptxt + ht It) (1.1)

s.t. It−1 + xt = It + dt t ∈ T (1.2)
xt ≤ Myt t ∈ T (1.3)
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1 2 3 4
I1 I2 I3

d1 d2 d3 d4

x1, y1 x2, y2 x3, y3 x4, y4

Figure 1.1: Graphical representation of a lot-sizing problem with four time periods

I0 = 0 (1.4)
xt, It ≥ 0 t ∈ T (1.5)

yt ∈ {0, 1} t ∈ T (1.6)

The objective (1.1) is to minimise the sum of all set-up, production and holding
costs. Constraints (1.2) are inventory balance constraints. (1.3) are the so-called set-up
forcing contraints. They make sure that the production quantity can only be strictly
positive if there is a set-up in a period. Constraint (1.4) requires the initial inventory to
be zero, which we can assume without loss of generality. Finally, (1.5) are the nonneg-
ativity constraints, and constraints (1.6) impose that the set-up variables are binary.

Graphically, the classic lot-sizing problem can be represented as a network flow
problem in the graph depicted in Figure 1.1. Here, the yts are binary variables, indicat-
ing whether there is a positive flow on an arc.

It is well-known that this classic lot-sizing problem is easy to solve. In their original
paper, Wagner and Whitin (1958) solve this problem with dynamic programming in
O
(
T2) time, that is, the (worst-case) solution time is quadratic in the number of time

periods. Their algorithm will even work if we generalise the production and holding
costs to general concave functions, instead of the linear costs presented in the objec-
tive function (1.1) above. For linear production and holding costs, the problem can be
solved even faster, in O (T log T) time, with the algorithms in Wagelmans et al. (1992),
Aggarwal and Park (1993) and Federgruen and Tzur (1991). The same authors also
show that the problem can be solved inO (T) time if the production and holding costs
satisfy the Wagner-Whitin property. Such costs entail the absense of speculative mo-
tives to hold inventory. This is mathematically defined as pt + ht ≥ ps ∀t ≤ s ∈ T .

The dynamic lot-sizing problem is well-studied in the literature and the classic
problem has been extended in many different directions. Some of the most well-known
extensions are the inclusion of production capacities (see e.g. Florian et al., 1980; Bitran
and Yanasse, 1982; Van den Heuvel and Wagelmans, 2006), backlogging (see e.g. Zang-
will, 1966; Pochet and Wolsey, 1988; Federgruen and Tzur, 1993) and batch-production
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(see e.g. Lippman, 1969; Lee, 1989; Pochet and Wolsey, 1993; Constantino, 1998; Van
Vyve, 2003 and Chapter 4 of this dissertation). For literature reviews of lot-sizing prob-
lems, see Jans and Degraeve (2007), who discuss metaheuristics for lot-sizing prob-
lems, and Jans and Degraeve (2008), who discuss developments in the field of mod-
elling industrial lot-sizing problems.

Extensions of the (classic) lot-sizing problem are also the topic of this dissertation.
More specifically, we will concentrate on ‘green’ extensions, which take various envi-
ronmental considerations into account.

1.2 Green

One of the definitions of the word ‘green’ in the Oxford English Dictionary is:

Of a product, service, etc.: designed, produced, or operating in a way that
minimizes harm to the natural environment.

(Oxford English Dictionary Online, 2012, “green”, definition A.III.13.b). Minimising
harm to the natural environment can of course be done in numerous ways. We will
concentrate on two ways in this dissertation. Reducing the amount of pollutants that
are emitted during the production process is one way. Another possibility is to re-
duce the number of new products that need to be produced, in other words: to reduce
new material usage. This can be accomplished by reusing (parts of) a product after its
initial use has ended. This implies that there is not only a forward flow of products,
towards the customer/final user, but also a reverse flow, from the customer back one
or more stages up the supply chain. By including a reverse flow in the supply chain, a
loop is created, and the resulting system is appropriately called a closed-loop supply
chain. The field of logistics that deals with this, is called reverse logistics. For litera-
ture reviews, see Dekker et al. (2004), Souza (2013) and Guide and Van Wassenhove
(2009). The literature can be classified in terms of strategic, tactical and operational
issues. In this dissertation, we concentrate on the lot-sizing problem, which classifies
as an operational model.

Within reverse logistics, we can distinguish between product reuse, remanufactur-
ing and recycling. In conventional product reuse, an item is used again for the same
function. Remanufacturing is a process where a particular product is taken apart,
cleaned, repaired, and then reassembled to be used again. According to Thierry et al.
(1995), ‘The purpose of remanufacturing is to bring used products up to quality stan-
dards that are as rigorous as those for new products.’ In recycling, a used item is
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broken down into raw materials that can be used to make new (and possibly different)
products. In the first part of this dissertation, we will concentrate on remanufacturing
items that are returned from users.

We will also concentrate on the amount of pollutants that are emitted during the
production process. There are many pollutants; one could think of toxic waste, atmo-
spheric particulate matter (such as soot and fine particles), and even smell, sound and
light. In recent years, particular interest has been paid to the emission of greenhouse
gases, such as carbon dioxide (CO2), nitrous oxide (N2O) and methane (CH4). By now,
there is a general consensus about the effect that these gases have on global warming.
Consequently, many countries strive towards a reduction of these greenhouse gases,
as formalised in treaties, such as the Kyoto Protocol (United Nations, 1998), as well
as in legislation, of which the European Union Emissions Trading System (European
Commission, 2010) is an important example. The shift towards a more environmen-
tally friendly production process can be caused by such legal restrictions, but also by
a company’s desire to pursue a ‘greener’ image by reducing its carbon footprint. As
reverse logistics, the integration of carbon emission constraints can be considered at
different decision levels: strategic, tactical and operational. Again, we will approach
the emission problem from an operational point of view. We will consider various
ways to incorporate emission reducing measures into lot-sizing models. The combina-
tion of lot-sizing and carbon emissions has also been studied by Benjaafar et al. (2013)
and Absi et al. (2013).

Finally, the environmental damage can be reduced by transporting items in a few
larger shipments, rather than with many less-than-truckload shipments, or by produc-
ing items in a few larger production batches, rather than many small batches. We will
therefore also focus on imposing minimum batch sizes in lot-sizing problems.

1.3 Outline

This dissertation is organised around three themes: lot-sizing with remanufacturing,
lot-sizing with an emission capacity constraint and lot-sizing with minimum batch
sizes.

In Chapter 2, we consider lot-sizing problems in a remanufacturing context. In such
a problem, new items can be produced as in any lot-sizing problem. However, in each
time period, a certain quantity of used products is returned from customers. There is
no demand for these returned products themselves, but they can be remanufactured,
so that they become as good as new. Both newly produced items and remanufactured
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returned items can then be used to fulfill customer demand. Production of new items
and the remanufacturing of returned items can be carried out on one and the same pro-
duction line or on separate ones. As such, we consider two variants of the lot-sizing
problem with remanufacturing: one in which both processes have joint set-up costs
and one in which there are separate set-up costs. We show that the variant with joint
set-ups isNP-hard if the costs vary over time, and show that the variant with separate
set-up costs isNP-hard even under time-invariant costs. For both variants, we present
several mixed integer programming formulations. First, we give formulations based
on ‘natural’ decision variables, corresponding to the xt, yt and It variables used in Sec-
tion 1.1. Next, we present formulations that view the problem as several shortest path
problems that are linked together. This type of formulation has got a larger number of
decision variables than the natural formulation. Therefore, we will also present a par-
tial shortest path formulation for the variant with separate set-ups. This is, in effect,
a hybrid between the original formulation and the shortest paths formulation, which
combines much of the smaller size of the natural formulation with the strength of a
shortest path formulation. Each formulation is tested an a large number of problem in-
stances, to find out which formulation performs best under which circumstances. The
paper on which Chapter 2 is based, has been accepted for publication in IIE Tranactions
(Retel Helmrich et al., 2013).

Chapter 3 deals with lot-sizing with an emission capacity constraint. The model
that we study can be seen as a classic lot-sizing problem with concave costs and a
‘second objective function’. As in the classic lot-sizing problem, we minimise the total
costs over all periods (the ‘first’ objective function). The ‘costs’ in the second objec-
tive function then refer to the emission levels of certain pollutants (for instance green-
house gases, such as carbon dioxide) associated with production, keeping inventory
and setting-up the production process. There is a strict constraint (a ‘cap’) on the sum
of all emissions over all periods. As the ‘costs’ in this second objective function do not
necessarily refer to emission levels, there is also a clear link with bi-objective optimisa-
tion. Solving an instance of the lot-sizing problem with an emission capacity constraint
corresponds to finding a specific point in the set of Pareto-optimal solutions. We will
show that this problem is NP-hard and then propose several solution methods. First,
we present a Lagrangian heuristic that provides both a feasible solution and a lower
bound for the problem. For cost and emission functions that are such that the so-called
zero-inventory (or single-sourcing) property is satisfied, we give an algorithm that runs
in pseudo-polynomial time. This algorithm can also be used to identify the complete
set of Pareto-optimal solutions of the bi-objective lot-sizing problem. Furthermore, we
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develop a fully polyniomial time approximation scheme (FPTAS) for this problem and
extend it to deal with general cost and emission functions. An FPTAS finds solutions
to the problem that are arbitrarily (ε) close to the optimum and does so in a time that
is polynomial in both the inverse precision (1/ε) and the size of the problem instance.
We also explain how we can use the results of the Lagrangian heuristic to kick-start the
FPTAS. Finally, extensive computational tests give detailed insights into both the com-
putation time and the quality of the obtained solutions of the various algorithms. An
ealier version of Chapter 3 has appeared as working paper Retel Helmrich et al. (2011).
The paper on which this chapter is based is currently under review for publication in
the European Journal of Operational Research.

In Chapter 4, we consider a lot-sizing problem in which production takes place in
batches. These batches have a certain (nonzero) minimum and maximum size. More
than one batch can be produced in one production period, but there may also be a ca-
pacity constraint on the number of batches that can be produced in one period. We will
consider both variants in this chapter. Although it might not be clear at first glance, this
problem is also clearly related to green production planning. A retailer, for instance,
may procure its inventory from an external supplier. A popular strategy like just-in-
time ordering will often lead to very frequent small shipments from the supplier to the
retailer, resulting in high levels of carbon emissions. By imposing a minimum on the
size of a shipment, or batch, in each period, we prevent products from being trans-
ported by almost empty vehicles, or machines from producing only very few units of
a product per batch. The latter will reduce the number of times the production pro-
cess has to be set up, along with the associated pollution. We present several dynamic
programming algorithms that solve both the capacitated and uncapacitated variant of
this problem in polynomial time in the case that the costs satisfy the Wagner-Whitin
property, as described in Section 1.1.

Chapter 5 concludes this dissertation with a summary of the main results.





Chapter 2

Economic lot-sizing with
remanufacturing: complexity and
efficient formulations

Abstract

Within the framework of reverse logistics, the classic economic lot-sizing problem has been ex-

tended with a remanufacturing option. In this extended problem, known quantities of used

products are returned from customers in each time period. These returned products can be

remanufactured, so that they are as good as new. Customer demand can then be fulfilled both

from newly produced and remanufactured items. In each period, we can choose to set up a

process to remanufacture returned products or produce new items. These processes can have

separate or joint set-up costs. In this chapter, we show that both variants areNP-hard. Further-

more, we propose and compare several alternative MIP formulations of both problems. Because

‘natural’ lot-sizing formulations provide weak lower bounds, we propose tighter formulations,

namely shortest path formulations, a partial shortest path formulation and an adaptation of

the (l, S, WW)-inequalities for the classic problem with Wagner-Whitin costs. We test their ef-

ficiency on a large number of test data sets and find that, for both problem variants, a (partial)

shortest path type formulation performs better than the natural formulation, in terms of both

the LP relaxation and MIP computation times. Moreover, this improvement can be substantial.

2.1 Introduction

Reverse logistics (see Dekker et al., 2004) is a field that has emerged during the last
decades. It studies situations in which there is not only a product flow towards the
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customers, but products and materials are also returned to the manufacturer and these
may be reused in production processes. Remanufacturing is a process where a par-
ticular product is taken apart, cleaned, repaired, and then reassembled to be used
again. According to Thierry et al. (1995), ‘The purpose of remanufacturing is to bring
used products up to quality standards that are as rigorous as those for new products.’
The importance of remanufacturing is underlined by the fact that remanufacturing has
been included in many MRP (II), and later ERP, systems for years; see e.g. Ferrer and
Whybark (2001), Ptak and Schragenheim (2000), De Brito (2004), and Fargher (1997).
A (re-) manufacturer uses such a system to plan its (re-) manufacturing operations.
Examples of commercial ERP systems that provide the option to incorporate remanu-
facturing operations are SAP and JD Edwards EnterpriseOne (see SAP, 2012a; Oracle,
2012). Moreover, it is possible in SAP to substitute a newly produced for a remanufac-
tured product, as we will do in this chapter.

In this chapter, we concentrate on mixed integer programming (MIP) formulations.
These mixed integer programs provide a general framework that can be easily ex-
tended and adapted by practitioners or other researchers, for instance with side con-
straints or additional variables. Within the framework of reverse logistics, we focus on
the classic economic lot-sizing problem that has been extended with a remanufacturing
option. This arises as a (sub-) problem in MRP.

As in the classic problem, we face a deterministic demand from customers in a
number of discrete time periods. In each period, we must decide to set up a production
process or not, and if so how much to produce. In order to find a production plan
with minimal costs, we must find the optimal balance between set-up, holding and
production costs. In the problem extended with a remanufacturing option, known
quantities of used products are returned from customers in each period. There is no
demand for these returned products themselves (or ‘returns’ in short), but they can
be remanufactured, so that they are as good as new. Customer demand can then be
fulfilled from two sources, namely newly produced and remanufactured items. Since
both can be used to serve customers, they are referred to as ‘serviceables’. We are to
determine in which periods to set up a production process to remanufacture returned
products and in which to set up a production process to manufacture new items. Thus,
the traditional trade-off between set-up, holding and production costs is extended with
remanufacturing costs and holding costs for returns.

After showing that the economic lot-sizing problem with remanufacturing is NP-
hard, we shall propose several alternative formulations. Computational tests show
that these improved formulations have better LP relaxations and MIP computation
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times compared to standard lot-sizing formulations as in Teunter et al. (2006). More-
over, the general framework proposed in this chapter can be used to solve larger, com-
plex problems that could not be solved before.

Next, we will discuss in detail the two major assumptions that are present in our
model, namely the deterministic demand and return flow, and the as-good-as-new
quality of the remanufactured products. When using this model, it is important that
one verifies whether these assumptions hold in practice, as they do not apply to each
setting.

The first major assumption is that both demand and returns are deterministic. As
we mentioned before, remanufacturing has been included in many MRP and ERP sys-
tems for years and (re-) manufacturers use such a system to plan their (re-) manu-
facturing operations. In general, these systems require the solution of deterministic
production planning problems. Moreover, Gotzel and Inderfurth (2002) find that ‘the
application of an MRP-based approach to the production/remanufacturing problem
is promising, even in case of multiple stochastic influences.’ In their approach, they
make several adjustments to the control parameters, to deal with various degrees of
uncertainty. Thus, we see that in this case a deterministic model as in MRP can still
be a good approximation if there is uncertainty. As Pochet and Wolsey (2006) men-
tion, MRP/ERP systems use heuristics to solve their planning problems (see also SAP,
2012b). As these generally lead to suboptimal production plans, it would be worth-
while to investigate how to solve such problems optimally in an efficient (fast) way.

Examples of prior literature in which deterministic returns are considered an ap-
propriate approximation, are Golany et al. (2001) and Beltrán and Krass (2002), who
give examples of practical situations to which their model with deterministic returns
can be applied. Golany et al. (2001) mention that the demand for and returns of pack-
aging and shipping materials (such as pallets or containers) are known, since the ship-
ments in which they are used, are planned in advance. Beltrán and Krass (2002) discuss
catalogue retailing, in which ‘the proportion of each period’s sales that come back as
returns, and the timing of these returns are often quite stable (. . . ) making it possible
to forecast returns in each period quite accurately’.

Although we have seen that certain stochastic settings can be captured by a deter-
ministic model, we do acknowledge that the assumption of deterministic demand and
returns can be too strong in certain situations. However, we have seen that the same
assumption is used when solving production planning problems in ERP systems.

The second major assumption is that demand may be satisfied by either new or re-
manfactured products. That is, we assume that remanufactured products are as good
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as new. Guide and Li (2010) have done experiments that show that, especially for
consumer products, ‘consumers of the new and the remanufactured products are seg-
mented, and therefore, cannibalization is not a significant managerial concern.’ On the
other hand, they indicate that there may be a certain degree of cannibalization in the
business to business (B2B) market.

Moreover, customers are not always offered a choice between the remanufactured
and newly manufactured version of a product, and may be unaware of this difference
altogether. Examples include single-use camera’s and printer cartridges. For Kodak’s
single-use cameras, Guide and Van Wassenhove (2002) mention that ‘The final product
containing remanufactured parts and recycled materials is indistinguishable to con-
sumers from single use cameras containing no reused parts.’ About Xerox printer
cartridges, the same authors write that ‘The final cartridge product containing reman-
ufactured parts or recycled materials is indistinguishable from cartridges containing
exclusively virgin materials.’ Moreover, as part of its ‘Green World Alliance’, Xerox
says (in Xerox, 2010a, see also Xerox, 2010b) : ‘On average, approximately 60% by vol-
ume of the used cartridges returned to Xerox are remanufactured. Remanufactured
cartridges, containing an average of 90% reused/recycled parts, are built and tested to
the same performance specifications as new products.’

Futhermore, all demand that a company faces may be internal, i.e. the company
needs the products itself. As such, we can know for sure that the ‘end-users’ are in-
different between the remanufactured and newly manufactured product. For instance,
this can be the case with packaging materials, such as pallets or containers, as Golany
et al. (2001) mention. Of course, many such packaging materials are reused, rather
than remanufactured, but, in this chapter, the term ‘remanufacturing’ also applies to
reusable products that simply need to be cleaned or transported to another location.

Finally, demand may be satisfied from both sources, when customers do not actu-
ally buy a specific physical product, but have a service contract. Thierry et al. (1995)
give a good example of this for ‘Copy magic’, a multinational copier manufacturer.
They write: ‘Since the quality of the remanufactured products is ”as good as new,”
these products are treated in the same way as new products: similar warranties, sim-
ilar service contracts. Lease prices for both product categories are identical.’ They do
mention that many marketing efforts were needed to convince customers that remanu-
factured products are indeed as good as new, and that selling prices of remanufactured
products are somewhat lower than those of new products.

As in Teunter et al. (2006), we consider two variants of lot-sizing with remanufac-
turing. In the first variant, manufacturing new products and remanufacturing used
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products take place in two separate processes, each with its own set-up costs. We
call this problem ELSRs (Economic Lot-Sizing with Remanufacturing and Separate set-
ups). In the second variant, the manufacturing and remanufacturing process have one
joint set-up cost, for instance because manufacturing and remanufacturing operations
are performed on the same production line. We call this problem ELSRj (Economic
Lot-Sizing with Remanufacturing and Joint set-ups).

ELSRj with time-invariant costs can be solved inO(T4) time with the dynamic pro-
gramming algorithm proposed in Teunter et al. (2006). However, in this chapter we
will show that ELSRj is NP-hard in general. Moreover, we will prove that ELSRs is
NP-hard even if all costs are time-invariant.

Because of their complexity, it makes sense to look at good mixed integer program-
ming (MIP) formulations of both problems, which is what we do in this chapter. A first
formulation with a ‘natural’ choice of variables was presented in Teunter et al. (2006)
and will serve as our benchmark. We shall see, however, that such a formulation con-
tains so-called ‘big M’ constraints. It is generally known (Pochet and Wolsey, 2006)
that these big M constraints in the natural lot-sizing formulation often lead to a bad
LP-relaxation and hence high running times. Consequently, we propose several new,
alternative formulations of the lot-sizing problem with remanufacturing. The first re-
formulation is based on a shortest path type formulation, as first proposed by Eppen
and Martin (1987) for the capacitated lot-sizing problem (without remanufacturing).
The second reformulation is a partial shortest path reformulation. This reformula-
tion has fewer variables than the full shortest path reformulation, while preserving the
quality of the LP-relaxation as much as possible. This idea was used by Van Vyve and
Wolsey (2006) for the classic lot-sizing problem. The last formulation is based on the
(l, S, WW)-inequalities, as introduced by Pochet and Wolsey (1994) for the single-item
uncapacitated lot-sizing problem with Wagner-Whitin costs. In order to assess and
compare their performances, we will subject all the formulations to a large number of
computational tests.

To the best of our knowledge, no-one has ever presented and tested a good MIP for-
mulation for the economic lot-sizing problem with remanufacturing. Previous work
generally used heuristics or solved restricted versions of the problem. Van den Heuvel
(2006) solves ELSRs with a genetic algorithm that uses dynamic programming to solve
subproblems in which the production periods are given. Teunter et al. (2006) present
heuristics for both ELSRs and ELSRj. These heuristics are modifications of the well-
known Silver-Meal, Least Unit Cost and Part Period Balancing heuristics (see Silver
et al., 1998). Recently, Schulz (2011) proposed an improvement of the modified Silver-
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Meal heuristic for ELSRs. Exact dynamic programming algorithms were developed
by Pan et al. (2009) for several special cases of the capacitated lot-sizing problem with
production, disposal and remanufacturing. This includes lot-sizing with uncapaci-
tated production and capacitated remanufacturing and no final inventory of returns,
for which their algorithm runs in exponential time. With this algorithm, they solve in-
stances with up to 14 periods. Richter and Sombrutzki (2000) study a ‘reverse Wagner-
Whitin model’ with time-invariant costs in which there is an abundance of returns. As
such, manufacturing items is not necessary, but may result in a production plan with
lower costs. The problem is solved with an algorithm similar to Wagner and Whitin’s.
This model and algorithm are extended in Richter and Weber (2001) with variable (re-)
manufacturing costs. In the case of time-invariant costs and demand inputs, they find
an ‘optimal switching point’ between remanufacturing and manufacturing. Golany
et al. (2001) study the lot-sizing problem with remanufacturing in which it is possible
to dispose returned products. They show that the problem isNP-hard for general con-
cave costs, but solvable as a transportation problem inO(T3) time if all costs are linear.
The same setting is studied in Yang et al. (2005). They extend the NP-hardness result
to the time-invariant costs case and develop a heuristic that runs in polynomial time.
Piñeyro and Viera (2009) study a similar model with a disposal option, but the concave
costs are restricted to fixed-plus-linear costs for (re-) manufacturing and disposing, and
holding costs are assumed linear. They construct a tabu search procedure for this prob-
lem, as well as several inventory policies that run in O(T2) time. Beltrán and Krass
(2002) also consider a setting where disposal of returns is possible, but they assume
that remanufacturing returned items is not necessary, i.e. returns can directly be used
to satisfy demand. For this setting, they develop a dynamic programming algorithm
that runs in O(T3) time. Finally, Zhou et al. (2011) study a single-product, periodic-
review inventory system with multiple types of returned products. Both newly man-
ufactured and remanufactured products can be used to fulfill stochastic demand, and
the objective is to minimize the expected total discounted costs over a finite planning
horizon.

The remainder of this chapter is organized as follows. The next section presents a
formal definition of ELSRs and ELSRj by giving a first, ‘natural’ MIP formulation. In
Section 2.3, we show that both ELSRs and ELSRj are NP-hard in general. All of our
reformulations are presented in Section 2.4. These formulations are put to the test in
Section 2.5 and Section 2.6 concludes this chapter, with some suggestions for further
research.
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2.2 The original formulation

2.2.1 Separate set-ups

We can formulate the lot-sizing problem with remanufacturing as a mixed integer pro-
gram. A first, ‘natural’ formulation is based on the following decision variables:

xm
t is the number of items manufactured in period t;

xr
t is the number of items remanufactured in period t;

ym
t is 1 if the manufacturing process is set up in period t; 0 otherwise;

yr
t is 1 if the remanufacturing process is set up in period t; 0 otherwise;

Is
t is the inventory of serviceables at the end of period t;

Ir
t is the inventory of returns at the end of period t.

The notation that is used for the parameters in each period t, is as follows:

dt is the customer demand, where Di,j := ∑
j
t=i dt;

rt is the amount of returns, where Ri,j := ∑
j
t=i rt;

hs
t and hr

t are the unit holding costs for serviceables and returns, respectively;

Km
t and Kr

t are the set-up costs for manufacturing and remanufacturing, respec-
tively;

pm
t and pr

t are the unit production costs for manufacturing and remanufacturing,
respectively.

A network flow representation of this problem and its variables and parameters is
given in Figure 2.1.

We are now ready to present a first, ‘natural’ formulation of the lot-sizing problem
with remanufacturing and separate set-ups. This formulation is similar to the ones in
Teunter et al. (2006), Yang et al. (2005) and Piñeyro and Viera (2009), and will serve as
our benchmark.

min
T

∑
t=1

(Km
t ym

t + pm
t xm

t + hs
t Is

t + Kr
t yr

t + pr
t xr

t + hr
t Ir

t ) (2.1)
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Figure 2.1: Network flow representation of ELSRs

s.t.

Is
t = Is

t−1 + xm
t + xr

t − dt t = 1, . . . , T (2.2)
Ir
t = Ir

t−1 − xr
t + rt t = 1, . . . , T (2.3)

xm
t ≤ Dt,T ym

t t = 1, . . . , T (2.4)
xr

t ≤ Dt,T yr
t t = 1, . . . , T (2.5)

xm
t , xr

t , Is
t , Ir

t ≥ 0 t = 1, . . . , T (2.6)
ym

t , yr
t ∈ {0, 1} t = 1, . . . , T (2.7)

Is
0 = Ir

0 = 0 (2.8)

We shall refer to this formulation as ‘Original’. It also serves as our (formal) defini-
tion of the economic lot-sizing problem with remanufacturing and separate set-ups
(ELSRs).

The objective (2.1) is to minimise the sum of set-up costs of the production and
remanufacturing processes, production and remanufacturing costs, and holding costs
for serviceables and returns. (2.2) and (2.3) are inventory balance constraints for ser-
viceables and returns, respectively. (2.4) and (2.5) are set-up forcing constraints for the
manufacturing and remanufacturing processes. The last constraints (2.8) assume zero
initial inventories of both serviceables and returns, without loss of generality.

2.2.2 Joint set-ups

For the problem variant with joint set-ups, we give a similar formulation. The notation
is the same as before, but now we have only one set-up variable, yt, and one parameter
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to denote the set-up costs, Kt.

min
T

∑
t=1

(Ktyt + pm
t xm

t + hs
t Is

t + pr
t xr

t + hr
t Ir

t ) (2.9)

s.t.

Is
t = Is

t−1 + xm
t + xr

t − dt t = 1, . . . , T (2.10)
Ir
t = Ir

t−1 − xr
t + rt t = 1, . . . , T (2.11)

xm
t + xr

t ≤ Dt,T yt t = 1, . . . , T (2.12)
xm

t , xr
t , Is

t , Ir
t ≥ 0 t = 1, . . . , T (2.13)

yt ∈ {0, 1} t = 1, . . . , T (2.14)
Is
0 = Ir

0 = 0 (2.15)

We shall also refer to this formulation as ‘Original’. As before, it serves as our (formal)
definition of the economic lot-sizing problem with remanufacturing and joint set-ups
(ELSRj). The interpretation of the formulation is similar to the separate set-ups case.

2.3 Complexity results

2.3.1 Lot-sizing with remanufacturing and separate set-ups

Richter and Sombrutzki (2000) and Richter and Weber (2001) show that some special
cases of the ELSRs problem can be solved in polynomial time. However, Richter and
Sombrutzki (2000, p. 311) mention that “There are probably no simple algorithms to
solve that general model . . .”. In this section, we will show that the ELSRs problem is
indeedNP-hard in general. In the proof, we will use a reduction from the well-known
NP-complete PARTITION problem (see problem [SP12] in Garey and Johnson (1979)).
Problem PARTITION: Given n positive integers a1, . . . , an, does there exist a set S ⊂ N =
{1, . . . , n} such that ∑i∈S ai = ∑i∈N\S ai = A? (Note that we may assume without loss
of generality that ai < A for i = 1, . . . , n.)

Theorem 2.1. The ELSRs problem is NP-hard for time-invariant cost parameters.

Proof. Given an instance of PARTITION, we construct an instance of the ELSRs problem
with T = n periods as follows. For t = 1, . . . , T, let dt = at, Km

t = Kr
t = 1, pm

t = 1,
pr

t = 0, hs
t = 3 and hr

t = 0. Furthermore, let r1 = A and rt = 0 for t = 2, . . . , T.
Clearly, this reduction can be done in polynomial time. We will show that the answer



18 Economic lot-sizing with remanufacturing: complexity and efficient formulations

to PARTITION is positive if and only if the ELSRs instance has a solution with a cost of
at most T + A.

Assume that we have a solution for the ELSRs instance with a cost of at most T + A.
First, we show that we may restrict ourselves to a solution where no serviceables are
held in stock. To that end, let t be the first period with serviceables in stock, so that t
is a manufacturing or remanufacturing period. Now decreasing the number of items
being (re)manufactured by one in period t and increasing the number of items being
(re)manufactured by one in period t + 1 will reduce the total cost by at least 1. By
repeating this process we end up with a solution without serviceables in stock and
cost at most T + A.

Because at most A items can be remanufactured and all demand has to be satisfied,
we incur at least a variable cost of A for manufactured items and this cost is exactly
A if all returns are remanufactured. Moreover, since no serviceables are held in stock
and demand is positive, every period is a manufacturing or remanufacturing period.
So if there is both remanufacturing and manufacturing in at least one period, then
the total setup costs will exceed T. Because the total cost is at most T + A, the total
amount remanufactured equals A and demand in each period is satisfied by either
manufacturing or remanufacturing (and not both). Therefore, the remanufacturing
periods (or the manufacturing periods) form the set S.

Conversely, let S be the set for which ∑i∈S ai = ∑i∈N\S ai = A. It is easy to verify
that by remanufacturing at items in each period t ∈ S and manufacturing at items in
each period t ∈ N\S, all demand is satisfied and total costs equal T + A.

Note that from a practical point of view, the ELSRs problem instance in the proof
has reasonable assumptions on the cost parameters. Since remanufacturing adds value
to an item, it is reasonable to assume that holding serviceables is at least as costly as
holding returns (i.e. hs

t ≥ hr
t). Furthermore, if remanufacturing is motivated econom-

ically, then the assumption that the unit remanufacturing cost equals at most the unit
manufacturing cost (i.e. pm

t ≥ pr
t) is also reasonable. Finally, in practice it is likely

that the total amount of demand will be larger than the total amount of returns (i.e.

∑T
t=1 dt ≥ ∑T

t=1 rt).
Note that the solution for the PARTITION instance and the optimal cost of the EL-

SRs instance are independent of the ordering of a1, . . . , an (as in the NP-completeness
proof for the capacitated lot-sizing problem (Florian et al., 1980)). This gives the fol-
lowing corollary:
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Corollary 2.2. The ELSRs problem remainsNP-hard in the case of increasing (or decreasing)
demand over time and time-invariant cost parameters.

2.3.2 Lot-sizing with remanufacturing and joint set-ups

Although the lot-sizing problem with remanufacturing and joint set-ups can be solved
in O(T4) time with the algorithm presented in Teunter et al. (2006) when all costs are
time-invariant, we show that ELSRj is NP-hard in general.

Theorem 2.3. The ELSRj problem is NP-hard.

Proof. We show that the lot-sizing problem with remanufacturing and separate set-ups
is a special case of the problem with joint set-ups. Let an instance of ELSRs be defined
as in (2.1)–(2.8). We define an instance of the lot-sizing problem with remanufacturing
and joint set-ups as follows:

T̃ = 2T K̃t =

{
Kr

t for t odd
Km

t for t even

d̃t =

{
0 for t odd
d 1

2 t for t even
r̃t =

{
r 1

2 (t+1) for t odd

0 for t even

p̃m
t =

⎧⎨⎩ ∞ for t odd
pm

1
2 t

for t even
p̃r

t =

⎧⎨⎩ pr
1
2 (t+1)

for t odd

∞ for t even

h̃s
t =

⎧⎨⎩ 0 for t odd
hs

1
2 t

for t even
h̃r

t =

⎧⎨⎩ 0 for t odd
hr

1
2 t

for t even

Note that the parameters with tilde correspond to ELSRj, whereas the ones without
correspond to ELSRs. An illustration of such an instance of ELSRj can be found in
Figure 2.2. Since this problem has joint set-up costs, there is a common fixed charge
(Kr

1, Km
1 , Kr

2, Km
2 , . . .) on two arcs in each period. Observe that each period t in ELSRs

corresponds to a two-period pair (2t − 1, 2t) in ELSRj. In the first period of such a
two-period pair, the returned products become available and in the second customer
demand takes place. Inventory of both serviceables and returns can be carried between
two such periods without costs. Furthermore, remanufacturing will only take place in
the first and manufacturing only in the second period. In accordance with this, we
have chosen K̃2t−1 = Kr

t and K̃2t = Km
t . Since all other parameters in the instance of

ELSRj correspond directly to their counterparts in ELSRs, it is easy to see that ELSRs
is indeed a special case of ELSRj. Since this reduction can clearly be performed in
polynomial time, it follows that Theorem 2.3 holds.
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Figure 2.2: ELSRs as a special case of ELSRj

We can show that both ELSRj and ELSRs are NP-hard in the weak sense. It is easy
to find a pseudo-polynomial algorithm for ELSRj, based on the following recursion:

g(t, Ir
t−1, Is

t−1) = min
Ir
t ,Is

t

{
c(t, Ir

t−1, Is
t−1, Ir

t , Is
t ) + g(t + 1, Ir

t , Is
t )
}

,

where g(T + 1, Ir
T, Is

T) = 0. Here, g(t, Ir
t−1, Is

t−1) gives the total costs in period t until
the end of the horizon (T), given the starting inventories of serviceables and returns
in period t. Clearly, g(1, 0, 0) gives the optimal value of an instance of our problem.
Furthermore, c(t, Ir

t−1, Is
t−1, Ir

t , Is
t ) are the total costs in period t. Given the starting and

ending inventories of serviceables and returns, we know exactly how much to manu-
facture and remanufacture in period t, and these costs are easy to compute. There are
O (TR1TD1T) states of g, and we need to optimize overO (R1TD1T) values to compute
one g(t, Ir

t−1, Is
t−1). Thus, the optimum can be found in O

(
T(D1TR1T)2) time, which is

pseudo-polynomial. Moreover, we have shown that ELSRs is a special case of ELSRj
(see Theorem 2.3), so both ELSRj and ELSRs are weakly NP-hard.

2.4 Reformulations

In equations (2.2)–(2.8), we can see that the natural formulation contains two ‘big M’
type constraints. It is generally known that these big M set-up constraints in lot-sizing
often lead to a bad LP relaxation (Pochet and Wolsey, 2006). In order to obtain better
lower bounds, we propose several alternative formulations of the lot-sizing problem
with remanufacturing, namely a shortest path reformulation (in Section 2.4.1), a partial
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shortest path reformulation (in Section 2.4.2) and a formulation that uses an adaptation
of the (l, S, WW) inequalities (in Section 2.4.3).

2.4.1 The shortest path reformulation

The formulation presented in this section is based on a shortest path reformulation,
as proposed by Eppen and Martin (1987) for the capacitated lot-sizing problem. They
solved a shortest path problem in a network with flow variables zi,j (where i ≤ j)
through which a unit flow is sent. For three periods, this network corresponds to
(only) the zsm

i,j variables in Figure 2.3. An example of a feasible solution in this network
is z1,2 = 1

3 , z1,3 = 2
3 , z3,3 = 1

3 , and zi,j = 0 otherwise. This means that in period
1, we produce 1

3 of the demand in periods 1 and 2, and 2
3 of the demand in periods

1, 2 and 3. In other words: all demand in periods 1 and 2, and 2
3 of the demand in

period 3 are satisfied by items produced in the first period. Finally, the remaining 1
3

of the demand in period 3 is produced in period 3 itself. Notice that we start with a
flow of one at the first node and that in each node the inflow equals the outflow. In our
example, we have a set-up in periods 1 and 3, and this corresponds exactly to the nodes
with a nonzero outflow. Moreover, observe that in each period i, we can compute the
production quantities as xi = ∑T

t=i Di,t zi,t. Using this relation between the x and z
variables, the production and holding costs on each arc zi,j can be computed exactly.
For the classic (single-item uncapacitated) lot-sizing problem, the LP relaxation of the
shortest path formulation always gives an integer solution, i.e. the optimal solution of
the classic lot-sizing problem. The problem with remanufacturing can be viewed as
having two products: serviceables and returns. A shortest path type reformulation can
be applied to both.

Separate set-ups

When formulating the layer of serviceables as a shortest path problem, one should
note that there are two sources from which demand can be fulfilled, newly produced
and remanufactured products. Because both production processes have separate set-
up costs (and hence separate binary variables, ym

t and yr
t), we also need two types of

flow variables (as opposed to one in Eppen and Martin’s original shortest path refor-
mulation). Call these flow variables zsm

i,j and zsr
i,j. Here, zsm

i,j is defined as the fraction
of demand in each of the periods i until j that is fulfilled by newly produced items in
period i. Similarly, zsr

i,j is defined as the fraction of demand in each of the periods i until
j that is fulfilled by items that are remanufactured in period i.
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Figure 2.3: The shortest path reformulation

When formulating the layer of returns as a shortest path problem, one should note
that this is exactly the classic lot-sizing problem, but with the time reversed. In the
classical case, production in some period t is used to satisfy given demand in future
periods t, t + 1, . . .. Here however, there is a given amount of returns in each period
that is remanufactured in some future period t. The variable zr

i,j is defined as the frac-
tion of returns in each of the periods i until j that is remanufactured in period j. This
formulation also provides the opportunity to have a final inventory of returns, i.e. not
all returns need to be remanufactured within the problem horizon. For this purpose,
define ft (t ∈ {1, . . . , T}) as the fraction of returns in each of the periods t until T that is
added to the final inventory of returns at the end of period T. Following this definition,
we can say that Ir

T = ∑T
t=1 Rt,T ft. A shortest path reformulation with three periods is

depicted in the graph in Figure 2.3.
Before giving the objective function and constraints, we define the following cost

parameters.
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Csm
i,j = pm

i Di,j +
j−1

∑
t=i

hs
t Dt+1,j 1 ≤ i ≤ j ≤ T (2.16)

Csr
i,j = pr

i Di,j +
j−1

∑
t=i

hs
t Dt+1,j 1 ≤ i ≤ j ≤ T (2.17)

Cr
i,j =

j−1

∑
t=i

hr
t Ri,t 1 ≤ i ≤ j ≤ T (2.18)

C f
t =

T

∑
j=t

hr
j Rt,j t = 1, . . . , T (2.19)

Here, Csm
i,j are the total variable production plus holding costs of solely using new pro-

duction in period i to satisfy demand in periods i, i + 1, . . . , j. Similarly, if demand in
periods i, i + 1, . . . , j is solely satisfied by products that are remanufactured in period
i, then Csr

i,j are the total variable remanufacturing costs plus the holding costs that are
incurred from the moment these products are remanufactured until they are used to
satisfy demand. Furthermore, if all returns in periods i, i + 1, . . . , j are remanufactured
in period j, then Cr

i,j are the total holding costs that are incurred from the moment

these returns become available until they are remanufactured. Finally, C f
t are the costs

of holding all returns in periods t, t + 1, . . . , T in inventory until the end of the problem
horizon (without remanufacturing them), where hr

T may denote the variable costs of
final disposal of returns (at the end of the problem horizon).

We are now ready to present our shortest path formulation (SP) of ELSRs.

min

(
T

∑
t=1

(
Km

t ym
t + Kr

t yr
t + C f

t ft

)
+

T

∑
i=1

T

∑
j=i

(
Csm

i,j zsm
i,j + Csr

i,jz
sr
i,j + Cr

i,jz
r
i,j

))
(2.20)

s.t. (2.7) and

1 =
T

∑
j=1

(
zsm

1,j + zsr
1,j

)
(2.21)

t−1

∑
i=1

(
zsm

i,t−1 + zsr
i,t−1

)
=

T

∑
j=t

(
zsm

t,j + zsr
t,j

)
t = 2, . . . , T (2.22)

T

∑
j=t

zsm
t,j ≤ ym

t t = 1, . . . , T (2.23)

T

∑
j=t

zsr
t,j ≤ yr

t t = 1, . . . , T (2.24)
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1 =
T

∑
j=1

zr
1,j + f1 (2.25)

t−1

∑
i=1

zr
i,t−1 =

T

∑
j=t

zr
t,j + ft t = 2, . . . , T (2.26)

t

∑
i=1

zr
i,t ≤ yr

t t = 1, . . . , T (2.27)

t

∑
i=1

Ri,t zr
i,t =

T

∑
j=t

Dt,j zsr
t,j t = 1, . . . , T (2.28)

zsm
i,j , zsr

i,j, zr
i,j ≥ 0 1 ≤ i ≤ j ≤ T (2.29)

Because we do not use the x-variables anymore, we have redefined the objective func-
tion as in (2.20). The shortest path constraints for the serviceables are given in equa-
tions (2.21)–(2.24). (2.21) and (2.22) are flow conservation constraints and (2.23) and
(2.24) are set-up forcing constraints for the manufacturing and remanufacturing pro-
cess, respectively. The shortest path constraints for the returns are given in equations
(2.25)–(2.27). (2.25) and (2.26) are flow conservation constraints and (2.27) is a set-up
forcing constraint for the remanufacturing process. Constraint (2.28) links the zr to the
zsr variables and hence the networks for serviceables and returns, which is illustrated
by the dashed line in Figure 2.3. Finally, (2.29) are nonnegativity constraints.

Note that the shortest path formulation (SP) assumes nonzero demand in the first
period. This can be easily overcome by excluding zsm

t,j and zsr
t,j from the summations on

the left hand sides of (2.23) and (2.24) if Dt,j = 0, as in Pochet and Wolsey (2006, p. 223).
Also note that this reformulation forces the final inventory level of serviceables to

be zero (i.e. Is
T = 0), whereas the original formulation allows for a nonzero final in-

ventory of serviceables. This problem can be easily overcome by adding an artificial
period T + 1 for serviceables at the end of the problem horizon in the shortest path re-
formulation. In this period, dT+1 = R1,T and Km

T+1 = pm
T+1 = 0. (See Yang et al., 2005.)

This results in a shortest path reformulation in which Is
T may be larger than zero, but

Is
T+1 = 0. It should be noted though, that adding this period is not necessary for most

problem instances, including the ones we use in our computational tests in Section
2.5. This is because an optimal solution with a nonzero final inventory of serviceables
corresponds to the situation in which money is invested in returned items by remanu-
facturing them, without using them to satisfy any demand. Moreover, this could only
be optimal if the remanufacturing costs are sufficiently low, and the holding costs for
serviceables are lower than for returns. This is not a realistic assumption in practice,
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because remanufacturing an item adds value, and as such, the holding costs are likely
to be higher.

Joint set-ups

Because both production processes have joint set-up costs (and hence joint binary vari-
ables, yt), we need only one type of flow variables when formulating the layer of ser-
viceables as a shortest path problem (as opposed to two in the separate set-up case).
Call these flow variables zs

i,j. Here, zs
i,j is defined as the fraction of demand in each of

the periods i until j that is fulfilled by remanufacturing or production of new items in
period i. The shortest path constraints and corresponding objective function for the
ELSRj problem are given in equations (2.30)–(2.38) below. Their interpretations are
similar to the separate set-ups case.

min

(
T

∑
t=1

(
Ktyt + C f

t ft

)
+

T

∑
i=1

T

∑
j=i

(
Csm

i,j zs
i,j + C̃r

i,jz
r
i,j

))
(2.30)

s.t. (2.14) and

1 =
T

∑
j=1

zs
1,j (2.31)

t−1

∑
i=1

zs
i,t−1 =

T

∑
j=t

zs
t,j t = 2, . . . , T (2.32)

T

∑
j=t

zs
t,j ≤ yt t = 1, . . . , T (2.33)

1 =
T

∑
j=1

zr
1,j + f1 (2.34)

t−1

∑
i=1

zr
i,t−1 =

T

∑
j=t

zr
t,j + ft t = 2, . . . , T (2.35)

t

∑
i=1

zr
i,t ≤ yt t = 1, . . . , T (2.36)

t

∑
i=1

Ri,t zr
i,t ≤

T

∑
j=t

Dt,j zs
t,j t = 1, . . . , T (2.37)

zs
i,j, zr

i,j ≥ 0 1 ≤ i ≤ j ≤ T (2.38)

Constraint (2.37) links zr to zs. Note that the slack in this constraint is exactly the
amount of products that is manufactured in period t. In the objective function (2.30),
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Csm
i,j and C f

t are computed in the same way as in the separate set-ups case (see (2.16)
and (2.19)) and C̃r

i,j is computed as

C̃r
i,j =

(
pr

j − pm
j

)
Ri,j +

j−1

∑
t=i

hr
t Ri,t 1 ≤ i ≤ j ≤ T . (2.39)

The term Csm
i,j zs

i,j in the objective function corresponds to the variable (new) produc-
tion plus holding costs in periods i, i + 1, . . . , j when all serviceables come from new
production in period i. However, part of these serviceables come from remanufactur-
ing in period i, but still the costs of new production are added here. The term C̃r

i,jz
r
i,j

offers a proper adjustment due to C̃r
i,j’s definition in (2.39). If the amount that is re-

manufactured in period j is equal to the sum of all returns in periods i, i + 1, . . . , j, then(
pr

j − pm
j

)
Ri,j are the total remanufacturing costs minus the (new) production costs

(that had been added before). Moreover, ∑
j−1
t=i hr

t Ri,t are the total holding costs that are
incurred from the moment these returns become available until they are remanufac-
tured in period j.

2.4.2 The partial shortest path reformulation

The shortest path reformulations have O(T2) variables and O(T) constraints, as op-
posed to the O(T) variables and O(T) constraints of the original formulation. Al-
though O(T2) variables is usually not considered an excessive amount for most ap-
plications, using the shortest path formulation in a branch-and-bound setting to solve
large scale problem instances may lead to a large memory consumption. Moreover,
one often has some prior knowledge about which of the flow variables will not be use-
ful. For example, consider a problem instance in which the number of periods is large,
say 75, but the set-up costs are relatively small compared to the holding costs. Now, it
is unlikely that a variable as zr

1,75 will have a value different from zero (since it would
be cheaper to set up a new remanufacturing process in some period before period 75 to
process the first period’s returns than to keep them in stock for 74 periods). Of course,
one possibility is to leave variables like zr

1,75 out of the formulation altogether, but then
the formulation is not correct anymore. We can overcome this shortcoming by using
the ideas of Van Vyve and Wolsey (2006) (see also Pochet and Wolsey, 2006), which
are related to a formulation proposed earlier by Stadtler (1997). Van Vyve and Wolsey
(2006) describe a partial shortest path reformulation of the classic lot-sizing problem
that is still correct. The basic idea is that we choose a parameter k, such that arcs cov-
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ering less than k periods are reformulated with flow variables (i.e. zi,j only exists for
i ≤ j < i + k) and new variables are introduced to capture all arcs covering more than
k periods (i.e. all zi,j with j ≥ i + k are aggregated in a new variable).

We apply this principle to lot-sizing with remanufacturing and separate set-ups
only, although an extension to the problem with joint set-ups would be straightfor-
ward. Let ks and kr be the number of periods that are reformulated with flow variables
in the layer of serviceables and returns, respectively. For T = 4 and ks = kr = 2, the
partial shortest path reformulation can be represented by the graph in Figure 2.4.

(2.45) & (2.53) (2.45) & (2.53) (2.45) & (2.53) (2.45) & (2.53)
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Figure 2.4: The partial shortest path reformulation

For servicables, zsm
i,j and zsr

i,j have the same interpretation as in the (full) shortest path
formulation, but their domains are restricted to j < i + ks. We define the following new
variables:



28 Economic lot-sizing with remanufacturing: complexity and efficient formulations

usm
t is the sum, over all periods j ≥ t + ks, of the fractions of the cumulative demands

in periods t until j, that are satisfied by items that are newly produced in period t
(for t ≤ T − ks);

usr
t is the sum over all periods j ≥ t + ks − 1, of the fractions of the cumulative

demands in periods t until j, that are satisfied by items that are remanufactured
in period t (for t ≤ T − ks + 1);

vs
t is the sum, over all periods i ≤ t− ks, of the fractions of the cumulative demands

in periods i until t, that are satisfied by items that are newly produced or reman-
ufactured in period i (for t ≥ ks + 1);

ws
t is the sum, over all periods i ≤ t − 1 and j ≥ t + ks, of the fractions of the

cumulative demands in periods i until j, that are satisfied by items that are newly
produced or remanufactured in period i (for t = 2, . . . , T − ks).

For the sake of simplicity, we define usm
t , usr

t , vs
t , ws

t = 0 for all other values of t. The
constraints for serviceables are given in equations (2.40)–(2.48). (2.40)–(2.43) define a
shortest path problem. A unit flow through the network is ensured by (2.40) and (2.42).
(2.43) and (2.41) are flow conservation constraints for the upper and second layer of
nodes in Figure 2.4, respectively. (2.44)–(2.46) provide lower bounds on the produc-
tion and remanufacturing quantities, and inventory of serviceables, respectively. Since
arcs covering more than ks periods are aggregated, no exact amounts can be computed
here. (2.47) and (2.48) are set-up forcing constraints for the manufacturing and reman-
ufacturing process, respectively.

1 =
ks

∑
j=1

(
zsm

1,j + zsr
1,j

)
+ usm

1 + usr
1 (2.40)

t

∑
i=max{1,t+1−ks}

(
zsm

i,t + zsr
i,t
)
+ vs

t =
min{t+ks,T}

∑
j=t+1

(
zsm

t+1,j + zsr
t+1,j

)
+ usm

t+1 + usr
t+1

t = 1, . . . , T−1 (2.41)
T

∑
i=T+1−ks

(
zsm

i,T + zsr
i,T
)
+ vs

T = 1 (2.42)

usm
t + usr

t + ws
t = ws

t+1 + vs
t+ks t = 1, . . . , T− ks (2.43)

xm
t ≥

min{t+ks−1,T}
∑
j=t

Dt,j zsm
t,j + Dt,t+ks usm

t

t = 1, . . . , T (2.44)
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xr
t ≥

min{t+ks−1,T}
∑
j=t

Dt,j zsr
t,j + Dt,t+ks usr

t

t = 1, . . . , T (2.45)

Is
t−1 ≥

t−1

∑
i=1

T

∑
j=t

Dt,j

(
zsm

i,j + zsr
i,j

)
+

min{t+ks−1,T}
∑
j=t

Dt,j vs
j

+Dt,t+ks ws
t t = 2, . . . , T (2.46)

ym
t ≥

min{t+ks−1,T}
∑
j=t

zsm
t,j + usm

t t = 1, . . . , T (2.47)

yr
t ≥

min{t+ks−1,T}
∑
j=t

zsr
t,j + usr

t t = 1, . . . , T (2.48)

For returns, the variable zr
i,j has the same interpretation as in SP, but its domain is

restricted to i + kr > j. We also define the following variables:

ur
t is the sum, over all periods i ≤ t − kr, of the fractions of cumulative returns in

periods i until t, that are remanufactured in period t (for t ≥ kr + 1);

vr
t is the sum, over all periods j ≥ t + kr, of the fractions of cumulative returns in

periods t until j that are remanufactured in period j (for all t);

wr
t is the sum, over all periods i ≤ t− kr and j ≥ t + 1, of the fractions of cumulative

returns in periods i until j, that are remanufactured in period j (for t ≥ kr + 1).

Again for simplicity’s sake, we define ur
t , vr

t , wr
t = 0 for all other values of t. The con-

straints for returns are given in equations (2.49)–(2.55). (2.49)–(2.52) are flow conser-
vation constraints; (2.53) and (2.54) link the partial network variables to the original
remanufacturing quantity and inventory variables; (2.55) is a set-up forcing constraint
for the remanufacturing process.

Constraint (2.53) links the xr variables to the zr and ur variables in the following
way: suppose only the zr variables have a positive flow. Then there is equality in
equation (2.53) and it reduces to xr

t = ∑t
i=max{1,t−kr+1} Ri,t zr

i,t. Because in that case
the zr variables reformulate the problem exactly, we can compute the remanufacturing
quantities xr exactly from these zr variables. On the other hand, suppose that one
of the aggregate variables ur

t is used. Then we only know that in period t products
are remanufactured that were returned from customers at least kr periods before t.
So a fraction ur

t of Rt−kr,t is remanufactured in period t, plus an unknown amount
that was returned earlier. In this situation, PSP is not as strong as SP, and we keep
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the constraints from the Original formulation to ensure correctness of the formulation.
Similar arguments hold for (2.54) and (2.55), the inequalities for Ir and yr. Note that
the networks for serviceables and returns are linked by constraints (2.45) and (2.53),
which is illustrated by the dashed line in Figure 2.4.

1 =
kr

∑
j=1

zr
1,j + vr

1 (2.49)

t−1

∑
i=max{1,t−kr}

zr
i,t−1 + ur

t−1 =
min{t+kr−1,T}

∑
j=t

zr
t,j + vr

t t = 2, . . . , T (2.50)

T

∑
i=T+1−kr

zr
i,T + ur

T = 1 (2.51)

vr
t−kr + wr

t−1 = wr
t + ur

t t = 1 + kr, . . . , T (2.52)

xr
t ≥

t

∑
i=max{1,t−kr+1}

Ri,t zr
i,t + Rt−kr,t ur

t t = 1, . . . , T (2.53)

Ir
t ≥

T

∑
j=t+1

t

∑
i=1

Ri,t zr
i,j +

t

∑
i=max{1,t−kr+1}

Ri,t vr
i + Rt−kr,t wr

t

t = 1, . . . , T (2.54)

yr
t ≥

t

∑
i=max{1,t−kr+1}

zr
i,t + ur

t t = 1, . . . , T (2.55)

These constraints are added to the Original formulation (2.1)–(2.8) to obtain formu-
lation PSP. Altogether, this gives a mathematical formulation with O(ksT + krT) vari-
ables. Of course, we still need to decide upon appropriate values of control parameters
ks and kr, such that we sufficiently reduce the number of variables without deteriorat-
ing the LP-relaxation (too much). From quantities like the EOQ, we can obtain an
approximation of the time between orders (TBO). Van der Laan and Teunter (2006)
found a number of approximations of the order quantities for lot-sizing with remanu-
facturing, from which we have derived times between orders for our model. Note that
although Van der Laan and Teunter (2006) studied a stochastic setting, their formulae
were derived from the analysis of a deterministic model, like ours.

The results in Van der Laan and Teunter (2006) lead to the following times between
orders:

TBOs =

√
2K̄s

h̄s(d̄− r̄)
and TBOr =

√
2K̄r

h̄rr̄
, (2.56)
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where d̄, r̄, h̄s, h̄r, K̄s and K̄r denote the averages of dt, rt, hs
t , hr

t , Ks
t and Kr

t , respectively.
In the computational tests in Section 2.5, we will use ks = �2 · TBOs� and kr = �2 ·
TBOr�, as well as ks = �3 · TBOs� and kr = �3 · TBOr�. We call these formulations
PSP2 and PSP3, respectively.

2.4.3 The (l, S, WW) valid inequalities

A different approach to improve the MIP formulation is to add valid inequalities to
the Original formulation. A well-known set of strong valid inequalities for the classic
(single-item uncapacitated) lot-sizing problem consists of the (l, S, WW) inequalities
(Pochet and Wolsey, 1994). We adapt them for both the returns and serviceables layer
of lot-sizing with remanufacturing.

In case of separate set-up costs, the following valid inequalities are added to the
Original formulation ((2.1)–(2.8)) to obtain our (l, S, WW) formulation:

Is
i−1 +

j

∑
t=i

Dt,j (ym
t + yr

t) ≥ Di,j 2 ≤ i ≤ j ≤ T (2.57)

Ir
j +

j

∑
t=i

Ri,t yr
t ≥ Ri,j 1 ≤ i ≤ j ≤ T . (2.58)

The intuition behind (2.57) is as follows: if at the beginning of period i the inventory (of
serviceables) is insufficient to satisfy all demand in periods i until j, then we need to set
up the manufacturing or remanufacturing process in some period within this interval.
Moreover, if we do not have a set-up until period t, then there should be sufficient
inventory in period i to satisfy demand in periods i until t−1. Inequality (2.58) has
a similar interpretation, if we view the layer of returns as a lot-sizing problem with
reversed time, as we did in Section 2.4.1.

In case of joint set-up costs, the following valid inequalities are added to the Origi-
nal formulation ((2.9)–(2.15)) to obtain our (l, S, WW) formulation:

Is
i−1 +

j

∑
t=i

Dt,j yt ≥ Di,j 2 ≤ i ≤ j ≤ T (2.59)

Ir
j +

j

∑
t=i

Ri,t yt ≥ Ri,j 1 ≤ i ≤ j ≤ T . (2.60)

Their interpretations are similar to the problem with separate set-ups.
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2.5 Computational tests

2.5.1 Test set-up

In order to gain insight into the performance of the different formulations, we ran-
domly generated 360 problem instances, both for ELSRs and ELSRj. The values of the
problem parameters were chosen in the following way.

The considered time horizons are 25, 50 and 75 periods. Demand was assumed to be
normally distributed with mean 100 and standard deviation 50. Returns are also drawn
from a normal distribution, with three different parameter settings, (μ = 10, σ = 5),
(μ = 50, σ = 25) and (μ = 90, σ = 45). Negative demands and returns were rounded
up to zero, thus creating a positive probability of having zero demand or returns. The
coefficient of variation is kept constant (at 1

2); previous research on lot-sizing problems
(e.g. Trigeiro et al., 1989) has indicated that varying this coefficient has little influence
on the difficulty of a problem. Each of the 9 possible parameter settings is replicated
10 times, thus obtaining 90 demand-returns data sets.

All cost parameters are assumed time-invariant. Preliminary experiments showed
that instances with non-stationary cost parameters were not harder to solve than their
counterparts with time-invariant costs. The values of the set-up costs that are tested
are 125, 250, 500 and 1000. In ELSRs, the set-up costs of the manufacturing and re-
manufacturing process are equal. The holding costs are 1 for all instances, for both
serviceables and returns. Again, preliminary experiments showed that cases where
serviceables and returns had different holding costs were not harder to solve. Produc-
tion and remanufacturing costs were assumed to be zero.

We solved all problems with CPLEX 10.1 (single processor version) in the Aimms
3.9 modeling environment on a Windows XP based computer with a 3.0 GHz Intel
Core 2 Duo processor (E8400) and 3.2 GB RAM. The time limit for each instance and
formulation was one hour.

2.5.2 Results for the separate set-ups case

The results for the problem with separate set-ups can be found in Tables 2.1, 2.2 and 2.3.
These tables give the number of instances (out of ten replications) that could be solved
to optimality within the one hour time limit. They also give the average optimality gap
of the MIPs, where the gap of a problem solved to optimality was counted as zero. If
all instances were solved to optimality by all methods, then these rows were omitted.
Furthermore, the average solution times of the MIPs are given; if an instance could
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not be solved to optimality within the time limit, the solution time was counted as
one hour. The number of times the LP relaxation of a formulation found the integer
optimal solution is also stated, unless none of the LP relaxations found any integer
optimal solutions. Finally, the average LP gaps are mentioned, as a measure of the
quality of the LP relaxation. We computed the LP gap as the percentage deviation of
the solution of the LP relaxation with respect to the best integer solution found by
any of the formulations. The best performance among all formulations is indicated in
boldface.

In general, we can see that the shortest path (SP) and partial shortest path (PSP2
and PSP3) reformulations have the best LP relaxations, in the sense that they have
smaller LP gaps than the Original and (l, S, WW) formulations, in each ten-replication
average. Furthermore, the LP relaxations of SP, PSP2 and PSP3 give the same solution
for all instances but three, for which there was a negligible difference.

When we look at performance in terms of optimality gap and computation time, we
see that the shortest path reformulation gives the best results in most cases. Notice that
PSP2 (with ks = �2 · TBOs� and kr = �2 · TBOr�) gives better results than PSP3 (with
ks = �3 · TBOs� and kr = �3 · TBOr�) in almost all cases, which could be explained
from the fact that both formulations have the same LP relaxation (in all but three tested
instances), but PSP2 has fewer variables. We also did some experiments with other
choices for kr and ks, but this did not lead to improvements in the performance.

Comparing PSP2 to SP, we see that there are cases in which PSP2 performs better
than SP, either in terms of computation time or MIP gap. For 50 periods, if the set-up
costs are low and the return rate is not low (50 or 90), then PSP2 is faster than SP; e.g.
252 vs. 426 seconds for set-up costs 125 and 50 returns on average. If the number of
periods is 75 and, again, the set-up costs are low and the return rate is not low (50 or
90), then PSP2 has a smaller MIP gap than SP after one hour. For 50 returns on average
and set-up costs 125, for instance, the average MIP gap is 1.5% for PSP2 vs. 2.5% for SP;
moreover, PSP2 can solve one of the instances within the one hour time limit, whereas
the other formulations cannot. Since the performance of PSP2 is often quite similar to
that of SP, we would like to know in more detail which formulation is better under
which circumstances and whether this difference is significant. Therefore, we carried
out a number of additional computational tests, which are described in Section 2.5.4.

The performance of the shortest path type reformulations (SP, PSP2 and PSP3) is
best when the return rate is low. This is not surprising, because if there are no returns
at all, then we know that the LP relaxation of SP always gives the optimal (integer)
solution.
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Table 2.1: Separate set-ups, 25 periods

average
returns

10
50

90
set-up costs

Original

SP

PSP2

PSP3

(l, S, WW)

Original

SP

PSP2

PSP3

(l, S, WW)

Original

SP

PSP2

PSP3

(l, S, WW)

125
avg.sol.tim

e
M

IP
(s)

0.1
0.1

0.1
0.1

0.2
0.3

0.4
0.5

0.7
0.4

0.2
1.1

1.3
1.5

0.5
avg.

L
P

gap
(%

)
85

0.99
0.99

0.99
20

82
5.9

5.9
5.9

19
47

9.6
9.6

9.6
13

250
avg.sol.tim

e
M

IP
(s)

0.4
0.1

0.1
0.2

0.5
1.1

0.5
0.9

0.9
1.1

0.6
1.2

2.2
2.5

1.1
avg.

L
P

gap
(%

)
82

0.88
0.88

0.88
17

81
5.5

5.5
5.5

16
56

9.0
9.0

9.0
12

500
avg.sol.tim

e
M

IP
(s)

0.5
0.1

0.1
0.2

0.6
1.5

0.5
0.9

0.9
1.2

0.5
0.8

1.6
1.6

1.0
avg.

L
P

gap
(%

)
77

0.85
0.85

0.85
14

79
4.2

4.2
4.2

14
63

7.7
7.7

7.7
11

1000
avg.sol.tim

e
M

IP
(s)

0.1
0.0

0.1
0.1

0.4
1.2

0.3
0.7

0.7
1.0

0.5
0.7

1.4
1.3

0.7
integer

solutions
L

P
0

2
2

2
0

0
0

0
0

0
0

0
0

0
0

avg.
L

P
gap

(%
)

72
0.15

0.15
0.15

10
75

3.6
3.6

3.6
11

65
6.1

6.1
6.1

9.1
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Table 2.2: Separate set-ups, 50 periods

average
returns

10
50

90

set-up costs

Original

SP

PSP2

PSP3

(l, S, WW)

Original

SP

PSP2

PSP3

(l, S, WW)

Original

SP

PSP2

PSP3

(l, S, WW)

125
avg.sol.tim

e
M

IP
(s)

12
0.4

0.7
0.8

6
606

426
252

311
296

152
325

194
218

106
avg.

L
P

gap
(%

)
91

1.7
1.7

1.7
21

89
7.0

7.0
7.0

20
45

7.3
7.3

7.3
11

250
solved

to
optim

ality
3

10
10

10
10

3
10

10
9

7
8

10
10

10
9

avg.
M

IP
gap

(%
)

1.7
0

0
0

0
1.7

0
0

0.03
0.5

0.4
0

0
0

0.1
avg.sol.tim

e
M

IP
(s)

3272
0.5

1.1
1.1

369
2859

843
989

1090
2000

1122
811

805
920

1006
avg.

L
P

gap
(%

)
89

1.0
1.0

1.0
18

88
6.3

6.3
6.3

17
56

7.8
7.8

7.8
11

500
solved

to
optim

ality
0

10
10

10
10

3
10

10
10

10
6

9
9

9
9

avg.
M

IP
gap

(%
)

5.1
0

0
0

0
1.4

0
0

0
0

0.99
0.21

0.18
0.24

0.20
avg.sol.tim

e
M

IP
(s)

3600
0.5

1.3
1.3

335
3144

53
91

100
729

1576
390

450
517

607
avg.

L
P

gap
(%

)
86

1.1
1.1

1.1
18

86
4.7

4.7
4.7

14
64

7.7
7.7

7.7
11

1000
solved

to
optim

ality
0

10
10

10
10

1
10

10
10

10
9

10
9

9
9

avg.
M

IP
gap

(%
)

3.6
0

0
0

0
3.4

0
0

0
0

0.48
0

0.25
0.13

0.19
avg.sol.tim

e
M

IP
(s)

3600
0.4

1.0
1.1

401
3582

25
45

58
283

724
424

592
610

517
avg.

L
P

gap
(%

)
83

0.67
0.67

0.67
14

83
3.8

3.8
3.8

12
69

6.2
6.2

6.2
9.3
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Table 2.3: Separate set-ups, 75 periods
average

returns
10

50
90

set-up costs

Original

SP

PSP2

PSP3

(l, S, WW)

Original

SP

PSP2

PSP3

(l, S, WW)

Original

SP

PSP2

PSP3

(l, S, WW)

125
solved

to
optim

ality
9

10
10

10
10

0
0

1
0

0
3

2
2

3
3

avg.
M

IP
gap

(%
)

0.17
0

0
0

0
2.9

2.5
1.5

1.7
1.7

1.7
2.4

1.9
2.0

1.3
avg.sol.tim

e
M

IP
(s)

985
1.4

1.4
1.6

176
3600

3600
3504

3600
3600

2855
3268

3255
3277

2993
avg.

L
P

gap
(%

)
94

1.3
1.3

1.3
21

88
7.5

7.5
7.5

20
46

7.7
7.7

7.7
11

250
solved

to
optim

ality
0

10
10

10
0

0
0

0
1

0
2

2
1

1
2

avg.
M

IP
gap

(%
)

8.0
0

0
0

1.4
5.5

2.1
1.9

2.0
3.1

3.1
2.4

2.5
2.4

2.2
avg.sol.tim

e
M

IP
(s)

3600
3.2

4.6
5.0

3600
3600

3600
3600

3596
3600

3231
3151

3263
3280

3247
avg.

L
P

gap
(%

)
92

1.2
1.2

1.2
18

89
6.3

6.3
6.3

17
56

7.9
7.9

7.9
11

500
solved

to
optim

ality
0

10
10

10
0

0
3

2
2

0
0

1
1

1
1

avg.
M

IP
gap

(%
)

12.2
0

0
0

3.0
7.1

1.1
1.2

1.3
3.3

4.7
2.8

2.7
3.0

2.9
avg.sol.tim

e
M

IP
(s)

3600
2.6

4.6
5.3

3600
3600

2982
3034

2671
3600

3600
3555

3528
3472

3364
avg.

L
P

gap
(%

)
90

0.97
0.97

0.97
16

89
5.0

5.0
5.0

15
65

8.1
8.1

8.1
11

1000
solved

to
optim

ality
0

10
10

10
0

0
6

5
5

0
0

3
2

2
2

avg.
M

IP
gap

(%
)

14.9
0

0
0

3.7
10.5

0.4
0.4

0.5
2.9

5.0
2.0

2.2
2.4

2.4
avg.sol.tim

e
M

IP
(s)

3600
1.4

3.7
4.3

3600
3600

2239
2518

2765
3600

3600
2985

3309
3249

3340
avg.

L
P

gap
(%

)
88

0.74
0.74

0.74
15

87
4.3

4.3
4.3

13
71

6.5
6.5

6.5
9.3
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The (l, S, WW) formulation provides the smallest MIP gaps and computation times
if the return rate is high, the set-up costs are low and the horizon is not short (50 or
75 periods). The Original formulation only gives the fastest results for some of the
simplest instances, with only 25 periods and low set-up costs. It should be noted that
the performance of both the Original and (l, S, WW) formulation can go down quite
dramatically when the set-up costs are higher. When there are 50 periods for example,
Original solves all 30 instances in 41

2 minutes on average if the set-up costs are 125, but
if the set-up costs are 1000, Original can solve only 10 out of 30 instances within the
one hour time limit.

2.5.3 Results for the joint set-ups case

Tables 2.4 and 2.5 present the results for the problem with joint set-ups. All formu-
lations of all instances with a horizon of 25 periods were solved by CPLEX within a
quarter of a second. Those results are therefore omitted.

When we compare the results for ELSRj with those for ELSRs, we see that ELSRj is
easier to solve than ELSRs. This was to be expected, because the problem with sepa-
rate set-ups has twice as many integer variables as the problem with separate set-ups.
In fact, formulation SP was able to solve all instances of ELSRj within a reasonable
amount of time, which was the reason why we did not test a partial shortest path re-
formulation for ELSRj.

The results for joint set-ups show roughly the same pattern as for the separate set-
ups case. The shortest path formulation has the best LP relaxation in terms of LP gaps ,
compared to the Original and (l, S, WW) formulations. Moreover, the optimal solution
of the LP relaxation of SP is often integer. When the average returns are low (10), it even
finds an integral optimum in 79 out of 80 test instances. The LP relaxation of (l, S, WW)
also finds integer solutions, although not as often as SP. The LP relaxation of SP does
worsen when the average returns are higher, but the average LP gap is always smaller
than for the LP relaxations of Original and (l, S, WW).

Looking at the computation times of the MIPs, we see again that the shortest path
reformulation gives the fastest results in most cases. If the average returns are higher,
however, (l, S, WW) often has shorter computation times when the horizon is long (75
periods) and Original has shorter computation times for 50 periods and low set-up
costs. The original formulation also gives slightly faster results in a few other cases
with low set-up costs. However, if the set-up costs grow, then the performance of
Original goes down, similar to what we have seen in the separate set-up case. This is
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Table 2.4: Joint set-ups, 50 periods

average returns
10 50 90

se
t-

up
co

st
s

O
ri

gi
na

l

SP (l
,S

,W
W

)

O
ri

gi
na

l

SP (l
,S

,W
W

)

O
ri

gi
na

l

SP (l
,S

,W
W

)

125 avg. sol. time MIP (s) 0.0 0.0 0.2 0.0 0.1 0.3 1.4 4.9 3.9
integer solutions LP 0 9 1 0 0 0 0 0 0
avg. LP gap (%) 89 0.009 0.91 85 1.0 1.4 42 3.3 3.5

250 avg. sol. time MIP (s) 0.8 0.0 0.2 0.1 0.1 0.4 2.1 4.8 3.9
integer solutions LP 0 10 4 0 1 0 0 0 0
avg. LP gap (%) 87 0 0.70 85 0.48 0.97 53 3.5 4.0

500 avg. sol. time MIP (s) 35 0.0 0.2 1.9 0.0 0.3 3.4 3.2 3.7
integer solutions LP 0 10 6 0 6 3 0 0 0
avg. LP gap (%) 84 0 0.68 83 0.11 0.47 61 3.1 3.7

1000 avg. sol. time MIP (s) 168 0.0 0.2 16.8 0.0 0.2 6.2 0.9 2.4
integer solutions LP 0 10 6 0 7 5 0 0 0
avg. LP gap (%) 80 0 0.45 81 0.009 0.16 66 2.0 2.4

especially clear when the number of returns is low. For example: when there are 75
periods, Original solves all instances within 0.1 second if the set-up costs are 125, but if
set-up costs are 1000, none of the problems can be solved to optimality within one hour
and the average MIP gap is 9.4%, while SP can solve all instances within 0.1 second.

2.5.4 Comparison of SP and PSP2

As mentioned in Section 2.5.2, we have carried out a number of additional experiments
with separate set-up costs to compare SP and PSP2 in more detail. We believe that an
experiment designed in the following way will shed more light on the computational
performance of SP versus PSP2. Since both formulations give very fast results for 25
periods, we focused only on 50 and 75 periods. We solved 30 extra problem instances
for each parameter setting, instead of the current 10. New instances were generated,
but according to the same procedure as described in Section 2.5.1. Furthermore, we did
not limit the computation time to one hour for these new instances. However, for 75
time periods, solving all instances to optimality would take an extremely long time, so
in that case, we compare the times our formulations take to reach an optimality gap of
5%. (We shall see that even reaching a gap of 5% takes sixty thousand seconds for some
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Table 2.5: Joint set-ups, 75 periods

average returns
10 50 90

se
t-

up
co

st
s

O
ri

gi
na

l

SP (l
,S

,W
W

)

O
ri

gi
na

l

SP (l
,S

,W
W

)

O
ri

gi
na

l

SP (l
,S

,W
W

)

125 avg. sol. time MIP (s) 0.1 0.0 0.8 0.1 0.2 1.3 36 69 38
integer solutions LP 0 10 2 0 0 0 0 0 0
avg. LP gap (%) 74 0 0.48 85 1.0 1.5 42 3.4 3.5

250 avg. sol. time MIP (s) 40 0.1 0.8 0.4 0.2 1.3 48 57 54
integer solutions LP 0 10 6 0 0 0 0 0 0
avg. LP gap (%) 91 0 0.32 87 0.42 0.83 53 3.3 3.6

500 solved to optimality 0 10 10 10 10 10 9 10 10
avg. MIP gap (%) 2.1 0 0 0 0 0 0.05 0 0
avg. sol. time MIP (s) 3600 0.1 0.8 58 0.2 1.4 678 248 136
integer solutions LP 0 10 5 0 0 0 0 0 0
avg. LP gap (%) 88 0 0.20 86 0.22 0.46 63 3.7 4.0

1000 solved to optimality 0 10 10 5 10 10 8 10 10
avg. MIP gap (%) 9.4 0 0 0.6 0 0 0.2 0 0
avg. sol. time MIP (s) 3600 0.1 0.8 2934 0.1 1.1 1686 61 38
integer solutions LP 0 10 8 0 5 3 0 0 0
avg. LP gap (%) 85 0 0.04 85 0.08 0.16 69 2.3 2.5

instances.) These new problems were solved by CPLEX 10.1 (single processor version)
in the Aimms 3.10 modeling environment on a Windows 7 based computer with an
AMD Athlon II X2 B24 processor (3000 MHz) and 4.0 GB RAM.

The results are presented in Tables 2.6 and 2.7, for 50 and 75 periods, respectively.
For each combination of set-up costs and average returns, we report the average solu-
tion time for both SP and PSP2, and the number of instances (out of 30) that that were
solved faster by PSP2 than SP.

We would like to know for which parameter values PSP2 performs significantly
better than SP. We can compare both formulations in terms of average computation
times. However, there are problem instances with a computation time that is very
large compared to the computation time of similar instances (that is, instances with the
same parameter settings). Hence, one or two instances could have a big effect on the
average computation time. We therefore perform a sign test on the computation time
with the SP and PSP2 reformulation, to see if the median computation time of PSP2 is
significantly lower than the median computation time of SP. For 30 observations (as we
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Table 2.6: Separate set-ups, 50 periods, SP vs. PSP2

average returns
10 50 90

se
t-

up
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st
s

ti
m

e
SP

(s
)
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e
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P2
(s

)

PS
P2

fa
st
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SP

ti
m

e
SP

(s
)

ti
m

e
PS

P2
(s

)

PS
P2

fa
st
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SP

ti
m

e
SP

(s
)

ti
m

e
PS

P2
(s

)

PS
P2

fa
st

er
th

an
SP

125 to optimality 0.57 0.86 2 590 246 29 2926 854 13
250 to optimality 0.51 1.2 0 1069 840 16 2492 2035 7
500 to optimality 0.53 1.4 0 161 285 0 1258 2475 1

1000 to optimality 0.58 1.7 0 29 71 0 322 714 0

Table 2.7: Separate set-ups, 75 periods, SP vs. PSP2

average returns
10 50 90
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)
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P2
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st
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SP
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)
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st
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e
SP
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)
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125 to 5% gap 0.69 1.1 7 54 19 25 1119 199 23
to optimality 4.2 3.2 23

250 to 5% gap 1.3 2.0 0 39 20 16 3951 3311 12
to optimality 4.2 5.1 5

500 to 5% gap 1.3 2.4 2 23 27 8 1842 2660 7
to optimality 4.0 6.9 0

1000 to 5% gap 1.2 2.8 5 7.9 24 2 198 514 3
to optimality 2.8 6.4 0

have) and a significance level of 5%, the median of PSP2 is significantly lower if PSP2
is faster for at least 19 instances. This is indicated in boldface in Tables 2.6 and 2.7.

The results in these tables are similar to those found earlier, as stated in Tables
2.2 and 2.3. The difference between an average number of returns of 50 and 90 is
more pronounced here. The instances with 90 returns have computation times that
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are clearly higher than their counterparts with 50 returns. We should note that the
computation times in Section 2.5.2 cannot be compared directly to the times in this
section, since another computer was used in this section. However, we can compare
the computation times of SP and PSP2 in the new experiments.

As before, we see that if the average number of returns is not low (50 or 90) and the
set-up costs are low (125), SP is faster than PSP2 on average, both for 50 and 75 periods.
Moreover, if the set-up costs are 250 and the average number of returns is still not low,
PSP2 is still faster than SP, although the difference is smaller.

Looking at when the sign test is significant paints a picture that is similar, but not
the same. For 50 periods, the sign test is only significant (at the 5% signioficance level)
for 50 returns on average and set-up costs 125. This is quite remarkable, because the
average computation time of PSP2 is lower than SP in more cases. Especially the case
with set-up costs 125 and 90 returns on average stands out. Then, PSP2 is much faster
than SP on average, 2926 versus 854 seconds, while PSP2 is the faster formulation for
fewer instances than SP, 13 versus 17. The explanation is that SP is faster for many
of the relatively simple (fast) instances, but PSP2 is faster for the harder (more time-
consuming) instances. There are few hard instances, but for these instances, PSP2 is
so much faster than SP that the overall average computation time for PSP2 is lower.
We could therefore argue that PSP2 is a safer alternative in those cases; although it
is a bit slower for the easier instances, it considerably lowers the high peaks that the
computation time for SP sometimes reaches.

For 75 periods, PSP2 reaches the 5% gap significantly faster than SP if the set-up
costs are 125 and the average number of returns is 50 or 90. For set-up costs 250 and
average returns 50, PSP2 is faster more often, but not significantly. For set-up costs 250
and average returns 90, PSP2 is slower more often, but the average computation time
is (slightly) lower; a pattern that we also observed in the previous paragraph.

The instances with 75 periods, set-up costs 125 and average returns 10 are all solved
to optimality. Although PSP2 takes more time than SP on average to reach an optimal-
ity gap of 5%, PSP2 takes less time to solve these instances to optimality and the sign
test indicates that PSP2 is significantly faster.

It is not surprising that the partial shortest path reformulation has an advantage
over the full reformulation (SP) under the circumstances described above, because rel-
atively low set-up costs imply a small time between orders. In combination with a large
horizon, this means that PSP2 has much fewer variables than SP. Of course, one may
wonder why PSP2 does not always perform better than SP, since in our computational
tests in Section 2.5.2, their LP relaxations give the same value in all but three instances.
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In some problem instances, the time between orders may be large compared to the
horizon, in which case there is little to gain by using an approximate reformulation,
because it will contain nearly all of the flow (z) variables and have several additional
variables (the u, v, w variables). Otherwise, the difference in performance between
PSP2 and SP may be attributable to the CPLEX solver, which may choose a different
cutting (and/or branching) strategy, for instance because it might not recognise PSP2
as a shortest path formulation.

2.6 Conclusion and further research

In this chapter, we have considered two variants of the economic lot-sizing problem
with remanufacturing. As we have shown, both the problem with joint and with sep-
arate set-up costs for the production and remanufacturing process are NP-hard. We
have proposed several MIP formulations of these problems and tested their efficiency
on a wide variety of test instances and found that, for both problem variants, SP (our
shortest path formulation) performs better than the Original and (l, S, WW) formula-
tions, especially in terms of the quality of the LP relaxation. The computation times and
MIP gaps are also smaller in the vast majority of test instances. When the return rate is
high though, faster results may be obtained by (l, S, WW) (for a large horizon) or Orig-
inal (for a shorter horizon). A partial shortest path formulation (PSP2) exhibits many
features of SP, such as the quality of the LP relaxation, while having fewer variables
and needing less computer memory.

It would be worthwhile to see what the consequences are if the test problems were
solved with another solver than CPLEX (that exploits the problem structure in a dif-
ferent way than CPLEX does) and see to what extent the differences in performance
between SP and PSP2 persist. Other avenues for further research include extending
the shortest path reformulations with production capacities, which should be quite
straightforward, since Eppen and Martin (1987) introduced their shortest path refor-
mulation of the lot-sizing problem without remanufacturing in the context of produc-
tion capacities. Another extension involves changing the assumption that remanufac-
tured products are as good as new to a situation with a separate demand for new and
remanufactured products, where new products can serve as substitutes for remanufac-
tured ones. A similar setting was studied by Piñeyro and Viera (2010), who solved the
problem with tabu search. Formulations similar to the ones presented in this chapter
could be used to solve this extended problem to optimality. Another track worth ex-
ploring is using the solution of the LP relaxation of SP in a heuristic, e.g. a rounding
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or relax-and-fix heuristic. Since this formulation gives good results for ELSRs and es-
pecially ELSRj, we would expect such a heuristic to give good feasible solutions in a
short amount of time.





Chapter 3

The economic lot-sizing problem with
an emission constraint

Abstract

We consider a generalisation of the lot-sizing problem that includes an emission constraint.

Besides the usual financial costs, there are emissions associated with production, keeping in-

ventory and setting up the production process. Because the constraint on the emissions can

be seen as a constraint on an alternative objective function, there is also a clear link with bi-

objective optimisation. We show that lot-sizing with an emission constraint is NP-hard and

propose several solution methods. First, we present a Lagrangian heuristic to provide a feasible

solution and lower bound for the problem. For costs and emissions for which the zero inven-

tory property is satisfied, we give a pseudo-polynomial algorithm, which can also be used to

identify the complete Pareto frontier of the bi-objective lot-sizing problem. Furthermore, we

present a fully polynomial time approximation scheme (FPTAS) for such costs and emissions

and extend it to deal with general costs and emissions. Special attention is paid to an efficient

implementation with an improved rounding technique to reduce the a posteriori gap, and a

combination of the FPTASes and a heuristic lower bound. Extensive computational tests show

that the Lagrangian heuristic gives solutions that are very close to the optimum. Moreover,

the FPTASes have a much better performance in terms of their gap than the a priori imposed

performance, and, especially if the heuristic’s lower bound is used, they are very fast.

3.1 Introduction

In recent years, there has been a growing tendency to not only focus on financial costs
in a production process, but also on its impact on society. This societal impact includes
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for instance the environmental implications, such as the emissions of pollutants during
production. Particular interest is paid to the emission of greenhouse gases, such as car-
bon dioxide (CO2), nitrous oxide (N2O) and methane (CH4). By now, there is a general
consensus about the effect that these gases have on global warming. Consequently,
many countries strive towards a reduction of these greenhouse gases, as formalised in
treaties, such as the Kyoto Protocol (United Nations, 1998), as well as in legislation, of
which the European Union Emissions Trading System (European Commission, 2010)
is an important example.

The shift towards a more environmentally friendly production process can be caused
by such legal restrictions, but also by a company’s desire to pursue a ‘greener’ im-
age by reducing its carbon footprint. As Vélazquez-Martı́nez et al. (2013) mention:
“A substantial number of companies publicly state carbon emission reduction targets.
For instance, in the 2011 Carbon Disclosure Project annual report (Carbon Disclosure
Project, 2011), 926 companies publicly commit to a self-imposed carbon target, such
as FedEx, UPS, Wal-Mart, AstraZeneca, PepsiCo, Coca-Cola, Danone, Volkswagen,
Campbell and Ericsson.”

Emissions could be reduced by for instance using less polluting machines or vehi-
cles, or using cleaner energy sources. One should not overlook the potential benefit
that changing operational decisions has on emission reduction. There is no guarantee
that minimising costs of operations will also lead to low emissions. In fact, fashionable
production strategies like just-in-time production, with its frequent less-than-truckload
shipments and frequent change-overs on machines, may lead to emission levels that
are far from optimal.

For these reasons, the classic economic lot-sizing model has been generalised. Be-
sides the usual financial costs, there are emission levels associated with production,
keeping inventory and setting up the production process. Set-up emissions can for
example originate from having fixed per-truckload emissions of an order, or from a
production process that needs to ‘warm up’, where usable products are not created
until the production process has gone through a set-up phase that is already polluting.
If products need to be stored in a specific way, e.g. refrigerated, then keeping inven-
tory will also emit pollutants. The lot-sizing model that we consider in this chapter
minimises the (financial) costs under an emission constraint. This constraint can be
seen as one global restriction over all periods. This problem was introduced by Ben-
jaafar et al. (2013), who integrate carbon emission constraints in lot-sizing models in
several ways. They consider a capacity on the total emissions over the entire problem
horizon, as we do in this chapter, but also a carbon tax, a capacity combined with emis-
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sions trade, or carbon offsets (where additional emission rights may be bought, but not
sold). Moreover, they study the effect of collaboration between multiple firms within
a serial supply chain. Several insights are derived from the models by experimenting
with the problem parameters. They assume that all cost and emission functions follow
a fixed-plus-linear structure, and no attention is paid to finding good solution methods
yet.

In this chapter, we study a lot-sizing problem with an emission constraint under
concave cost and emission functions. We will see that this model is also capable of
handling multiple production modes. We show that this problem is NP-hard, even
if only production emits pollutants (linearly). Moreover, we show that lot-sizing with
an emission constraint and two production modes in each period is NP-hard, even if
only production emits pollutants (linearly) and either all (financial) costs or all emis-
sions are time-invariant. Then, we develop several solution methods. First, we give a
Lagrangian heuristic that finds both very good solutions and a lower bound in O(T4)
time, where T is the number of time periods. We also prove several structural prop-
erties of an optimal solution that we use while working towards a fully polynomial
time approximation scheme (FPTAS). As a first step, a pseudo-polynomial algorithm
is developed in case the costs and emissions are such that the single-sourcing (zero
inventory) property is satisfied. This pseudo-polynomial algorithm is then turned
into an FPTAS, which, in turn, is generalised to deal with costs and emissions that
do not satisfy the single-sourcing property. We expect that this technique to construct
a pseudo-polynomial algorithm and an FPTAS can be applied to more problems where
one overall capacity constraint is added to a problem for which a polynomial time dy-
namic program exists.

Special attention is paid to an efficient practical implementation of these algorithms.
This includes a combination of the lower bound that is provided by the Lagrangian
heuristic with an FPTAS, which results in excellent solutions within short computation
times, as becomes clear from the extensive computational tests of all algorithms that
have been carried out for this chapter. Besides that, our algorithms do not only have
an a priori gap (ε), but they also produce a (smaller) a posteriori gap. To reduce this
gap even further, we develop an improved rounding technique, which we think can be
applied to other FPTASes of the same type. Furthermore, if we compare the algorithms’
solutions to the optima, we see that the gaps are even much smaller.

The model is more general than it looks at first sight, since the emission costs that
we consider do not necessarily need to refer to emissions. They can be any kind of
costs or output, other than those in the objective function, related to the three types
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of decisions (i.e. set-up, production and inventory). This makes the relationship with
bi-objective lot-sizing clear. In multi-objective optimisation (and bi-objective optimisa-
tion in particular), one is usually interested in the frontier of Pareto optimal solutions.
Theoretically, finding the optimal costs for all possible emission capacities would result
in finding the Pareto frontier. The multi-objective lot-sizing problem is studied in more
detail by Van den Heuvel et al. (2011), who divide the horizon in several blocks, each
with its own objective function. The case with one block of length T corresponds to
our problem (with fixed-plus-linear costs and emissions). In this chapter, we will show
that we can find the whole Pareto frontier in pseudo-polynomial time, if the costs and
emissions are such that the single-sourcing (zero-inventory) property is satisfied.

Besides the works of Benjaafar et al. (2013) and Van den Heuvel et al. (2011), there
are some other papers that integrate carbon emission constraints in lot-sizing prob-
lems. Absi et al. (2013) introduce lot-sizing models with emission constraints of sev-
eral types: periodic, cumulative, global (as we have) and rolling. Furthermore, they
consider multiple production modes, one of which is ‘ecological’. As mentioned, our
model can also handle multiple production modes. Vélazquez-Martı́nez et al. (2013)
study the effect of different levels of aggregation to estimate the transportation car-
bon emissions in the economic lot-sizing model with backlogging. Heck and Schmidt
(2010) discuss lot-sizing with an ‘eco-term’, which they solve heuristically with ‘eco-
enhanced’ Wagner-Whitin and Part Period Balancing, with the possibility of ‘eco-bal-
ancing’. Other papers approach the emission problem from an EOQ point of view,
such as Chen et al. (2013), Hua et al. (2011) and Bouchery et al. (2010).

The remainder of this chapter is organised as follows. The next section provides a
formal, mathematical definition of the lot-sizing problem with a global emission con-
straint. In Section 3.3, we show that this problem, as well as a variant with two pro-
duction modes, is NP-hard under quite general conditions. In Section 3.4, we prove
several structural properties of an optimal solution, which are used by the algorithms
that are introduced in Section 3.5. Section 3.5.1 gives a Lagrangian heuristic. Sections
3.5.2 and 3.5.3 present a pseudo-polynomial algorithm, respectively FPTAS, for what
we will define as co-behaving costs and emissions. An FPTAS for general costs and
emissions is derived in Section 3.5.4. The combination of the heuristic and FPTASes is
discussed in Section 3.5.5. Section 3.6 describes and gives the results of the extensive
computational tests and the chapter is concluded in Section 3.7.
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1 2 3 4
I1 I2 I3

d1 d2 d3 d4

x1, y1 x2, y2 x3, y3 x4, y4

Figure 3.1: Graphical representation of a lot-sizing problem

3.2 Problem definition

The model can be formally defined as follows:

min
T

∑
t=1

(pt(xt) + ht(It)) (3.1)

s.t. It = It−1 + xt − dt t = 1, . . . , T (3.2)
I0 = 0 (3.3)

xt, It ≥ 0 t = 1, . . . , T (3.4)
T

∑
t=1

(
p̂t(xt) + ĥt(It)

)
≤ Ĉ , (3.5)

where xt is the quantity produced in period t, and It is the inventory at the end of
period t. The demand in period t is given by dt, the length of the problem horizon is
T, and Ĉ is the emission capacity. Furthermore, pt and ht are production and holding
costs functions, and p̂t and ĥt are production and holding emission functions, respec-
tively. We assume that all functions are concave, nondecreasing and nonnegative. This
includes the well-known case with fixed set-up costs and linear production and hold-
ing costs.

Equation (3.2) gives the inventory balance constraints. There is no initial inventory
(3.3); the nonnegativity constraints are given by (3.4), and (3.5) constrains the emis-
sions over the whole problem horizon. We shall refer to problem (3.1)–(3.5) as ELSEC
(Economic Lot-Sizing with an Emission Constraint).

Of course, p̂t and ĥt don’t necessarily refer to emissions. They can be any kind of
costs other than those in the objective function. Examples of what can be modelled
by p̂t and ĥt include other types of negative externalities for society, such as other
pollutants or noise resulting from production or carrying inventories. Moreover, we
can impose a maximum on the total or average inventory by choosing ĥt(It) = It and



50 The economic lot-sizing problem with an emission constraint

p̂t(xt) = 0 for all t, and Ĉ equal to the total inventory or T times the average inventory.
Also, we can model a lot-sizing problem with m production modes and T periods by
defining an instance of ELSEC with Tm periods, where periods appear in groups of
m, such that each of these periods corresponds to another production mode, with zero
holding costs within such a group and where demand occurs only in the last of a group
of m periods.

If the costs and emissions follow a fixed-plus-linear structure, then the model can
also be formulated as the standard mixed integer linear program (3.6)–(3.12). We shall
refer to this problem as ELSEC-MILP. See Figure 3.1 for a graphical representation with
four periods.

min
T

∑
t=1

(Ktyt + ptxt + ht It) (3.6)

s.t. It = It−1 + xt − dt t = 1, . . . , T (3.7)

xt ≤ yt

T

∑
s=t

ds t = 1, . . . , T (3.8)

I0 = 0 (3.9)
xt, It ≥ 0 t = 1, . . . , T (3.10)

yt ∈ {0, 1} t = 1, . . . , T (3.11)
T

∑
t=1

(
K̂tyt + p̂txt + ĥt It

)
≤ Ĉ (3.12)

Kt and K̂t are the set-up cost and emissions, respectively. Now, pt, p̂t, ht and ĥt refer to
the unit production and holding costs and emissions. yt is a binary variable indicating
a set-up in period t and constraints (3.8) ensure that production can only take place if
there is a set-up in that period.

3.3 Complexity results

Van den Heuvel et al. (2011) show that some special cases of ELSEC-MILP can be
solved in polynomial time. Moreover, they show that ELSEC-MILP is NP-complete
in general, even if only set-ups emit pollutants and under Wagner-Whitin (non-specu-
lative) costs and emissions.

In this section, we will show that another special case of ELSEC-MILP isNP-hard.
We will see that a special case of lot-sizing with an emission constraint and two pro-
duction modes is NP-hard as well.
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1 2 3 4
h1 = ĥ1 = 0 h3 = ĥ3 = 0

d2 = a1 d4 = a2

p1 = 1, p̂1 = 0, K1 = M p3 = 1, p̂3 = 0, K3 = Mp2 = 0, p̂2 = b1
a1

, K2 = M p4 = 0, p̂4 = b2
a2

, K4 = M

Figure 3.2: An instance of ELSEC-MILP that corresponds to an instance of KNAPSACK

Theorem 3.1. Lot-sizing with a capacity constraint on the total emissions is NP-hard, even
if only production emits pollutants and these emissions are linear in the quantity produced.

Proof. We will show that KNAPSACK is a special case of ELSEC-MILP. KNAPSACK

problem (decision version): given a, b ∈ Nn and k, Ĉ ∈ N, does there exist a vector
z ∈ {0, 1}n such that

n

∑
i=1

aizi ≥ k,
n

∑
i=1

bizi ≤ Ĉ?

Define the following instance of ELSEC-MILP (see Figure 3.2):

T = 2n dt =

{
0 for t odd
a 1

2 t for t even

Kt = M ∀t K̂t = 0 ∀t

ht =

{
0 for t odd
∞ for t even

ĥt = 0 ∀t

pt =

{
1 for t odd
0 for t even

p̂t =

⎧⎪⎨⎪⎩
0 for t odd
b 1

2 t

a 1
2 t

for t even

where M is a very large number. Clearly, this reduction can be done in polynomial
time. We will show that the answer to KNAPSACK is positive if and only if ELSEC-
MILP has a solution with costs of at most M · n + ∑ ai − k.

Suppose the answer to KNAPSACK is positive. Then if zi = 1, let x2i = ai and if
zi = 0, let x2i−1 = ai; xt = 0 otherwise. The thus created solution of ELSEC-MILP has
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costs:

M · n + ∑
i:zi=1

x2i p2i + ∑
i:zi=0

x2i−1 · p2i−1 = M · n + ∑
i:zi=1

ai · 0 + ∑
i:zi=0

ai · 1

= M · n +
n

∑
i=1

ai(1− zi) = M · n +
n

∑
i=1

ai −
n

∑
i=1

aizi ≤ M · n + ∑ ai − k.

Moreover, this solution of ELSEC-MILP has emissions:

∑
i:zi=1

x2i p̂2i + ∑
i:zi=0

x2i−1 · p̂2i−1 = ∑
i:zi=1

ai ·
bi

ai
+ ∑

i:zi=0
ai · 0 =

n

∑
i=1

bizi ≤ Ĉ.

Conversely, suppose ELSEC-MILP has a solution with costs of at most M · n +
∑ ai − k. Then we know that there are at most n set-ups, otherwise the costs of ELSEC-
MILP would be at least M · (n + 1) > M · n + ∑ ai − k. Since ht = ∞ for t even, there
must be exactly one set-up in each pair of periods (2i − 1, 2i). Moreover, the produc-
tion quantity in this period must be exactly ai, to satisfy all demand. There is a budget
of ∑ ai − k left to pay for production costs. The production costs equal the sum of ai

over all i for which x2i−1 = ai (and x2i = 0), so

∑
i:x2i−1=ai

ai · 1 + ∑
i:x2i=ai

ai · 0 = ∑
i:x2i−1=ai

ai ≤
n

∑
i=1

ai − k.

It follows that

∑
i:x2i=ai

ai ≥ k.

Now, construct the following solution to KNAPSACK: if x2i = ai, then zi = 1, and if
x2i−1 = ai then zi = 0. The profit of this solution equals

n

∑
i=1

aizi = ∑
i:x2i=ai

ai · 1 ≥ k.

Since the solution of ELSEC-MILP is feasible (by assumption), the following holds
for the emissions:

n

∑
i=1

bizi = ∑
i:x2i=ai

bi = ∑
i:x2i=ai

bi

ai
ai = ∑

t even

b 1
2 t

a 1
2 t

xt =
T

∑
t=1

p̂txt =
T

∑
t=1

(
K̂tyt + p̂txt + ĥt It

)
≤ Ĉ.
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We can also view the instance from the proof as an instance of the lot-sizing problem
with an emission constraint and two different production modes in each period, with
a horizon of 1

2 T periods. The even and odd periods then correspond to these two
different production modes, and we get the following corollary.

Corollary 3.2. Lot-sizing with a capacity constraint on the total emissions and two production
modes in each period isNP-hard, even if only production emits pollutants (linearly) and either
all (financial) costs or all emissions are time-invariant.

3.4 Structural properties

Before we introduce our algorithms in Section 3.5, we prove the correctness of some
structural properties of an optimal solution, which these algorithms will use.

We use the common definition of a block as an interval [t, s] such that It−1 = Is = 0
and Iτ 	= 0 ∀t ≤ τ ≤ s − 1. Furthermore, let a period t be called a double-sourcing
period, if It−1 > 0 and xt > 0, that is, there is both inventory carried over from the
previous period and positive production in period t. Let a period t be called a single-
sourcing period if either It−1 = 0 or xt = 0.

Later, we will want to consider a given solution and find out what happens to the
costs (and emissions) when we shift production from period i to period j and vice
versa. Therefore, it will be convenient to make the following definitions. Let (x, I) be
a given solution. Let xi,j be the quantity produced in period i that is kept in inventory
until at least period j in that solution. Define qi,j as the additional production quantity
in period i (compared to (x, I)) that is kept in inventory until at least period j. We
can interpret xi as the production quantity in period i in the ‘old’ (given) situation and
xi + qi,j as the production quantity in period i in the ‘new’ situation. Similarly, we
can interpret the quantities Ik + qi,j as the inventories in periods k (i ≤ k ≤ j − 1) in
the ‘new’ situation. Now, define Ci,j(qi,j; xi, Ii, . . . , Ij−1) := pi(xi + qi,j) + ∑

j−1
k=i hk(Ik +

qi,j). We will use Ci,j(0) and Ci,j as shorthand for Ci,j(0; xi, Ii, . . . , Ij−1). In this way,
Ci,j(0) gives the production costs in period i plus the holding costs incurred in periods
i through j − 1 in the ‘old’ situation, and Ci,j(qi,j) gives the production and holding
costs in the same periods in the ‘new’ situation. Because of concavity of pi and hk,
it holds that Ci,j is concave (in qi,j) too. Note that Cj,j(qj,j) = pj(xj + qj,j). Similarly,
define Ĉi,j(qi,j; xi, Ii, . . . , Ij−1) := p̂i(xi + qi,j) + ∑

j−1
k=i ĥk(Ik + qi,j), and use Ĉi,j(0) and Ĉi,j
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as shorthand for Ĉi,j(0; xi, Ii, . . . , Ij−1). Define

p′i(xi) := lim
h↓0

pi(xi + h)− pi(xi)
h

,

i.e. p′i is the right derivative of pi. Because pi is real-valued and concave, we know that
this right derivative exists for xi > 0.

Similarly, let p̂′i, h′i, ĥ′i, C′i,j, Ĉ′i,j be the right derivatives of their respective functions.
We know that the right derivative of p̂i exists for xi > 0, the right derivatives of hi and
ĥi exist for Ii > 0, and the right derivatives of Ci,j and Ĉi,j exist for qi,j + xi > 0 and
qi,j + Ik > 0 (i ≤ k < j) (i.e. the quantity that is produced less in period i is such that
the remaining production quantity, respectively inventories are positive).

Theorem 3.3. If, for each pair i ≤ j, either
(

C′i,j(qi,j) ≤ C′j,j(qj,j) and Ĉ′i,j(qi,j) ≤ Ĉ′j,j(qj,j)
)

or
(

C′i,j(qi,j) ≥ C′j,j(qj,j) and Ĉ′i,j(qi,j) ≥ Ĉ′j,j(qj,j)
)

holds, for all (x, I) and all (qi,j, qj,j) (such
that qi,j + xi > 0, qj,j + xj > 0 and qi,j + Ik > 0 (i ≤ k < j)), then there exists an optimal
solution to ELSEC, such that the single-sourcing property holds in all periods.

Proof. Suppose there exists an optimal solution (x, I) with (at least) one double-sourcing
period. Let v be a double-sourcing period. Suppose that period v’s demand is procured
from two periods, t and s, then it must be that either v = t or v = s. Furthermore, as-
sume that C′t,v(0) ≥ C′s,v(0) and Ĉ′t,v(0) ≥ Ĉ′s,v(0). (Note that this also covers the case
C′t,v(0) ≤ C′s,v(0) and Ĉ′t,v(0) ≤ Ĉ′s,v(0), because we can switch the indices t and s.)
Now, we should produce xt,v units in period s instead of period t, so that we obtain a
solution with single-sourcing in period v. We show that this will decrease both costs
and emissions. Because of concavity, it holds that

Ct,v(0)− Ct,v(−xt,v) ≥ C′t,v(0)xt,v ≥ C′s,v(0)xt,v ≥ Cs,v(xt,v)− Cs,v(0) ,

i.e. the savings are larger than the extra expenses. Completely analogously,

Ĉt,v(0)− Ĉt,v(−xt,v) ≥ Ĉ′t,v(0)xt,v ≥ Ĉ′s,v(0)xt,v ≥ Ĉs,v(xt,v)− Ĉs,v(0) .

If there are any double-sourcing periods left, then repeat the above procedure until
there are only single-sourcing periods left.

Corollary 3.4. If both the financial and emission costs satisfy the Wagner-Whitin property
(no speculative motives), then there exists an optimal solution to ELSEC, such that the single-
sourcing property holds in all periods.
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Proof. By definition, the Wagner-Whitin property means that it is cheapest to procure
products from the most recent production period, i.e.

(
C′i,j ≥ C′j,j and Ĉ′i,j ≥ Ĉ′j,j

)
for all

i ≤ j.

Note that in our model the single-sourcing property is the same as the zero inven-
tory (ZIO) property, i.e. there exists an optimal solution such that It−1 = 0 or xt = 0
for all periods t. In the remainder of this chapter, we will refer to all financial and
emission costs that satisfy the conditions in Theorem 3.3 as co-behaving, because over
time, such cost and emission functions move in the same direction, i.e. if one increases
(decreases), the other increases (decreases) as well.

The following corollary is a direct consequence of Theorem 3.3:

Corollary 3.5. If the emission cost functions are time-invariant and the holding emissions are
zero, OR the financial cost functions are time-invariant and the holding costs are zero, then
there exists a solution to ELSEC, such that the single-sourcing property holds in all periods.

In general, the following property holds:

Theorem 3.6. There exists an optimal solution to ELSEC, such that the single-sourcing prop-
erty holds in all but (at most) one period.

Proof. See Appendix 3.A.

Finally, we prove the next property, which is used in Section 3.5.4.

Theorem 3.7. There exists an optimal solution in which either the full emission capacity is
used, or the single-sourcing property holds.

Proof. We need to show that if we have a solution with double-sourcing for which the
emission capacity is not fully used, i.e. ∑T

t=1

(
p̂t(xt) + ĥt(It)

)
< Ĉ, then there exists a

solution with equal or lower costs and emissions that uses the full capacity or does not
have double-sourcing in any period.

Let period v’s demand be produced in periods t and s, where either t = v or s = v.
Assume that C′t,v(0) ≥ C′s,v(0), w.l.o.g. It is cheaper to move a quantity q > 0 from
period t to period s, since because of concavity, it holds that

Ct,v(0)− Ct,v(−q) ≥ C′t,v(0)q ≥ C′s,v(0)q ≥ Cs,v(q)− Cs,v(0) ,

i.e. the savings are larger than the extra expenses.



56 The economic lot-sizing problem with an emission constraint

Try to choose q = xt,v, so that we obtain a solution that satisfies the single-sourcing
property. If the emissions of the new solution are within the emission capacity, then
we are done.

Otherwise, choose 0 < q < xt,v, such that the additional emissions equal the re-
maining emission capacity, i.e. Ĉs,v(q)− Ĉs,v(0) + Ĉt,v(0)− Ĉt,v(−q) = r, where r > 0
is this remaining capacity. Existence of such a q follows from the mean-value theorem,
since Ĉt,v and Ĉs,v are continuous on their interior domains.

3.5 Algorithms

We propose several algorithms to solve ELSEC. First, we present a Lagrangian heuristic
that provides an upper and lower bound for the problem. Secondly, we develop an
exact algorithm that solves the co-behaving version of ELSEC in pseudo-polynomial
time. We turn this algorithm into a fully-polynomial approximation scheme (FPTAS).
Next, this FPTAS is extended to deal with more general cost and emission functions.
Finally, we show how the FPTASes can be sped up by using a lower bound, such as the
one given by the Lagrangian heuristic.

3.5.1 Lagrangian heuristic

In this section, we present a Lagrangian heuristic that is based on relaxation of the
emission capacity constraint (3.5). The resulting formulation is given below. This
heuristic will give us both a lower bound and a feasible solution.

min
T

∑
t=1

(pt(xt) + ht(It)) + λ
T

∑
t=1

(
p̂t(xt) + ĥt(It)− Ĉ

)
=

T

∑
t=1

(
pt(xt) + λ p̂t(xt) + ht(It) + λĥt(It)

)
− λĈ (3.13)

s.t. It = It−1 + xt − dt t = 1, . . . , T (3.14)
xt, It ≥ 0 t = 1, . . . , T (3.15)

I0 = 0 (3.16)
λ ≥ 0 (3.17)

First, suppose that λ is given. Obviously, constraints (3.14)–(3.16) are the same as in the
classic (uncapacitated, single-item) lot-sizing problem. Moreover, pt + λ p̂t is a concave
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function of xt, because both pt and p̂t are concave, and λ is nonnegative. Similarly,
ht + λĥt is a concave function of It. Furthermore, λĈ is a constant, so we can ignore
it when optimising. Hence, for a given λ, the relaxed problem (3.13)–(3.16) is a classic
lot-sizing problem and we can solve it with Wagner and Whitin (1958)’s algorithm.

For any λ ≥ 0, the optimal value of (3.13) gives a lower bound on ELSEC. Naturally,
we are looking for the best (that is, highest) lower bound. As output, our algorithm
will give an interval that contains the λ∗ for which this best lower bound is attained.
It is easy to see that for λ = 0, the emission constraint (3.5) will be violated in general.
Otherwise, the problem can be solved by simply ignoring the emissions and minimis-
ing costs. If λ is increased, then step by step, the emissions will decrease and the costs
will increase. For some value of λ, say λUB, the solution will satisfy the emission con-
straint (3.5) (provided that a feasible solution exists). We are interested in finding the
highest value of λ, say λLB, for which the solution of (3.13)–(3.16) violates the emission
constraint (3.5). This gives our best lower bound.

We apply Megiddo (1979)’s algorithm for combinatorial problems that involve min-
imisation of a rational objective function to the lot-sizing problem. Gusfield (1983)
showed that this is equivalent to minimising an objective of the form a + λb. See also
Wagelmans (1990) and Megiddo (1983). These papers imply that if, for a given λ, the re-
laxed problem can be solved inO(A) (with a ‘suitable’ algorithm) and we can check in
O(B) whether the relaxed constraint is violated or not, then the parametrised problem
(a + λb) can be solved in O(AB). For a given λ, our relaxed problem (3.13)–(3.16) can
be solved in O(T2) with Wagner-Whitin. Moreover, the same algorithm can be used
to determine whether the emission constraint is violated or not. Although Megiddo
(1979) only mentions fractions of linear functions, his algorithm can be generalised to
our problem in a straightforward manner. Hence, we can solve our Lagrangian relax-
ation in O(T2T2) = O(T4).

The intuition behind the algorithm is as follows. We are looking for an interval such
that λ∗ equals one of the endpoints. At λ∗, we are indifferent between two solutions, of
which one is infeasible and the other feasible. The latter will give us an upper bound. A
trivial initial choice for the interval is [0, ∞). We act as if we know λ∗, and solve (3.13)–
(3.16) with Wagner-Whitin. View this algorithm as a decision tree. At each node of the
tree, we need to make a decision, say to ‘go left’ or ‘go right’. This decision depends on
a comparison of the form a(X1) + λb(X1) ≤ a(X2) + λb(X2), where a and b are a cost
and an emission function, respectively, and X1 and X2 are (partial) solutions. Suppose
we go left if the statement is true and right otherwise. We compute for which λ we
are indifferent. For this λ, we can solve the relaxed problem in O(T2) with Wagner-
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Whitin and know whether the solution is feasible. If so, then this λ provides an upper
bound on our interval; if not, it provides a lower bound. Note that for all λ inside
the (updated) interval, we make the same decisions in each of the decisions nodes that
we already visited. Take a λ inside this interval and check whether a(X1) + λb(X1) ≤
a(X2) + λb(X2) to know if we should go left or right. We continue in this manner until
the last step of the algorithm.

Below, we give pseudocode for Megiddo (1979)’s algorithm applied to our problem.

λLB := 0, λUB := ∞, m(T + 1) := 0, m̂(T + 1) := 0

for t = T until 1 step -1 do

MinimumCosts := ∞, MinimumEmissions := ∞

for s = t until T step 1 do

Costs := c(t, s) + m(s + 1)

Emissions := e(t, s) + m̂(s + 1)

if MinimumCosts < ∞ and MinimumEmissions < ∞ and Emissions

	= MinimumEmissions then

λ := MinimumCosts−Costs
Emissions−MinimumEmissions

if Feasible(λ) then

λUB := min{λ, λUB}
else

λLB := max{λ, λLB}
end if

end if

if λUB = ∞ then

λ := λLB + 1

else

λ := 1
2 λLB + 1

2 λUB

end if

if Costs + λ·Emissions < MinimumCosts + λ·MinimumEmissions
then

MinimumCosts := Costs

MinimumEmissions := Emissions

end if
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end for

m(t) := MinimumCosts

m̂(t) := MinimumEmissions

end for

Here, c(t, s) := pt (Dt,s) +
s−1

∑
τ=t

hτ (Dτ,s) (3.18)

e(t, s) := p̂t (Dt,s) +
s−1

∑
τ=t

ĥτ (Dτ,s) , (3.19)

where Dt,s is defined as ∑s
τ=t dτ.

The function Feasible(λ) checks if the problem is feasible for the given λ by ex-
ecuting the Wagner-Whitin algorithm and checking whether the emission constraint
is violated or not for the obtained solution. Equations (3.18) and (3.19) give the costs,
respectively emissions, of procuring all of periods t through s’s demand from period t.

After executing the algorithm, we get an interval [λLB, λUB] that contains λ∗. More-
over, it is known that the same solution, say x

1
2 , would be obtained for any λ ∈

(λLB, λUB). Hence, there are three solutions to consider: xUB, x
1
2 and xLB, correspond-

ing to λUB, (1
2 λLB + 1

2 λUB) and λLB, respectively. Note that these solutions may coin-
cide. By construction of the algorithm, xUB must be a feasible solution (if one exists)
(see pseudocode). If x

1
2 is also feasible, we take the best feasible solution.

Furthermore, suppose that x∗ is an optimal solution of problem (3.13)–(3.16) for
some value of λ. Then we can compute ∑T

t=1 (pt(x∗t ) + ht(I∗t )) +
λ∗ ∑T

t=1

(
p̂t(x∗t ) + ĥt(I∗t )− Ĉ

)
, which is a lower bound for our problem. Observe that

both xLB and xUB are optimal solutions, for λLB and λUB, respectively. Hence, we can
compute that above expression for both solutions and take the higher lower bound.

3.5.2 Pseudo-polynomial algorithm for co-behaving costs and emis-

sions

Apart from the heuristic, we also give a dynamic programming algorithm that solves
ELSEC to optimality in case the costs and emissions satisfy the conditions in Theorem
3.3. We shall see that this algorithm works in pseudo-polynomial time. We construct
this algorithm in such a way that it will be easy to turn it into an FPTAS in the next
section.
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First, assume that demand and all cost functions are integer, i.e. dt ∈ N and pt(xt),
ht(It) ∈ N for xt, It ∈ N. Note that this does not have to hold for the emission func-
tions, p̂t and ĥt.

The general idea of the algorithm is as follows: we minimise the emissions un-
der a (financial) budget constraint. Because of Theorem 3.3, we know that the single-
sourcing property holds and we can extend Wagner and Whitin’s well-known algo-
rithm for the classic lot-sizing problem (Wagner and Whitin, 1958) with an extra state
variable AC, which denotes the budget. More precisely, let f (t,AC) denote the minimum
emissions for periods t until T, given budget AC. We define the following recursion:

f (t,AC) = min
s>t: AC≥c(t,s)

{e(t, s) + f (s + 1,AC− c(t, s))} for t ≤ T (3.20)

f (T + 1,AC) = 0 , (3.21)

where, c(t, s) and e(t, s) are defined as in (3.18) and (3.19), respectively. Now, f (1,AC)
gives the minimum emissions given budget AC. We first compute f (1,AC) for AC = 1.
If f (1, 1) ≤ Ĉ, i.e. the minimum emissions are less than or equal to the emission cap,
then we conclude that AC = 1 is the optimal value. If not, then the budget is raised
to 2, we compute the corresponding minimum emissions f (1, 2) and again compare
this to the emission cap. In this way, we try budgets AC = 1, 2, 3, ... and compute the
corresponding f (1,AC) until f (1,AC) ≤ Ĉ, i.e. the minimum emissions are less than or
equal to the emission cap. The first budget AC for which this holds, is the optimal value.

For each f (t,AC), the optimal s is stored. The production schedule corresponding to
the solution found by the algorithm can then be found through a simple backtracking
procedure.

Running time

It is easy to see that the running time of this dynamic program is O
(
T2opt

)
, where opt

is the optimal value (of the financial budget).

Memory

This algorithm needs O(Topt) memory, to store all values f (t,AC) and the correspond-
ing optimal s.
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Finding the Pareto frontier

In the process of finding the optimal solution, we construct part of the set of Pareto ef-
ficient solutions. This is because for each budget AC = 1, . . . , opt, we find the minimum
emissions, f (1,AC). This algorithm can be used to find the whole Pareto frontier. We
first minimise emissions regardless of costs. This can be done by executing the (classic)
Wagner-Whitin algorithm with the emission level as the objective (instead of the finan-
cial costs). Denote the corresponding costs by ÃC; it is easy to see that this is polynomial
in the input of a problem instance. Now, we can compute the minimum emissions,
f (1,AC) for each budget AC = 1, . . . , ÃC. This procedure gives the whole Pareto frontier
for co-behaving costs and emissions in O

(
T2ÃC

)
time.

3.5.3 FPTAS for co-behaving costs and emissions

Clearly, it is the large number of budgets AC to consider that makes the algorithm in the
previous section run in pseudo rather than fully polynomial time. However, it is possible
to turn the pseudo-polynomial algorithm into an FPTAS by reducing the number of
states of AC in a smart way. Instead of all budgets AC = 1, 2, . . ., we now only consider
budgets equal to

Δk :=
(

1 +
ε

(e− 1)(T + 1)

)k
, k ∈ N . (3.22)

(See Figure 3.3.) This means that in every step of the dynamic programming recursion,
we have to round down the budget to the nearest value of Δk.

f (t,AC) = min
s>t: AC≥c(t,s)

{e(t, s) + f (s + 1, round(AC− c(t, s)))} for t ≤ T(3.23)

f (T + 1,AC) = 0 (3.24)

where round(a) := max
k∈N

{Δk : Δk ≤ a} (3.25)

Analogously to what we did before, we try budgetAC = Δ1, Δ2, Δ3, . . . until f (1,AC) ≤ Ĉ,
i.e. the minimum emissions are less than or equal to the emission cap. Again, for each
f (t,AC), the optimal s is stored. The production schedule corresponding to the solution
found by the algorithm can then be found through a simple backtracking procedure.

The approach in which an exact, but only pseudo-polynomial dynamic program is
transformed into a FPTAS by trimming the state space is attributable to Woeginger
(2000) and Schuurman and Woeginger (2011) (see also Ibarra and Kim, 1975), as well
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as the idea to use a so-called trimming parameter Δ of the type Δ := 1 + ε
2gT . The

FPTAS presented in this section takes an approach that is similar to Woeginger (2000).
As far as we know, the FPTAS that is presented in Section 3.5.4 does not fit within his
framework, because it is not based on a pseudo-polynomial algorithm, but rather on a
generalisation of another FPTAS.

Correctness of the approximation

We verify that the obtained solution is in fact a (1 + ε) approximation of the true opti-
mum. The question is: how much of the budget is ‘wasted’ by repeatedly rounding off
the budget?

In each production period, at most the size of one interval [Δi, Δi+1) is lost. In the
worst case this is the largest interval. Since there are at most T production periods, the
maximum rounding error equals the size of the T largest intervals. Suppose that for
some budget AC = Δk+T, the algorithm gives no feasible solution (i.e. f (1, Δk+T) > Ĉ).
Then we know that Δk is a lower bound, because we could have lost at most T intervals.
Now, suppose that for the next budget, the algorithm does find a feasible solution (i.e.
f (1, Δk+T+1) ≤ Ĉ). So because we raise the budget from Δk+T to Δk+T+1 each time
we compute f (1,AC), we may lose one more interval. Hence, the maximum total error
equals the size of the T+1 largest intervals. That means that if the algorithm finds a
solution Δk+T+1, the optimal value is at least Δk. We therefore need to show that

(
1 +

ε

(e− 1)(T + 1)

)k+T+1

≤
(

1 +
ε

(e− 1)(T + 1)

)k
(1 + ε) .

This holds, because(
1 +

ε

(e− 1)(T + 1)

)k+T+1

=
(

1 +
ε

(e− 1)(T + 1)

)k (
1 +

ε

(e− 1)(T + 1)

)T+1

,

so we need to show that
(

1 + ε
(e−1)(T+1)

)T+1
≤ (1 + ε) . This is true because

(
1 +

ε/(e− 1)
T + 1

)T+1

≤ 1 + (e− 1) · ε

e− 1
= 1 + ε (if 0 < ε ≤ (e− 1)) .

The inequality follows from the fact that
(
1 + z

n
)n ≤ 1 + (e− 1)z, if 0 ≤ z ≤ 1.
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Figure 3.3: Budgets Δ1, Δ2, . . .

Running time

The pseudo-polynomial algorithm in Section 3.5.2 has a running time of O(T2opt).
Instead of opt intervals, the algorithm in this section needs to consider at most nFPTAS

intervals, where nFPTAS is the smallest integer such that ΔnFPTAS ≥ (1 + ε)opt. It follows
that:

nFPTAS =
⌈

log1+ ε
(e−1)(T+1)

((1 + ε)opt)
⌉

=

⎡⎢⎢⎢ ln ((1 + ε)opt)

ln
(

1 + ε
(e−1)(T+1)

)
⎤⎥⎥⎥

≤
⌈(

1 +
(e− 1)(T + 1)

ε

)
ln ((1 + ε)opt)

⌉
,

where the inequality follows from the fact that ln(x + 1) ≥ x
x+1 , which can be seen

from the Taylor expansion of ln(x + 1) (see also Schuurman and Woeginger, 2011).
Therefore, there areO

(
T max{ln(opt),1}

ε

)
budgetsAC to consider. Hence, the total running

time is O
(

T3 max{ln(opt),1}
ε

)
, which is fully polynomial.

Memory

This algorithm needs O
(

T2 max{ln(opt),1}
ε

)
memory, to store all values f (t,AC) and the

corresponding optimal s.

A posteriori gap

As we have shown that the algorithm described in this section is a (1 + ε) approxi-
mation, we know that the optimality gap of the obtained solution is at most 100ε%.
Previously, we have seen that Δk is a lower bound for the optimal value, if Δk+T+1

is the (final) budget AC corresponding to the algorithm’s solution. Afterwards, we
can compute the actual costs of this solution, which we will call vFPTAS. We know
that vFPTAS ≤ Δk+T+1. That means that we can compute a smaller optimality gap as
vFPTAS−Δk

Δk .
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An even better a posteriori gap can be obtained if we round down as much as pos-
sible during the execution of the algorithm. We then round down the budget according
to the following rounding function:

roundmore
(

Δi − c(t, s), t, s
)

:= max
k∈N

{
Δk : Δk ≤ Δi−s+t − c(t, s)

}
. (3.26)

So we lose not just (at most) one interval in each block, but (at most) a number of
intervals equal to the length of the block. It follows that the total number of intervals
that we lose by rounding equals the total number of periods (T), as before.

3.5.4 FPTAS for general costs and emissions

As the FPTAS in the previous section is based on the single-sourcing property, it can-
not be applied to the problem with general costs and emissions in a straightforward
manner. However, Theorem 3.6 tells us that there is at most one period with double-
sourcing. This leads to the following idea for a general FPTAS.

All blocks are ‘normal’ single-sourcing blocks, except for one double-sourcing block,
say (t, s). The costs and emissions in the double-sourcing block depend on which pe-
riod between t and s, say v, is the double-sourcing period. This implies that t and v are
the two production periods in this block. The costs and emissions also depend on how
much of the demand in periods v until s is produced in period t and how much in v.
Note that the demand for t, . . . , v − 1, the earlier periods in this block, always has to
be produced in period t. The costs to satisfy all demand in double-sourcing block (t, s)
are between, say, ats and bts. These costs ats and bts can be computed by considering
all double-sourcing periods v and calculating the costs corresponding to the situation
where there is a set-up (if applicable) in both periods t and v, but all demand in peri-
ods v until s is produced in either period t or period v. Now, we iterate over a ‘suitable
subset’ of all values between ats and bts. These are the ‘double-sourcing block budgets’,
$. For each $, we can compute the corresponding best v and (minimum) emissions in
the double-sourcing block. For all other blocks, the single-sourcing property holds, so
we can use a recursion like in the previous section.

The precise recursion is defined as follows:

g(t,AC) = min
{

min
s≥t : AC≥c(t,s)

{e(t, s) + g(s + 1, round(AC− c(t, s)))} ,

min
s≥t , $∈Bts : AC≥$

{e(t, s, $) + f (s + 1, round(AC− $))}
}

(3.27)
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g(T + 1,AC) = 0 (3.28)

e(t, s, $) = min
v=t+1,...,s

{e(t, v, s, $)} (3.29)

e(t, v, s, $) = p̂t (Dt,v−1 + αtvs$Dv,s) + p̂v ((1− αtvs$)Dv,s)

+
v−1

∑
τ=t

ĥτ (Dτ,v−1 + αtvs$Dv,s) +
s

∑
τ=v

ĥτ (Dτ,s) (3.30)

f (t,AC), c(t, s), e(t, s) and round(•) are exactly the same as in equations (3.23), (3.18),
(3.19) and (3.25), respectively.

The interpretation of recursion (3.27) is: g(t,AC) gives the minimum emissions in
periods t until T, given that there is a budget AC and that there may be double-sourcing
(once) in periods t until T. To find the value of g(t,AC), we need to determine whether
the current block should have double-sourcing or not. The first line of (3.27) corre-
sponds to the situation in which there is no double-sourcing in the current block [t, s].
In that case, there may be double-sourcing in a later block and we should minimise
over all possible values of the next production period, in a recursion that is similar
to the f (t,AC) recursion (see Section 3.5.3). If there is double-sourcing in the current
block, as in the second line of (3.27), then we need to minimise over s and $, where s
is the end of the current block and $ is the amount of money that is spent in double-
sourcing block (t, s). Since there cannot be another block with double-sourcing, the
recursion uses the value f (s + 1,AC) (see Section 3.5.3) as the minimum emissions of
periods s + 1, . . . , T.

The minimum emissions given a budget AC are given by g(1,AC). Try budget AC =
Δ1, Δ2, Δ3, . . . until g(1,AC) ≤ Ĉ, i.e. the minimum emissions are less than or equal to
the emission cap, where Δ is defined as in equation (3.22).

The suitable subset of double-sourcing block budgets Bts is defined as

Bts =
{

$ : $ = (1 + ε)k, k ∈ N, ats ≤ (1 + ε)k ≤ bts

}
, (3.31)

where ats = min
v=t,...,s

{c(t, v− 1) + c(v, s)} (3.32)

and bts = max
v=t,...,s

{c(t, v− 1) + c(v, s)} (3.33)

That is, the double-sourcing block budget $ is equal to (1 + ε)k for some integer k and
has to lie between the minimum and maximum costs in the double-sourcing block. See
Figure 3.4.
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Figure 3.4: Budgets (1 + ε)1, (1 + ε)2, . . . for $

In equation (3.29), e(t, s, $) gives the minimum emissions in double-sourcing block
(t, s), given a budget $. It is computed by minimising over the all possible double-
sourcing periods v.

In equation (3.30), e(t, v, s, $) gives the emissions in double-sourcing block (t, v, s)
(so given the double-sourcing period v), if a budget of $ is spent. If the production and
holding emissions are fixed-plus-linear, then this equation reduces to

e(t, v, s, $) = αtvs$ âtvs + (1− αtvs$)b̂tvs , (3.34)

where âtvs and b̂tvs are the emissions to satisfy demand in the double-sourcing block,
when there is a set-up (if applicable) in both period t and v, but all demand in periods v
through s is produced in period t, respectively v. αtvs$ gives the fraction of demand in
periods v through s that is produced in period t, if the budget in double-sourcing block
(t, v, s) is $; the remaining (1− αtvs$) is then produced in period v. If the production
and holding emissions are fixed-plus-linear, then this is simply

αtvs$ =
$− btvs

atvs − btvs
,

where atvs and btvs are the costs to satisfy demand in the double-sourcing block, when
there is a set-up (if applicable) in both periods t and v, but all demand in periods v
through s is produced in period t, respectively v. In general, αtvs$ is the solution of

pt (Dt,v−1 + αtvs$Dv,s) + pv ((1− αtvs$)Dv,s) +
v−1

∑
τ=t

hτ (Dτ,v−1 + αtvs$Dv,s)

+
s

∑
τ=v

hτ (Dτ,s) = $. (3.35)

We assume that this αtvs$ can be found in constant time. This is the case for e.g. fixed-
plus-linear costs, cost functions that are polynomials of degree at most four, and com-
pound functions of which every piece is such a function (as long as the resulting func-
tion is concave for relevant production/inventory quantities). Otherwise, if finding an
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αtvs$ takes O(A) time and this is more than O
(

max{ln(opt),1}
ε

)
, then the time complex-

ity becomes O
(

T3 max{ln2(opt),1}
ε2 + T3 max{ln(opt),1}

ε · A
)

(see ‘Running time’ in Section
3.5.3). Note that we may approximate αtvs$, for instance with a numerical method like
bisection. However, in order for the algorithm to be accurate enough, we may not
overestimate αtvs$. (Here we assume that the lhs in (3.35) is an increasing function in
αtvs$. Otherwise, define αnew

tvs$ = 1− αtvs$.)
In practice, the algorithm can be sped up, because we know that many triples

(t, v, s) do not have to form a double-sourcing block in an optimal solution. This is
because Theorem 3.3 tells us that the single-sourcing property holds for a triple (t, v, s)
such that

(
Ct,s ≤ Cv,s and Ĉt,s ≤ Ĉv,s

)
or

(
Ct,s ≥ Cv,s and Ĉt,s ≥ Ĉv,s

)
. Therefore, it is

not necessary to compute the minimum in (3.29) for the triples for which these condi-
tions holds.

Smart backtracking

The production schedule corresponding to the solution found by the algorithm can be
found through a relatively simple backtracking procedure. For each f (t,AC), we store
the optimal s, as before. For each g(t,AC), we store the optimal s, whether double-
sourcing in block [t, s] is optimal or not, and if so, which budget $ is optimal. We could
also store the optimal double-sourcing period v, but in certain cases, we can choose
an approach to make a solution with lower costs by using as much of the (remaining)
emission capacity as possible.

Suppose that the backtracking procedure has given the optimal production quan-
tities in all blocks except the double-sourcing block, (t, v, s). We know that if there is
double-sourcing in a period, then it is always best to use the whole emission capacity
Ĉ. (See Theorem 3.7.) However, because we have rounded the budget $, it is very well
possible that the FPTAS gives a solution in which the emissions are strictly smaller
than the capacity. Therefore, we first compute the total emissions in all single-sourcing
blocks. Then, we re-optimise the double-sourcing period v = t + 1, . . . , s and budget $,
such that as much as possible of the remaining emission capacity is used. (This takes
only O(T) time.)

Correctness of the approximation

As in Section 3.5.3, we verify that the obtained solution is in fact a (1 + ε) approxi-
mation of the true optimum by answering the question: how much of the budget is
‘wasted’ by repeatedly rounding off the budget?
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Rounding values of $ costs at most one ‘big’ (1 + ε)-interval. In the remainder
of the algorithm, at most T + 1 ‘small’ Δ-intervals are lost. In Section 3.5.3, we have
shown that these small intervals add up to at most one ‘big’ (1 + ε)-interval. Hence,
the maximum total error is ε · opt + ε(1 + ε)opt = (2ε + ε2)opt ≤ 3ε · opt (for 0 ≤ ε ≤
1). We could define ε := δ

3 to get a (1 + δ) approximation. In practice, we choose
ε =

√
1 + δ− 1 ≥ δ

3 . That way, ε is the positive solution of 2ε + ε2 = δ.

Running time

As in the FPTAS for co-behaving costs, there are O
(

T max{ln(opt),1}
ε

)
values for AC. Sim-

ilarly, we can show that there areO
(

max{ln(opt),1}
ε

)
intervals for $, because the number

of double-sourcing block budgets $ is at most

⌈
1+ε log(opt)

⌉
=

⌈
ln(opt)

ln (1 + ε)

⌉
≤

⌈(
1 +

1
ε

)
ln(opt)

⌉
.

In total, there are O
(

T2 max{ln(opt),1}
ε

)
values of both g(t,AC) and f (t,AC) that need to be

computed. As in Section 3.5.3, it takes O(T) time to compute one f (t,AC). Computing
one g(t,AC) takes O

(
T + T · max{ln(opt),1}

ε

)
= O

(
T max{ln(opt),1}

ε

)
time, because there

are two minimisations in recursion (3.27); the first one over periods s; the second one
over periods s and $ ∈ Bts. Hence, the total time needed to compute all g(t,AC) and

f (t,AC) is O
(

T max{ln(opt),1}
ε + T3 max{ln2(opt),1}

ε2

)
= O

(
T3 max{ln2(opt),1}

ε2

)
.

Furthermore, there are O
(

T2 max{ln(opt),1}
ε

)
values of e(t, s, $) that need to be com-

puted. Computing one e(t, s, $) takes O(T) time, so the time needed to compute all
e(t, s, $) is O

(
T3 max{ln(opt),1}

ε

)
. Since all e(t, s, $) can be computed beforehand, it fol-

lows that the time complexity of the whole FPTAS is O
(

T3 max{ln2(opt),1}
ε2

)
.

Memory

As in the co-behaving case, this algorithm needs O
(

T2 max{ln(opt),1}
ε

)
memory to store

all values f (t,AC) and the corresponding optimal s, and all values g(t,AC) and the cor-
responding optimal s and $. Storing all values e(t, s, $) requires O

(
T3 max{ln(opt),1}

ε

)
memory. Hence, the total required memory is of the same order.
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A posteriori gap

As we have shown that the algorithm described in this section is a (1 + ε) approxi-
mation, we know that the optimality gap of the obtained solution is at most 100ε%.
Previously, we have seen that Δk+T+1

(2ε+ε2) (or even: Δk+T+1

(1+ε)ΔT+1 = Δk

1+ε ) is a lower bound for

the optimal value, if Δk+T+1 is the (final) budget AC corresponding to the algorithm’s
solution. Afterwards, we can compute the actual costs of this solution, which we will
call vFPTAS. We know that vFPTAS ≤ Δk+T+1. That means that we can compute the

optimality gap more sharply as
vFPTAS− Δk

1+ε

Δk
1+ε

.

As in Section 3.5.3, an even better a posteriori gap can be obtained if we round
down AC as much as possible during the execution of the algorithm. We round down
the budget AC according to the roundmore function (see equation (3.26)). As before, it
follows that the total number of Δ-intervals that we lose by rounding AC equals the total
number of periods (T).

What if 1 is not a trivial LB?

For the FPTAS for co-behaving costs and emissions, it was trivial that 1 was a lower
bound, because demand and cost functions were assumed integer, and production was
always integral, in accordance with Theorem 3.3. For the general FPTAS described
in this section, this is no longer trivial, as production in the double-sourcing block
may be non-integral. However, the instances with an optimal value lower than 1 all
correspond to a very specific situation, which we can easily exclude.

In these instances, costs must equal 0 in all single-sourcing blocks and one of the
sources in the double-sourcing block. Now, iterate over all possible double-sourcing
intervals (at most 1

2 T(T − 1)), such that all other costs equal 0.
Given a double-sourcing block [t, s], we solve two classic lot-sizing problems: we

minimise emissions in [1, t− 1] and in [s + 1, T] with an algorithm such as Wagelmans
et al. (1992) or Wagner and Whitin (1958), extended with the following tie-breaking
rule. See the algorithm as a decision tree. If somewhere in the tree we must choose
between branches with equal emissions, then choose the branch with lower costs.

Consider all double-sourcing blocks [t, s] such that the emissions in [1, t− 1] ∪ [s +
1, T] are below the capacity and the costs are zero, if any of such intervals exist. Iterate
over all possible second sources v in this interval (t < v ≤ s), such that one of the
sources (t or v) has costs zero. Compute the emission capacity that remains for such a
double-sourcing block (t, v, s), if any of such blocks exist. Now, we know how much
should be produced in each source such that the emissions are within capacity, if this
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is possible at all. Compute the costs in the double-sourcing blocks for which this is
possible. If there exists such a double-sourcing block with costs lower than 1, then 1 is
not a lower bound and the costs of the cheapest double-sourcing block is the optimal
value. Otherwise, 1 is a lower bound.

We can check this in O
(
T3).

3.5.5 Using the heuristic to speed up the FPTAS

In the execution of the FPTASes in Sections 3.5.3 and 3.5.4, we encounter many small
intervals. For example, we need to compute f (t,AC) for AC = Δ1, Δ2, Δ3, . . ., even though
the optimal value is closer to, say, Δ100. In retrospect, we would not have needed
intervals smaller than ε

(e−1)(T+1)opt forAC. Of course, we do not know the optimal value
beforehand. However, we can compute a lower bound (LB) first, so that we know
that we do not need intervals smaller than ε

(e−1)(T+1) LB for AC during the execution
of the FPTAS. We replace all intervals below LB by intervals of size ε

(e−1)(T+1) LB. To
see why this works, we look back at the Correctness of the approximation in Section
3.5.3. Again, suppose we find a solution when AC = Δk+T+1 (≥ LB). Also, suppose
we have a lower bound after executing the algorithm, say LBpost. In Section 3.5.3,
this lower bound is equal to Δk; now, it is LBpost = max{Δk, LB}. If LB ≥ Δk, then
it follows that we have found a (1 + ε) approximation, because opt − LB ≤ opt −
Δk ≤ Δk+T+1 − Δk ≤ Δk(ΔT+1 − 1) ≤ Δk(1 + ε − 1) ≤ LB · ε ≤ opt · ε, where the
correctness of the fourth inequality was shown in Section 3.5.3. Alternatively, suppose
that Δk > LB. In the worst case, we have lost the T + 1 intervals due to rounding. In
the proof in Section 3.5.3, we have shown that losing the T + 1 biggest intervals still
resulted in a (1 + ε) approximation. There, the smallest of the biggest intervals had size
Δk+1 − Δk = Δk(Δ− 1) = Δk · ε

(e−1)(T+1) . In the algorithm in this section, the intervals
above LB are the same as before; the intervals below LB have size ε

(e−1)(T+1) LB ≤
ε

(e−1)(T+1)Δk. Because the T + 1 biggest intervals that can be lost in this section have
the same size as or are smaller than in Section 3.5.3, we conclude that we still have a
(1 + ε) approximation.

Similarly, we may use intervals of size at least ε · LB for $ in the FPTAS for general
costs and emissions. We replace all intervals below LB by intervals of size ε · LB. See
Figure 3.5 for an example with LB = 4ε = (1 + ε)k.

In the computational tests in the next section, we will use the Lagrangian heuristic
from Section 3.5.1 to compute a lower bound, but of course any method to compute a
nonzero lower bound would do.
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Figure 3.5: Intervals for $ of size at least ε · LB

Note that, because we use a lower bound in the FPTASes, we do not need integer
demand and cost functions anymore.

Running time

To determine the running times of both FPTASes if we use the minimum interval size
as described above, we must compute the new numbers of values for AC and $.

For the total budget AC, we compute the number of values that we had in the FPTAS
before, subtract the number of values that lay below LB (as these values will not be
used anymore), and add the number of newly created, larger intervals that lie below
LB. We get:

⌈
1+ ε

(e−1)(T+1) log(opt)
⌉
−
⌊

1+ ε
(e−1)(T+1) log(LB)

⌋
+

⌈
LB
ε

(e−1)(T+1) LB

⌉

≤ 1+ ε
(e−1)(T+1) log(opt)−1+ ε

(e−1)(T+1) log(LB) +
(e− 1)(T + 1)

ε
+ 3

= 1+ ε
(e−1)(T+1) log

(
opt
LB

)
+

(e− 1)(T + 1)
ε

+ 3 ,

so there are O
(

T max{ln
(

opt
LB

)
,1}

ε + T
ε

)
= O

(
T max{ln

(
opt
LB

)
,1}

ε

)
values for AC, using the

same argument as in Section 3.5.3.
For the double-sourcing block budget $, the analysis is similar. We get:

⌈
1+ε log(opt)

⌉
−
⌊

1+ε log(LB)
⌋

+
⌈

LB
ε · LB

⌉
≤ 1+ε log(opt)−1+ε log(LB) +

1
ε

+ 3

= 1+ε log
(

opt
LB

)
+

1
ε

+ 3 ,
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so there are O
(

max{ln
(

opt
LB

)
,1}

ε + 1
ε

)
= O

(
max{ln

(
opt
LB

)
,1}

ε

)
values for $, using the same

argument as in Section 3.5.4.
This gives the following running times:

• O
(

T3 max{ln
(

opt
LB

)
,1}

ε

)
for the FPTAS for co-behaving costs and emissions plus the

running time of the algorithm that provides the lower bound. The Lagrangian
heuristic from Section 3.5.1 that we use, for instance, has a running time ofO

(
T4),

giving a total running time of O
(

T3 max{ln
(

opt
LB

)
,1}

ε + T4

)
. This can be reduced to

O
(

T3 max{ln
(

opt
LB

)
,1}

ε

)
for fixed-plus-linear costs and emissions if anO

(
(T ln T)2)

implementation of the heuristic is used, i.e. one that is based on an O(T ln T)
algorithm for the classic lot-sizing problem, such as Wagelmans et al. (1992).

• O
(

T3 max{ln2
(

opt
LB

)
,1}

ε2

)
for the FPTAS for general costs; again plus the running

time of the algorithm that provides the lower bound.

Memory

It follows that the FPTAS for co-behaving costs and emissions needsO
(

T2 max{ln
(

opt
LB

)
,1}

ε

)

memory and the general FPTAS needs O
(

T3 max{ln
(

opt
LB

)
,1}

ε

)
memory.

3.6 Computational tests

3.6.1 Test set-up

The FPTASes that we developed have some nice theoretical properties regarding their
running times and approximation qualities. However, we are also interested in their
practical performance. Moreover, we would like to know how well the Lagrangian
heuristic performs on a large number of test instances. Therefore, we have randomly
generated 1800 problem instances. These instances are solved with all of the algorithms
that were presented in this chapter. More specifically, these are:

• the Lagrangian heuristic (‘Megiddo’) from Section 3.5.1;
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• the pseudo-polynomial algorithm for co-behaving costs and emissions (PP-CB)
from section 3.5.2, if the instance satisfies the conditions for co-behaviour in The-
orem 3.3;

• the FPTAS for co-behaving costs and emissions (FPTAS-CB) from section 3.5.3,
again only if the instance is co-behaving indeed;

• the FPTAS for co-behaving costs and emissions that uses the lower bound gener-
ated by Megiddo (FPTAS-CB-LB), again only if the instance is co-behaving;

• the general FPTAS (FPTAS-gen);

• the general FPTAS that uses the Megiddo lower bound (FPTAS-gen-LB);

• for comparison purposes, we included the CPLEX 10.1 solver. We used this solver
on the ‘natural’ formulation, as defined in equations (3.6)-(3.12), as well as on the
shortest path reformulation. The shortest path reformulation, as introduced by
Eppen and Martin (1987), is known to have a better LP relaxation.

For each of the FPTASes, three values of ε were used: 0.10, 0.05 and 0.01. The FPTASes
that use Megiddo’s lower bound (FPTAS-CB-LB and FPTAS-gen-LB) were executed
even when the feasible solution found by Megiddo was within (1 + ε) from the lower
bound. This was done in order to reduce the a posteriori gap, even though it was not
strictly necessary.

The values of the problem parameters were chosen in the following way. Although
the algorithms are suitable for more general concave functions, all cost and emissions
functions were assumed to have a fixed-plus-linear structure. This is a common cost
structure in the literature. Moreover, it allowed us to also solve the instances with
CPLEX, so that we can compare our algorithms’ solutions with the optimal solution.

The time horizons that we considered were 25, 50 and 100 periods. Horizons as
long as 100 period were considered, because the number of time periods in our model
(T) may correspond to m · T′ for instances with m production modes and T′ periods.

First, we generated instances that satisfy the co-behaviour conditions in Theorem
3.3. Demand was generated from a discrete uniform distribution with minimum 0 and
maximum 200 (and thus mean 100). Both the set-up costs and emissions were drawn
from three different discrete uniform distributions: DU(500, 1500), DU(2500, 7500) and
DU(5000, 15000) (with means 1000, 5000 and 10000). pt, p̂t, ht and ĥt were all gener-
ated from DU(0, 20), but we only kept those (p, p̂, h, ĥ) that satisfy the conditions in
Theorem 3.3.
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The second group of instances was generated from the same distributions, with the
same parameters, but we only kept those (p, p̂, h, ĥ) such that exactly � 1

2 T� period pairs
(t, s) are eligible for double-sourcing. That is, for � 1

2 T� pairs the conditions in Theorem
3.3 were violated.

The third group of instances was different from the other data sets in the sense
that periods always occurred in (consecutive) pairs, where the even periods have low
production and set-up costs and high production and set-up emissions, and the odd
periods have high costs and low emissions. To be precise, pt was drawn from DU(0, 9)
for t even and from DU(11, 20) for t odd; p̂t was drawn from DU(11, 20) for t even
and from DU(0, 9) for t odd. The low set-up costs and emissions, Kt and K̂s, for t even
and s odd, were drawn from DU(500, 1500). The high set-up costs and emissions, for
t odd and s even, were both drawn from DU(2500, 7500) and DU(5000, 10000). The
holding costs and emissions between two periods within one pair were always zero.
Between two pairs, they were drawn from DU(0, 20). Demand was zero in the first
period of a pair, and in the second period generated from DU(0, 200). The numbers of
periods we considered are 26, 50 and 100. Generating the data in this way corresponds
to a problem with 1

2 T periods, but with two production modes, ‘cheap & dirty’ and
‘expensive & clean’. These instances show similarities with the instance that was used
in the NP-hardness proof (Theorem 3.1), so we expect that they are difficult to solve.

Ten instances were generated for every combination of the parameter settings that
were described above, giving 600 data sets. Every instance thus generated was com-
bined with three different values of the emission capacity. We let Ĉ = [βĈmin + (1−
β)Ĉmax], where β = 0.25, 0.5, 0.75, Ĉmin is the level of emissions when emissions are
minimised, ignoring costs, and Ĉmax is the level of emissions when costs are minimised,
ignoring emissions. In total, this gave 600 · 3 = 1800 instances.

All algorithms were implemented in a Java program that was used to solve all
instances on a Windows 7-based PC with an AMD Athlon II X2 B24 processor (2 ×
3000 MHz) and 4 GB RAM.

3.6.2 Results

A summary of the results of the computational tests can be found in Table 3.1. Tables
3.2–3.8 in Appendix 3.B.1 give more detailed results, for different values of the average
set-up costs and emissions, or emission capacity. Four characteristics are given for each
algorithm:



3.6 Computational tests 75

• the average solution time of the algorithm, where the computation time of Me-
giddo was included in the times of the FPTASes that used this lower bound;

• the average a posteriori gap, the percentage difference between the algorithm’s
solution and the lower bound that the algorithm found;

• the average true gap, the percentage difference between the algorithm’s solution
and the optimal value that was found by CPLEX (and PP-CB);

• the percentage of instances for which the algorithm’s solution value was exactly
equal to the optimal value.

Below, we will discuss the most important findings.
Tables 3.2, 3.3 and 3.4 give the results for the co-behaving instances, which satisfy

the conditions in Theorem 3.3, as summarised in the columns marked ‘co-bhv.’ in
Table 3.1. We see that the heuristic (Megiddo) finds solutions that are very close to the
optimum. For a horizon of 25 periods, it even finds the optimum itself in over 60% of
the cases, and the true gap is less than a half percent on average; its a posteriori gap is
1.5% on average. It is remarkable to see that if the horizon becomes longer (50 or 100
periods), these gaps become even smaller.

The set-up emissions (K̂) and emission capacity (Ĉ) do not appear to have a big in-
fluence on the results, for any of our algorithms. For lower set-up costs (K), Megiddo’s
gaps are smaller.

Looking at the results for the FPTASes for co-behaving costs and emissions (FPTAS-
CB) tells us that they give solutions that are well within the specified precision in a very
short amount of time. The average computation times of FPTAS-CB-LB ranges from
0.39 seconds, for 100 periods and ε = 0.01, down to only 1 millisecond for 25 periods
and ε = 0.1. FPTAS-CB-LB with ε = 0.05 or ε = 0.1 is faster than CPLEX, even on
the shortest path formulation. For 25 and 50 periods, this also holds when ε is 0.01. Of
course, this comes at the expense of ε-optimal solutions instead of the optimal solutions
that were generated by CPLEX. Nonetheless, even when ε = 0.1, the optimum is found
in over two-thirds of the instances, and the average true gaps are below 0.025%. For
ε = 0.01, these are even below 0.0005%.

Comparing the FPTAS-CBs with the general FPTASes, we see that the general FP-
TASes have a higher computation time, as could be expected. However, the increase
appears to be less than of order T ln(opt)

ε , which is what would be expected from the
difference in time complexities (see Sections 3.5.3 and 3.5.4). This is because our im-
plementation of the FPTAS-gen checks whether double-sourcing ‘makes sense’, and,
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T 25 25 26 50 100
data set co-bhv. gen. 2 modes co-bhv. gen. 2 modes co-bhv. gen. 2 modes

Megiddo avg. sol. time (s) <0.001 <0.001 0.002 0.001 0.001 0.004 0.002 0.003 0.016
avg. post. gap (%) 1.5 2.8 12 0.85 1.3 6.2 0.41 0.61 2.8
avg. true gap (%) 0.47 1.2 6.1 0.41 0.74 3.8 0.26 0.41 2.1
solved to opt. (%) 63 43 42 44 31 22 32 21 30

PP-CB avg. sol. time (s) 0.24 1.8 22
FPTAS-CB-LB(0.1) avg. sol. time (s) 0.001 0.007 0.036

avg. post. gap (%) 0.81 0.44 0.17
avg. true gap (%) 0.021 0.024 0.015
solved to opt. (%) 89 79 69

FPTAS-CB-LB(0.05) avg. sol. time (s) 0.001 0.009 0.068
avg. post. gap (%) 0.55 0.34 0.16
avg. true gap (%) 0.0022 0.0067 0.0060
solved to opt. (%) 96 90 83

FPTAS-CB-LB(0.01) avg. sol. time (s) 0.006 0.048 0.39
avg. post. gap (%) 0.15 0.12 0.075
avg. true gap (%) 0.00044 0.00016 0.00014
solved to opt. (%) 98 98 98

FPTAS-CB(0.1) avg. sol. time (s) 0.008 0.052 0.35
avg. post. gap (%) 3.4 3.4 3.5
avg. true gap (%) 0.010 0.020 0.017
solved to opt. (%) 91 80 68

FPTAS-CB(0.05) avg. sol. time (s) 0.018 0.11 0.77
avg. post. gap (%) 1.7 1.7 1.7
avg. true gap (%) 0.0021 0.0054 0.0042
solved to opt. (%) 95 89 84

FPTAS-CB(0.01) avg. sol. time (s) 0.093 0.67 5.2
avg. post. gap (%) 0.33 0.34 0.34
avg. true gap (%) 0.000088 0.00015 0.00015
solved to opt. (%) 99 98 98

FPTAS-gen-LB(0.1) avg. sol. time (s) 0.003 0.005 0.017 0.013 0.029 0.11 0.083 0.20 0.71
avg. post gap (%) 1.0 1.6 3.7 0.45 0.62 2.3 0.16 0.21 0.69
avg. true gap (%) 0.0053 0.063 0.022 0.0066 0.024 0.031 0.0048 0.017 0.0080
solved to opt. (%) 91 72 88 89 75 83 83 63 82

FPTAS-gen-LB(0.05)avg. sol. time (s) 0.004 0.009 0.041 0.025 0.063 0.29 0.16 0.48 2.0
avg. post gap (%) 0.92 1.4 2.3 0.44 0.61 1.9 0.16 0.21 0.69
avg. true gap (%) 0.00082 0.041 0.028 0.0011 0.022 0.039 0.0014 0.014 0.0080
solved to opt. (%) 97 78 97 94 76 90 91 67 88

FPTAS-gen-LB(0.01)avg. sol. time (s) 0.016 0.082 0.57 0.13 0.69 5.5 1.1 5.7 36
avg. post gap (%) 0.41 0.46 0.54 0.32 0.38 0.54 0.15 0.20 0.46
avg. true gap (%) 0.000014 0.011 0.00066 0.000080 0.010 0.011 0.0000090 0.0076 0.0033
solved to opt. (%) 100 87 97 99 82 90 99 71 88

FPTAS-gen(0.1) avg. sol. time (s) 0.022 0.054 0.14 0.13 0.42 1.2 0.94 3.6 11
avg. post gap (%) 6.6 6.6 6.3 6.6 6.6 6.3 6.6 6.6 6.4
avg. true gap (%) 0.0042 0.017 0.014 0.0048 0.012 0.015 0.0046 0.0093 0.010
solved to opt. (%) 94 81 90 89 78 85 83 65 80

FPTAS-gen(0.05) avg. sol. time (s) 0.046 0.14 0.42 0.29 1.2 4.2 2.1 10 36
avg. post gap (%) 3.3 3.3 3.2 3.3 3.3 3.2 3.3 3.3 3.2
avg. true gap (%) 0.00048 0.0081 0.019 0.00084 0.0072 0.015 0.0017 0.0040 0.0038
solved to opt. (%) 98 84 88 95 84 85 90 73 87

FPTAS-gen(0.01) avg. sol. time (s) 0.27 2.1 8.7 1.9 20 90 14 165 691
avg. post gap (%) 0.67 0.66 0.65 0.67 0.66 0.64 0.67 0.67 0.64
avg. true gap (%) 0.000027 0.0014 0.00073 0.000064 0.00052 0.00099 0.000049 0.00089 0.00095
solved to opt. (%) 99 95 95 99 94 95 98 83 92

CPLEX 10.1 Nat. avg. sol. time (s) 0.045 0.041 0.035 0.44 0.38 0.12 – – –
CPLEX 10.1 SP avg. sol. time (s) 0.030 0.031 0.053 0.069 0.076 0.14 0.23 0.27 0.55

Table 3.1: Summary of all results
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because these data sets satisfy the conditions in Theorem 3.3, this is never the case.
The solutions of FPTAS-gen are even better than those of FPTAS-CB, because a smaller
epsilon (ε =

√
1 + δ− 1) is used, which is unnecessary, because for co-behaving data,

the solution never has double-sourcing.
The FPTASes that use the lower bound have a much lower computation time than

the ones that do not, so using the lower bound really makes a difference. The reduc-
tion in computation time varies from about seven times faster than the (already fast)
FPTAS-gen(0.1) for T = 25 (and FPTAS-CB(0.1) for T = 50), up to almost thirty times
faster than FPTAS-gen(0.01) for T = 50 (0.69 vs. 20 seconds). The solutions of the
FPTASes without lower bound have even smaller true gaps than those found by the
FPTASes with lower bounds, since not using the lower bound results in using smaller
intervals than necessary. The a posteriori gaps found by the FPTASes without lower
bounds are larger than those found by the FPTASes with lower bounds, because the
latter can compute the gap with respect to two lower bounds, Δk−T−1 (see Section
3.5.3) and the heuristic’s lower bound. Of course, the higher of the two is used. The a
posteriori gaps of FPTAS-CB (without lower bound) are about two thirds less than is
required by ε, and those of FPTAS-gen are about one third less (e.g. an a posteriori gap
of 0.67% when ε = 0.01). Tables 3.1–3.8 all give the results that were obtained with the
‘roundmore’ function (see pages 63 and 69). We can compare these with the a poste-
riori gaps that were obtained by the algorithms that do not use this improved lower
bound, as can be found in Tables 3.9–3.15 in Appendix 3.B.2. We see that in that case
the a posteriori gaps of FPTAS-CB (without lower bound) are half of what is required
by ε, and those of FPTAS-gen are only one quarter less than required by ε (e.g. an a
posteriori gap of 0.75% when ε = 0.01).

The pseudo-polynomial algorithm (PP-CB) is still reasonably fast, but not as fast as
the FPTAS-CBs. Moreover, its computation times increase as the set-up costs increase,
since this means that the optimal value increases as well, and its time complexity is
dependent on this optimal value (see Section 3.5.2).

CPLEX applied to the natural formulation is very sensitive to the size of the set-up
costs. Only for the smallest set-up costs, it is sometimes slightly faster than the shortest
path formulation. Moreover, for 100 periods, we were very often not able to solve the
instances at all, because of memory issues. The results for CPLEX-nat are therefore not
included for T = 100.

The results for the instances with
⌈

1
2 T

⌉
pairs that violate the co-behaviour property

are shown in Tables 3.5, 3.6 and 3.7, and are summarised in the columns marked ‘gen.’
in Table 3.1. In general, we see the same patterns as for the co-behaving instances.
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Megiddo still gives good solutions in the same amount of time, although the solu-
tions are not as good as in the co-behaving case. This is because the heuristic can only
find solutions that satisfy the single-sourcing property, whereas these non-co-behaving
instances can have an optimal solution with a double-sourcing block (see Theorem 3.6).
Still, the average true gap is 1.2% for 25 periods, down to less than a half percent for
100 periods.

The results for the FPTASes are similar to what we have seen before, but the com-
putation times have increased compared to the co-behaving case, because now, we also
need to iterate over the double-sourcing block budgets $ (see Section 3.5.4) in the � 1

2 T�
period-pairs in which double-sourcing might be optimal. However, the solution times
of FPTAS-gen-LB(0.1) are still shorter than CPLEX-SP. Moreover, the true gaps are still
very close to zero for all FPTASes.

Table 3.8 gives the results for the instances that can be interpreted as having two
production modes (cheap & dirty and expensive & clean), as summarised in the col-
umns marked ‘2 modes’ in Table 3.1. Roughly the same patterns as before are shown.
However, the gaps of the heuristic, and the computation times of the FPTASes are
again larger. Of course, this comes as no surprise, because we specially designed these
problem instances to be the hardest to solve for our algorithms. The highest average
solution time is obtained by FPTAS-gen with ε = 0.01: seven and a half minutes for
T = 100. On the other hand, if the heuristic’s lower bound is used in the FPTAS, the
average computation times are below 36 seconds, even for ε = 0.01 and T = 100.
If we take a higher epsilon (ε = 0.1), then the average solution time goes down to
0.71 seconds, while still obtaining solutions with an average true gap below 0.01%.
Unfortunately, this is slightly slower than CPLEX-SP. However, for T = 25 or T = 50,
FPTAS-gen-LB(0.01) is faster than CPLEX-SP. Moreover, where CPLEX requires the cost
and emission functions to fit in a linear model, our algorithms are able to handle more
general concave cost and emission functions.

3.7 Conclusions & further research

In this chapter, we have considered a lot-sizing problem with a global emission con-
straint. Here, the emissions take the form of a second type of ‘costs’ on production,
set-up and inventory decisions. Of course, these second costs can be any type of
costs other than those in the objective function. We have shown that this problem
is NP-hard (in the weak sense) even if only production emits pollutants (linearly).
From the NP-hardness proof, we learned that our model also entails lot-sizing with
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emissions and multiple production modes. We have presented a Lagrangian heuristic
(Megiddo), FPTASes and a pseudo-polynomial algorithm to solve the problem, and
subjected these algorithms to a large number of computational tests. This has shown
that Megiddo gives near-optimal solutions, and we recommend using its lower bound
as input for the FPTASes. Moreover, we have seen that instances are easier to solve
if the costs and emissions satisfy a co-behaviour property (see Theorem 3.3). This is
also reflected by the time complexity of the FPTASes; for the co-behaving case, this is

O
(

T3 max{ln(opt/LB),1}
ε

)
, whereas in the general case, it is O

(
T3 max{ln2(opt/LB),1}

ε2

)
. We

have seen that, in practice, the FPTASes have a much smaller gap than the a priori
imposed performance. The FPTASes that use Megiddo’s lower bound (FPTAS-CB-LB
and FPTAS-gen-LB) are very fast, even compared to CPLEX. In case the costs and emis-
sions are co-behaving, they are even faster. We have seen that the instances that are the
hardest to solve, are constructed in such a way that the degree of non-co-behaviour is
very high. Instances with two production modes are the hardest in this regard. How-
ever, recall that our algorithms are able to solve instances with more general concave
cost and emission functions.

Because we have carried out a large number of computational tests, special atten-
tion was paid to an efficient implementation of the FPTASes. We developed an im-
proved rounding technique to reduce the a posteriori gap, and combined an FPTAS in
the style of Woeginger (2000) with a lower bound, which turned out to lead to very
good results. We expect that these techniques can be applied to more FPTASes of this
type.

We think that it may be worthwhile to develop a Lagrangian heuristic for fixed-
plus-linear costs and emissions, following Megiddo’s approach, based on anO(T ln T)
algorithm for the classic lot-sizing problem, such as Wagelmans et al. (1992). Futher-
more, we expect that the technique to construct a pseudo-polynomial algorithm and an
FPTAS can be applied to more problems where one capacity constraint (on a ‘second
objective function’) is added to a problem for which a polynomial time dynamic pro-
gram exists. In our opinion, another interesting line of future research into lot-sizing
with emission constraints involves extending the lot-sizing model to a production-
distribution system with emissions.
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3.A Proof of Theorem 3.6

Theorem 3.6. There exists an optimal solution to ELSEC, such that the single-sourcing prop-
erty holds in all but (at most) one period.

Proof. Suppose there exists an optimal solution with (at least) two double-sourcing
periods, that is, two periods with two arcs with positive inflow. We will show that
there must exist a solution with single-sourcing in all but at most one period, at equal or
lower costs. If three or more double-sourcing periods exist in this (supposedly) optimal
solution, then the proof below can be applied repeatedly, each time eliminating one of
the double-sourcing periods, until at most one double-sourcing period remains.

The structure of the proof is as follows. We distinguish between two cases. In the
first (easy) case, the conditions of Theorem 3.3 are satisfied. In the second case, these
conditions are violated, and we distinguish between two subcases. In the first sub-
case, we assume that the two double-sourcing periods are in separate blocks. There-
fore, the two sources of one double-sourcing period are also in another block than the
two sources of the other double-sourcing period (and we know that the two double-
sourcing periods have four sources in total). In the second subcase, both double-
sourcing periods are in one and the same block. In this case, a source of one double-
sourcing period may coincide with a source of the other double-sourcing period. How-
ever, since one of the sources of a double-sourcing period is always in that period itself,
there are at least three sources in that block. In the detailed proof that follows, further
subsubcases are distinguished.

First, suppose that period v’s demand is procured from periods t and s (i.e. v is a
double-sourcing period), and C′t,v(0) ≥ C′s,v(0) and Ĉ′t,v(0) ≥ Ĉ′s,v(0). (Note that this
also covers the case C′t,v(0) ≤ C′s,v(0) and Ĉ′t,v(0) ≤ Ĉ′s,v(0), because we can switch
the indices t and s.) It was shown in the proof of Theorem 3.3 that there must exist a
solution with at most one period with double-sourcing and lower or equal costs and
emissions.

In what follows, we may assume that the conditions of Theorem 3.3 are violated.

In the first subcase, suppose that both periods with double-sourcing, say v1 and v2,
are in separate blocks. Therefore, the two sources of one double-sourcing period are
also in another block than the two sources of the other double-sourcing period (and we
know that the two double-sourcing periods have four sources in total). The case with
three or more sources in one block is treated later.
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Suppose that period v1’s demand is procured from periods t1 and s1 and that period
v2’s demand is procured from periods t2 and s2. Let vi := max{si, ti}, for i = 1, 2.

We may assume that C′t1,v1
(0) ≥ C′s1,v1

(0), Ĉ′t1,v1
(0) < Ĉ′s1,v1

(0), C′t2,v2
(0) ≥ C′s2,v2

(0)
and Ĉ′t2,v2

(0) < Ĉ′s2,v2
(0), w.l.o.g., because we may swap t1 and s1, or t2 and s2.

Now, define the following notation:

C′i,j(0)− C′k,j(0)

Ĉ′k,j(0)− Ĉ′i,j(0)
,

which denotes the financial savings per additional unit of emissions, if we produce
(some of) period j’s demand in period k instead of period i, near qi,j = 0 and qj,j = 0
(given that j = i or j = k). Suppose

C′t1,v1
(0)− C′s1,v1

(0)

Ĉ′s1,v1
(0)− Ĉ′t1,v1

(0)
≥

C′t2,v2
(0)− C′s2,v2

(0)

Ĉ′s2,v2
(0)− Ĉ′t2,v2

(0)
,

again w.l.o.g., because we can swap the indices 1 and 2.
We show that it is cheaper and cleaner to move items from period t1 to s1 and from

s2 to t2 until nothing is produced in period t1 or s2. We decide to move a quantity
q1 > 0 from period t1 to s1 and to move a quantity q2 > 0 from period s2 to t2. Let

q2 :=
Ĉ′s1,v1

−Ĉ′t1,v1
Ĉ′s2,v2−Ĉ′t2,v2

q1. Moreover, we can choose q1 such that q1 = xt1,v1 or q2 = xs2,v2 . In

other words: such that one of the two blocks has only one source.
First, we show that the costs of the thus constructed solution are lower or equal.

Ct1,v1(0)− Ct1,v1(−q1) + Cs2,v2(0)− Cs2,v2(−q2)

≥ C′t1,v1
(0)q1 + C′s2,v2

(0)q2

=

(
C′t1,v1

+ C′s2,v2

Ĉ′s1,v1
− Ĉ′t1,v1

Ĉ′s2,v2
− Ĉ′t2,v2

)
q1

≥
(

C′s1,v1
+ C′t2,v2

Ĉ′s1,v1
− Ĉ′t1,v1

Ĉ′s2,v2
− Ĉ′t2,v2

)
q1

= C′s1,v1
(0)q1 + C′t2,v2

(0)q2

≥ Cs1,v1(q1)− Cs1,v1(0) + Ct2,v2(q2)− Ct2,v2(0)
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That is, the savings are larger than the extra expenses. The first and last inequality
follow from concavity. The middle inequality is true, because q1 > 0 and we know that

C′t1,v1
− C′s1,v1

Ĉ′s1,v1
− Ĉ′t1,v1

≥
C′t2,v2

− C′s2,v2

Ĉ′s2,v2
− Ĉ′t2,v2

⇒ C′t1,v1
− C′s1,v1

≥
(
C′t2,v2

− C′s2,v2

) Ĉ′s1,v1
− Ĉ′t1,v1

Ĉ′s2,v2
− Ĉ′t2,v2

⇒ C′t1,v1
+ C′s2,v2

Ĉ′s1,v1
− Ĉ′t1,v1

Ĉ′s2,v2
− Ĉ′t2,v2

≥ C′s1,v1
+ C′t2,v2

Ĉ′s1,v1
− Ĉ′t1,v1

Ĉ′s2,v2
− Ĉ′t2,v2

In a similar way, we show that the emissions are lower or equal.

Ĉt1,v1(0)− Ĉt1,v1(−q1) + Ĉs2,v2(0)− Ĉs2,v2(−q2)

≥ Ĉ′t1,v1
(0)q1 + Ĉ′s2,v2

(0)q2

=

(
Ĉ′t1,v1

+ Ĉ′s2,v2

Ĉ′s1,v1
− Ĉ′t1,v1

Ĉ′s2,v2
− Ĉ′t2,v2

)
q1

=

(
Ĉ′s1,v1

+ Ĉ′t2,v2

Ĉ′s1,v1
− Ĉ′t1,v1

Ĉ′s2,v2
− Ĉ′t2,v2

)
q1

= Ĉ′s1,v1
(0)q1 + Ĉ′t2,v2

(0)q2

≥ Ĉs1,v1(q1)− Ĉs1,v1(0) + Ĉt2,v2(q2)− Ĉt2,v2(0)

The middle equality follows from:

Ĉ′t1,v1
− Ĉ′s1,v1

= −(Ĉ′s1,v1
− Ĉ′t1,v1

) =
(
Ĉ′t2,v2

− Ĉ′s2,v2

) Ĉ′s1,v1
− Ĉ′t1,v1

Ĉ′s2,v2
− Ĉ′t2,v2

⇒ Ĉ′t1,v1
+ Ĉ′s2,v2

Ĉ′s1,v1
− Ĉ′t1,v1

Ĉ′s2,v2
− Ĉ′t2,v2

= Ĉ′s1,v1
+ Ĉ′t2,v2

Ĉ′s1,v1
− Ĉ′t1,v1

Ĉ′s2,v2
− Ĉ′t2,v2

.

In the second subcase, both double-sourcing periods are in one and the same block.
In this case, a source of one double-sourcing period may coincide with a source of the
other double-sourcing period. However, since one of the sources of a double-sourcing
period is always in that period itself, we may suppose that we have a solution with one
block with three production periods. Let P denote the set of production periods in this
block and let u (v) be the first (last) production period in this block. We will show that
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there must exist a solution with only two production periods in this block and equal
or lower costs and emissions, following a similar reasoning.

We may assume, w.l.o.g., that

p′t(xt) +
v−1

∑
k=t

h′k(Ik) ≥ p′s(xs) +
v−1

∑
k=s

h′k(Ik) ≥ p′r(xr) +
v−1

∑
k=r

h′k(Ik) and

p̂′t(xt) +
v−1

∑
k=t

ĥ′k(Ik) < p̂′s(xs) +
v−1

∑
k=s

ĥ′k(Ik) < p̂′r(xr) +
v−1

∑
k=r

ĥ′k(Ik) ,

where t, s, r ∈ P, t 	= s 	= r 	= t. We will compare the financial savings per additional
unit of emissions, if we produce (some of) period v’s demand in period s instead of
period t, with the financial savings per additional unit of emissions, if we produce
(some of) period v’s demand in period r instead of period s (near xt, xs, xr and Ik∀k ∈
{min{t, s, r}, . . . , v}).

We distinguish between two cases:

Case 1: We assume that

p′t(xt) + ∑v−1
k=t h′k(Ik)− p′s(xs)−∑v−1

k=s h′k(Ik)
p̂′s(xs) + ∑v−1

k=s ĥ′k(Ik)− p̂′t(xt)−∑v−1
k=t ĥ′k(Ik)

≥

p′s(xs) + ∑v−1
k=s h′k(Ik)− p′r(xr)−∑v−1

k=r h′k(Ik)
p̂′r(xr) + ∑v−1

k=r ĥ′k(Ik)− p̂′s(xs)−∑v−1
k=s ĥ′k(Ik)

.

(Note that both fractions are nonnegative.) We show that it is cheaper and cleaner
to move items from period t to s and from r to s until nothing is produced in
period t or r. We decide to move a quantity q1 > 0 from period t to s and to

move a quantity q2 > 0 from period r to s. Let q2 := Ĉ′s,v−Ĉ′t,v
Ĉ′r,v−Ĉ′s,v

q1. Moreover, we can
choose q1 such that q1 = xt,v or q2 = xr,v. In other words: such that there are only
two sources in this block.

Case 2: Assume that

p′t(xt) + ∑v−1
k=t h′k(Ik)− p′s(xs)−∑v−1

k=s h′k(Ik)
p̂′s(xs) + ∑v−1

k=s ĥ′k(Ik)− p̂′t(xt)−∑v−1
k=t ĥ′k(Ik)

<

p′s(xs) + ∑v−1
k=s h′k(Ik)− p′r(xr)−∑v−1

k=r h′k(Ik)
p̂′r(xr) + ∑v−1

k=r ĥ′k(Ik)− p̂′s(xs)−∑v−1
k=s ĥ′k(Ik)

.

(Note that both fractions are nonnegative.) We show that it is cheaper and cleaner
to move items from period s to t and from s to r until nothing is produced in
period s. We decide to move a quantity −q1 > 0 from period s to t and to move
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a quantity −q2 > 0 from period s to r. Again, let q2 := Ĉ′s,v−Ĉ′t,v
Ĉ′r,v−Ĉ′s,v

q1. Moreover, we
can choose q1 such that −q1 − q2 = xs,v. In other words: such that there are only
two sources in this block.

Note that in both cases, we move a quantity q1 from period t to s and a quantity q2

from period r to s, but q1 and q2 may both be negative depending on the case we are
in. Regardless of which case we are in, define I∗k := Ik − q1δkt − q2δkr + (q1 + q2)δks ,

where δij =

{
1 if i ≥ j
0 otherwise

.

Before we show that the costs and emissions of the thus constructed solution are lower
or equal, we make two claims:

Claim 3.8.

pt(xt− q1)− pt(xt)+ pr(xr− q2)− pr(xr)+ ps(xs + q1 + q2)− ps(xs)+
v−1

∑
k=u

(hk(I∗k )− hk(Ik))

≤ −
(

p′t(xt) +
v−1

∑
k=t

h′k(Ik)

)
q1−

(
p′r(xr) +

v−1

∑
k=r

h′k(Ik)

)
q2 +

(
p′s(xs) +

v−1

∑
k=s

h′k(Ik)

)
(q1 + q2)

Proof. This follows from concavity and the fact that we can rewrite ∑v−1
k=u

(
hk(I∗k )− hk(Ik)

)
.

Note that the holding emissions (ĥ) can be rewritten in the same manner.
Suppose u = t < s < r = v. This also proves the case where r < s < t, because, in

the proof, we can switch r and t, and their corresponding q1 and q2.

v−1

∑
k=u

(hk(I∗k )− hk(Ik)) =
s−1

∑
k=t

(hk(Ik − q1)− hk(Ik)) +
v−1

∑
k=s

(hk(Ik + q2)− hk(Ik))

≤ −
s−1

∑
k=t

h′k(Ik)q1 +
v−1

∑
k=s

h′k(Ik)q2 −
v−1

∑
k=s

h′k(Ik)q1 +
v−1

∑
k=s

h′k(Ik)q1

= −
v−1

∑
k=t

h′k(Ik)q1 +
v−1

∑
k=s

h′k(Ik)(q1 + q2)

The term ∑v−1
k=r h′k(Ik)q2 is absent, since r = v.

Suppose u = t < r < s = v. This also proves the case where r < t < s.

v−1

∑
k=u

(hk(I∗k )− hk(Ik)) =
r−1

∑
k=t

(hk(Ik − q1)− hk(Ik)) +
v−1

∑
k=r

(hk(Ik − q1 − q2)− hk(Ik))

≤ −
r−1

∑
k=t

h′k(Ik)q1 −
v−1

∑
k=r

h′k(Ik)(q1 + q2)
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= −
v−1

∑
k=t

h′k(Ik)q1 −
v−1

∑
k=r

h′k(Ik)q2

Suppose u = s < t < r = v. This also proves the case where s < r < t.

v−1

∑
k=u

(hk(I∗k )− hk(Ik)) =
t−1

∑
k=s

(hk(Ik + q1 + q2)− hk(Ik)) +
v−1

∑
k=t

(hk(Ik + q2)− hk(Ik))

≤
t−1

∑
k=s

h′k(Ik)(q1 + q2) +
v−1

∑
k=t

h′k(Ik)q2 +
v−1

∑
k=t

h′k(Ik)q1 −
v−1

∑
k=t

h′k(Ik)q1

=
v−1

∑
k=s

h′k(Ik)(q1 + q2)−
v−1

∑
k=t

h′k(Ik)q1

Claim 3.9. (
C′s,v − C′t,v +

(
C′s,v − C′r,v

) Ĉ′s,v − Ĉ′t,v
Ĉ′r,v − Ĉ′s,v

)
q1 ≤ 0

Proof. In Case 1: q1 > 0 and by assumption, we know that:

C′t,v − C′s,v

Ĉ′s,v − Ĉ′t,v
≥

C′s,v − C′r,v

Ĉ′r,v − Ĉ′s,v

⇒
C′s,v − C′t,v
Ĉ′s,v − Ĉ′t,v

≤
C′r,v − C′s,v

Ĉ′r,v − Ĉ′s,v

⇒ C′s,v − C′t,v ≤
(
C′r,v − C′s,v

) Ĉ′s,v − Ĉ′t,v
Ĉ′r,v − Ĉ′s,v

⇒ C′s,v − C′t,v +
(
C′s,v − C′r,v

) Ĉ′s,v − Ĉ′t,v
Ĉ′r,v − Ĉ′s,v

≤ 0

In Case 2: q1 < 0 and by assumption, we know that:

C′t,v − C′s,v

Ĉ′s,v − Ĉ′t,v
<

C′s,v − C′r,v

Ĉ′r,v − Ĉ′s,v

⇒
C′s,v − C′t,v
Ĉ′s,v − Ĉ′t,v

>
C′r,v − C′s,v

Ĉ′r,v − Ĉ′s,v

⇒ C′s,v − C′t,v >
(
C′r,v − C′s,v

) Ĉ′s,v − Ĉ′t,v
Ĉ′r,v − Ĉ′s,v

⇒ C′s,v − C′t,v +
(
C′s,v − C′r,v

) Ĉ′s,v − Ĉ′t,v
Ĉ′r,v − Ĉ′s,v

> 0
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Now, we show that the costs of the constructed solution are lower or equal:

pt(xt− q1)− pt(xt)+ pr(xr− q2)− pr(xr)+ ps(xs + q1 + q2)− ps(xs)+
v−1

∑
k=u

(hk(I∗k )− hk(Ik))

≤ −
(

p′t(xt) +
v−1

∑
k=t

h′k(Ik)

)
q1 −

(
p′r(xr) +

v−1

∑
k=r

h′k(Ik)

)
q2

+

(
p′s(xs) +

v−1

∑
k=s

h′k(Ik)

)
(q1 + q2)

= −C′t,vq1 − C′r,vq2 + C′s,v · (q1 + q2)

= −C′t,vq1 − C′r,v
Ĉ′s,v − Ĉ′t,v
Ĉ′r,v − Ĉ′s,v

q1 + C′s,v

(
q1 +

Ĉ′s,v − Ĉ′t,v
Ĉ′r,v − Ĉ′s,v

q1

)

=

(
C′s,v − C′t,v +

(
C′s,v − C′r,v

) Ĉ′s,v − Ĉ′t,v
Ĉ′r,v − Ĉ′s,v

)
q1

≤ 0 ,

where the first inequality follows from Claim 3.8 and the last inequality from Claim
3.9.

In a similar way, we show that the emissions are lower or equal.

p̂t(xt− q1)− p̂t(xt)+ p̂r(xr− q2)− p̂r(xr)+ p̂s(xs + q1 + q2)− p̂s(xs)+
v−1

∑
k=u

(
ĥk(I∗k )− ĥk(Ik)

)

≤ −
(

p̂′t(xt) +
v−1

∑
k=t

ĥ′k(Ik)

)
q1 −

(
p̂′r(xr) +

v−1

∑
k=r

ĥ′k(Ik)

)
q2

+

(
p̂′s(xs) +

v−1

∑
k=s

ĥ′k(Ik)

)
(q1 + q2)

= −Ĉ′t,vq1 − Ĉ′r,vq2 + Ĉ′s,v · (q1 + q2)

= −Ĉ′t,vq1 − Ĉ′r,v
Ĉ′s,v − Ĉ′t,v
Ĉ′r,v − Ĉ′s,v

q1 + C′s,v

(
q1 +

Ĉ′s,v − Ĉ′t,v
Ĉ′r,v − Ĉ′s,v

q1

)

=

(
Ĉ′s,v − Ĉ′t,v +

(
Ĉ′s,v − Ĉ′r,v

) Ĉ′s,v − Ĉ′t,v
Ĉ′r,v − Ĉ′s,v

)
q1

=
(
Ĉ′s,v − Ĉ′t,v − Ĉ′s,v + Ĉ′t,v

)
q1
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= 0 ,

where the first inequality follows from the analogy of Claim 3.8 for emissions instead
of costs.

We conclude that there exists an optimal solution to ELSEC, such that the single-
sourcing property holds in all but (at most) one period.

3.B Tables of results

3.B.1 Results with improved lower bound

Tables 3.2–3.8 present the results of the computational tests of the algorithms that use
the improved lower bound, as described in Sections 3.5.3 and 3.5.4.



88 The economic lot-sizing problem with an emission constraint

K 1000 5000 10000 Ĉ
K̂ 1000 5000 10000 1000 5000 10000 1000 5000 10000 25% 50% 75%

Megiddo avg. sol. time (s) <0.001 0.001 <0.001 0.001 <0.001 0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
avg. post. gap (%) 0.85 0.67 0.73 1.8 1.6 1.9 2.5 1.6 1.9 1.9 1.5 1.1
avg. true gap (%) 0.29 0.21 0.18 0.47 0.51 0.48 0.88 0.50 0.69 0.53 0.52 0.36
solved to opt. (%) 57 63 63 80 67 67 53 70 50 60 60 70

PP-CB avg. sol. time (s) 0.12 0.12 0.13 0.25 0.26 0.22 0.34 0.34 0.34 0.26 0.23 0.22
FPTAS-CB-LB(0.1) avg. sol. time (s) 0.001 0.001 <0.001 0.002 <0.001 0.002 0.001 <0.001 0.003 0.001 0.001 0.001

avg. post. gap (%) 0.58 0.51 0.57 0.87 0.88 0.89 1.1 0.91 0.98 0.97 0.83 0.63
avg. true gap (%) 0.012 0.051 0.036 0.0032 0.0045 0 0.010 0.015 0.060 0.015 0.015 0.035
solved to opt. (%) 83 70 83 93 97 100 90 93 90 92 90 84

FPTAS-CB-LB(0.05) avg. sol. time (s) 0.002 0.001 <0.001 0.002 0.001 0.002 0.002 0.001 0.003 0.001 0.002 0.001
avg. post. gap (%) 0.50 0.40 0.44 0.54 0.57 0.56 0.71 0.59 0.59 0.63 0.58 0.43
avg. true gap (%) 0.0033 0.011 0.0013 0.0032 0 0 0.00048 0 0 0.0017 0.00059 0.0041
solved to opt. (%) 90 90 93 93 100 100 97 100 100 97 97 94

FPTAS-CB-LB(0.01) avg. sol. time (s) 0.005 0.004 0.007 0.008 0.005 0.004 0.008 0.007 0.005 0.007 0.005 0.005
avg. post. gap (%) 0.17 0.13 0.18 0.13 0.14 0.15 0.16 0.14 0.14 0.16 0.15 0.14
avg. true gap (%) 0.0013 0 0.0013 0 0.00073 0 0.00048 0.00012 0 0.00022 0.00038 0.00072
solved to opt. (%) 97 100 93 100 97 100 97 97 100 99 98 97

FPTAS-CB(0.1) avg. sol. time (s) 0.006 0.008 0.007 0.009 0.009 0.008 0.008 0.008 0.010 0.009 0.008 0.008
avg. post. gap (%) 3.8 3.8 3.8 3.1 3.3 3.2 3.2 3.1 3.1 3.4 3.4 3.4
avg. true gap (%) 0.0061 0.029 0.020 0.00012 0.0019 0 0.0048 0.0050 0.026 0.0072 0.0061 0.018
solved to opt. (%) 87 80 83 97 90 100 93 93 93 93 92 87

FPTAS-CB(0.05) avg. sol. time (s) 0.017 0.016 0.016 0.020 0.018 0.017 0.018 0.018 0.019 0.019 0.018 0.016
avg. post. gap (%) 1.9 1.8 1.8 1.5 1.7 1.6 1.6 1.6 1.5 1.7 1.7 1.7
avg. true gap (%) 0.0068 0.0082 0.0013 0.00012 0.00073 0 0.0020 0.00012 0 0.0029 0.0025 0.0010
solved to opt. (%) 87 87 93 97 97 100 97 97 100 96 94 94

FPTAS-CB(0.01) avg. sol. time (s) 0.086 0.084 0.085 0.099 0.095 0.097 0.099 0.094 0.099 0.097 0.093 0.090
avg. post. gap (%) 0.38 0.36 0.38 0.31 0.33 0.32 0.32 0.31 0.31 0.33 0.33 0.34
avg. true gap (%) 0 0 0.00067 0.00012 0 0 0 0 0 0.00022 0 0.000041
solved to opt. (%) 100 100 97 97 100 100 100 100 100 99 100 99

FPTAS-gen-LB(0.1) avg. sol. time (s) 0.003 0.002 0.002 0.003 0.003 0.003 0.002 0.003 0.004 0.002 0.003 0.002
avg. post gap (%) 0.58 0.49 0.55 1.4 1.0 1.4 1.5 1.1 1.2 1.3 0.98 0.73
avg. true gap (%) 0.0061 0.013 0.0095 0.0032 0.0056 0 0.0055 0.0050 0 0.0042 0.0039 0.0079
solved to opt. (%) 87 80 87 93 90 100 93 93 100 93 94 87

FPTAS-gen-LB(0.05) avg. sol. time (s) 0.002 0.002 0.004 0.003 0.003 0.005 0.007 0.003 0.004 0.004 0.003 0.004
avg. post gap (%) 0.58 0.47 0.55 1.2 0.99 1.1 1.2 1.0 1.1 1.1 0.94 0.67
avg. true gap (%) 0.0032 0 0.0038 0.00012 0.00028 0 0 0 0 0.00063 0.00023 0.0016
solved to opt. (%) 90 100 90 97 97 100 100 100 100 98 99 94

FPTAS-gen-LB(0.01) avg. sol. time (s) 0.014 0.012 0.011 0.019 0.014 0.016 0.018 0.020 0.019 0.017 0.015 0.015
avg. post gap (%) 0.39 0.31 0.34 0.42 0.44 0.42 0.50 0.42 0.45 0.47 0.43 0.33
avg. true gap (%) 0 0 0 0.00012 0 0 0 0 0 0 0 0.000041
solved to opt. (%) 100 100 100 97 100 100 100 100 100 100 100 99

FPTAS-gen(0.1) avg. sol. time (s) 0.021 0.020 0.021 0.022 0.024 0.022 0.023 0.022 0.021 0.022 0.022 0.021
avg. post gap (%) 6.8 6.8 6.8 6.5 6.6 6.5 6.5 6.5 6.4 6.6 6.6 6.6
avg. true gap (%) 0.0032 0.015 0.017 0.00012 0 0 0.0024 0 0 0.0021 0.0056 0.0050
solved to opt. (%) 90 87 80 97 100 100 93 100 100 97 93 92

FPTAS-gen(0.05) avg. sol. time (s) 0.046 0.043 0.043 0.050 0.046 0.047 0.047 0.045 0.049 0.049 0.045 0.045
avg. post gap (%) 3.4 3.4 3.4 3.3 3.3 3.3 3.3 3.2 3.2 3.3 3.3 3.3
avg. true gap (%) 0.0013 0.00077 0.0013 0.00012 0.00073 0 0 0 0 0.00022 0.00023 0.00098
solved to opt. (%) 97 97 93 97 97 100 100 100 100 99 99 96

FPTAS-gen(0.01) avg. sol. time (s) 0.26 0.25 0.25 0.29 0.28 0.28 0.28 0.28 0.29 0.28 0.27 0.26
avg. post gap (%) 0.69 0.68 0.69 0.65 0.66 0.66 0.66 0.65 0.65 0.67 0.67 0.66
avg. true gap (%) 0 0 0 0.00012 0 0 0 0.00012 0 0 0 0.000081
solved to opt. (%) 100 100 100 97 100 100 100 97 100 100 100 98

CPLEX 10.1 Nat. avg. sol. time (s) 0.034 0.025 0.025 0.052 0.050 0.053 0.056 0.061 0.055 0.048 0.045 0.044
CPLEX 10.1 SP avg. sol. time (s) 0.036 0.030 0.024 0.031 0.026 0.026 0.036 0.031 0.030 0.030 0.032 0.028

Table 3.2: 25 periods, satisfies conditions in Theorem 3.3
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K 1000 5000 10000 Ĉ
K̂ 1000 5000 10000 1000 5000 10000 1000 5000 10000 25% 50% 75%

Megiddo avg. sol. time (s) <0.001 <0.001 <0.001 0.001 <0.001 0.001 0.002 0.002 0.001 0.001 <0.001 0.001
avg. post. gap (%) 0.42 0.45 0.36 0.89 0.98 0.98 1.2 1.3 1.1 1.2 0.74 0.63
avg. true gap (%) 0.20 0.21 0.17 0.44 0.46 0.43 0.67 0.64 0.43 0.54 0.34 0.34
solved to opt. (%) 50 30 30 53 40 47 47 53 47 37 44 51

PP-CB avg. sol. time (s) 0.84 0.81 0.89 1.8 1.8 1.7 2.7 2.8 2.7 1.9 1.7 1.6
FPTAS-CB-LB(0.10) avg. sol. time (s) 0.005 0.005 0.006 0.006 0.009 0.006 0.007 0.008 0.007 0.007 0.005 0.008

avg. post. gap (%) 0.25 0.30 0.24 0.41 0.52 0.54 0.54 0.52 0.60 0.59 0.41 0.31
avg. true gap (%) 0.040 0.055 0.048 0.012 0.0023 0.012 0.0094 0 0.035 0.016 0.029 0.026
solved to opt. (%) 73 43 47 90 97 87 93 100 80 87 76 74

FPTAS-CB-LB(0.05) avg. sol. time (s) 0.007 0.008 0.006 0.010 0.007 0.009 0.011 0.012 0.011 0.010 0.009 0.008
avg. post. gap (%) 0.22 0.27 0.20 0.33 0.42 0.40 0.42 0.40 0.42 0.43 0.33 0.26
avg. true gap (%) 0.0098 0.021 0.0071 0.0067 0.0023 0.0029 0.00033 0 0.010 0.0046 0.0072 0.0083
solved to opt. (%) 87 67 80 93 97 93 97 100 93 94 88 87

FPTAS-CB-LB(0.01) avg. sol. time (s) 0.038 0.039 0.039 0.045 0.049 0.048 0.057 0.059 0.059 0.051 0.048 0.046
avg. post. gap (%) 0.13 0.13 0.13 0.11 0.12 0.11 0.11 0.11 0.1 0.13 0.12 0.10
avg. true gap (%) 0 0.00043 0.00086 0 0 0.00015 0 0 0 0.00025 0 0.00024
solved to opt. (%) 100 93 93 100 100 97 100 100 100 98 100 97

FPTAS-CB(0.10) avg. sol. time (s) 0.046 0.045 0.046 0.055 0.056 0.053 0.056 0.056 0.056 0.054 0.051 0.051
avg. post. gap (%) 3.9 3.9 3.8 3.3 3.4 3.3 3.2 3.2 3.2 3.4 3.4 3.4
avg. true gap (%) 0.038 0.031 0.036 0.0035 0.025 0.037 0 0 0.0083 0.017 0.025 0.018
solved to opt. (%) 63 63 57 97 77 70 100 100 93 82 79 79

FPTAS-CB(0.05) avg. sol. time (s) 0.092 0.093 0.093 0.11 0.11 0.11 0.12 0.12 0.12 0.11 0.11 0.10
avg. post. gap (%) 1.9 1.9 1.9 1.7 1.7 1.6 1.6 1.6 1.6 1.7 1.7 1.7
avg. true gap (%) 0.0080 0.014 0.018 0.0013 0 0.0061 0.0018 0 0 0.0033 0.0067 0.0062
solved to opt. (%) 93 67 60 97 100 90 97 100 100 92 89 87

FPTAS-CB(0.01) avg. sol. time (s) 0.58 0.57 0.57 0.69 0.71 0.71 0.73 0.74 0.75 0.71 0.67 0.64
avg. post. gap (%) 0.38 0.38 0.37 0.33 0.33 0.32 0.31 0.31 0.31 0.34 0.34 0.34
avg. true gap (%) 0 0.00084 0.00036 0 0 0.00015 0 0 0 0.000051 0.000088 0.00031
solved to opt. (%) 100 87 97 100 100 97 100 100 100 99 99 96

FPTAS-gen-LB(0.1) avg. sol. time (s) 0.011 0.013 0.010 0.014 0.013 0.012 0.013 0.017 0.015 0.015 0.013 0.011
avg. post gap (%) 0.23 0.26 0.21 0.45 0.52 0.54 0.56 0.61 0.63 0.64 0.40 0.30
avg. true gap (%) 0.013 0.016 0.013 0.0061 0 0.00015 0.0011 0 0.010 0.0034 0.0070 0.0094
solved to opt. (%) 83 70 67 93 100 97 97 100 93 94 88 84

FPTAS-gen-LB(0.05) avg. sol. time (s) 0.019 0.019 0.020 0.022 0.025 0.024 0.031 0.029 0.031 0.026 0.024 0.024
avg. post gap (%) 0.22 0.25 0.20 0.45 0.52 0.54 0.56 0.61 0.63 0.64 0.40 0.29
avg. true gap (%) 0.0027 0.0019 0.0026 0 0 0.00015 0 0 0.0030 0.00069 0.0015 0.0012
solved to opt. (%) 90 80 83 100 100 97 100 100 97 96 96 91

FPTAS-gen-LB(0.01) avg. sol. time (s) 0.10 0.10 0.11 0.12 0.13 0.13 0.15 0.16 0.15 0.14 0.13 0.12
avg. post gap (%) 0.21 0.24 0.18 0.31 0.38 0.34 0.39 0.40 0.39 0.39 0.31 0.24
avg. true gap (%) 0 0.00057 0 0 0 0.00015 0 0 0 0.000051 0.000050 0.00014
solved to opt. (%) 100 90 100 100 100 97 100 100 100 99 99 98

FPTAS-gen(0.1) avg. sol. time (s) 0.12 0.11 0.12 0.14 0.14 0.14 0.14 0.14 0.15 0.14 0.13 0.13
avg. post gap (%) 6.8 6.8 6.8 6.6 6.6 6.6 6.5 6.5 6.5 6.6 6.6 6.6
avg. true gap (%) 0.0058 0.013 0.017 0 0.0020 0.0034 0.0018 0 0 0.0037 0.0037 0.0069
solved to opt. (%) 83 70 57 100 97 93 97 100 100 91 90 84

FPTAS-gen(0.05) avg. sol. time (s) 0.25 0.25 0.26 0.30 0.30 0.30 0.31 0.32 0.31 0.30 0.29 0.28
avg. post gap (%) 3.4 3.4 3.4 3.3 3.3 3.3 3.3 3.3 3.3 3.3 3.3 3.3
avg. true gap (%) 0.0027 0.00073 0.0039 0 0 0.00015 0 0 0 0.00099 0.00035 0.0012
solved to opt. (%) 90 87 80 100 100 97 100 100 100 96 98 91

FPTAS-gen(0.01) avg. sol. time (s) 1.7 1.6 1.7 1.9 2.0 2.0 2.0 2.1 2.1 2.0 1.9 1.8
avg. post gap (%) 0.69 0.69 0.68 0.66 0.66 0.66 0.66 0.66 0.66 0.67 0.67 0.67
avg. true gap (%) 0 0.00058 0 0 0 0 0 0 0 0 0.000050 0.00014
solved to opt. (%) 100 90 100 100 100 100 100 100 100 100 99 98

CPLEX 10.1 Nat. avg. sol. time (s) 0.066 0.075 0.064 0.38 0.32 0.26 0.86 0.97 0.97 0.63 0.48 0.22
CPLEX 10.1 SP avg. sol. time (s) 0.061 0.063 0.065 0.070 0.069 0.072 0.076 0.067 0.075 0.073 0.069 0.064

Table 3.3: 50 periods, satisfies conditions in Theorem 3.3
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K 1000 5000 10000 Ĉ
K̂ 1000 5000 10000 1000 5000 10000 1000 5000 10000 25% 50% 75%

Megiddo avg. sol. time (s) 0.001 0.001 0.002 0.003 0.003 0.002 0.003 0.004 0.005 0.003 0.003 0.002
avg. post. gap (%) 0.21 0.22 0.22 0.40 0.41 0.48 0.55 0.60 0.64 0.64 0.39 0.21
avg. true gap (%) 0.15 0.16 0.15 0.24 0.22 0.31 0.31 0.36 0.44 0.42 0.25 0.11
solved to opt. (%) 23 27 30 37 33 30 40 40 30 21 28 48

PP-CB avg. sol. time (s) 14 14 14 22 21 21 31 30 30 23 22 21
FPTAS-CB-LB(0.10) avg. sol. time (s) 0.029 0.029 0.029 0.037 0.036 0.036 0.042 0.044 0.046 0.038 0.035 0.036

avg. post. gap (%) 0.090 0.080 0.090 0.17 0.20 0.20 0.25 0.24 0.20 0.23 0.16 0.12
avg. true gap (%) 0.029 0.018 0.021 0.0083 0.016 0.021 0.016 0.0035 0.0033 0.010 0.014 0.022
solved to opt. (%) 43 60 50 73 73 67 73 93 87 77 70 60

FPTAS-CB-LB(0.05) avg. sol. time (s) 0.054 0.051 0.057 0.071 0.067 0.070 0.079 0.083 0.080 0.071 0.068 0.064
avg. post. gap (%) 0.060 0.060 0.090 0.16 0.19 0.18 0.23 0.22 0.20 0.21 0.15 0.11
avg. true gap (%) 0.0029 0.0055 0.017 0.0027 0.0057 0.0045 0.0097 0.0050 0.00079 0.0031 0.0059 0.0089
solved to opt. (%) 83 77 57 80 93 87 87 90 90 88 80 80

FPTAS-CB-LB(0.01) avg. sol. time (s) 0.29 0.28 0.29 0.39 0.38 0.40 0.48 0.49 0.48 0.41 0.38 0.37
avg. post. gap (%) 0.060 0.060 0.070 0.090 0.080 0.090 0.080 0.070 0.080 0.086 0.075 0.065
avg. true gap (%) 0 0 0.000080 0.00064 0 0.00023 0 0 0.00034 0.00023 0.00018 0.000012
solved to opt. (%) 100 100 97 93 100 97 100 100 93 98 97 99

FPTAS-CB(0.10) avg. sol. time (s) 0.29 0.29 0.29 0.36 0.36 0.37 0.40 0.41 0.41 0.37 0.35 0.34
avg. post. gap (%) 3.9 3.9 3.9 3.4 3.4 3.3 3.2 3.2 3.2 3.5 3.5 3.5
avg. true gap (%) 0.039 0.035 0.027 0.0077 0.015 0.011 0.011 0.0038 0.0053 0.019 0.014 0.018
solved to opt. (%) 37 50 47 80 73 70 77 93 83 69 66 69

FPTAS-CB(0.05) avg. sol. time (s) 0.62 0.61 0.63 0.80 0.78 0.80 0.90 0.91 0.90 0.81 0.77 0.75
avg. post. gap (%) 1.9 1.9 1.9 1.7 1.7 1.7 1.6 1.6 1.6 1.7 1.7 1.7
avg. true gap (%) 0.0083 0.010 0.0063 0.0021 0.00084 0.0043 0.0037 0.00053 0.0014 0.0044 0.0039 0.0042
solved to opt. (%) 80 67 67 83 93 83 93 97 90 84 83 83

FPTAS-CB(0.01) avg. sol. time (s) 4.3 4.1 4.3 5.5 5.3 5.5 6.1 6.2 6.1 5.5 5.2 5.1
avg. post. gap (%) 0.37 0.38 0.38 0.34 0.34 0.33 0.32 0.31 0.32 0.34 0.34 0.34
avg. true gap (%) 0 0.00081 0.00010 0 0 0.00014 0 0 0.00030 0.00015 0.000013 0.00028
solved to opt. (%) 100 97 90 100 100 97 100 100 97 97 99 98

FPTAS-gen-LB(0.1) avg. sol. time (s) 0.068 0.066 0.068 0.084 0.081 0.085 0.098 0.10 0.099 0.086 0.082 0.082
avg. post gap (%) 0.07 0.06 0.08 0.16 0.19 0.18 0.25 0.24 0.20 0.22 0.15 0.10
avg. true gap (%) 0.013 0.0054 0.0063 0.0010 0.00066 0.0016 0.0089 0.0035 0.0028 0.0030 0.0054 0.0059
solved to opt. (%) 57 77 67 93 93 90 90 93 87 87 80 82

FPTAS-gen-LB(0.05) avg. sol. time (s) 0.13 0.13 0.13 0.17 0.16 0.17 0.19 0.20 0.19 0.17 0.16 0.16
avg. post gap (%) 0.06 0.06 0.08 0.16 0.19 0.18 0.24 0.24 0.20 0.22 0.15 0.10
avg. true gap (%) 0.0021 0.0032 0.0017 0.0013 0.00058 0.0017 0.00035 0.0012 0.00034 0.00076 0.0019 0.0015
solved to opt. (%) 90 87 83 93 93 90 97 97 93 94 87 93

FPTAS-gen-LB(0.01) avg. sol. time (s) 0.88 0.84 0.86 1.2 1.1 1.2 1.4 1.4 1.4 1.2 1.1 1.1
avg. post gap (%) 0.06 0.06 0.07 0.16 0.19 0.18 0.23 0.23 0.20 0.21 0.15 0.099
avg. true gap (%) 0 0 0.000078 0 0 0 0 0 0 0 0.000013 0.000013
solved to opt. (%) 100 100 93 100 100 100 100 100 100 100 99 99

FPTAS-gen(0.1) avg. sol. time (s) 0.78 0.76 0.78 0.96 0.95 0.98 1.1 1.1 1.1 0.98 0.93 0.91
avg. post gap (%) 6.8 6.8 6.8 6.6 6.6 6.6 6.5 6.5 6.5 6.6 6.6 6.6
avg. true gap (%) 0.0058 0.0053 0.014 0.0035 0.0036 0.0064 0.0013 0.00097 0.00034 0.0038 0.0053 0.0046
solved to opt. (%) 77 83 53 83 90 77 93 97 93 86 81 82

FPTAS-gen(0.05) avg. sol. time (s) 1.8 1.7 1.8 2.2 2.2 2.2 2.5 2.5 2.5 2.3 2.1 2.1
avg. post gap (%) 3.4 3.4 3.4 3.3 3.3 3.3 3.3 3.3 3.3 3.3 3.3 3.3
avg. true gap (%) 0.0027 0.0043 0.0043 0.0016 0.00029 0.0011 0.0011 0 0.00030 0.0016 0.0019 0.0017
solved to opt. (%) 87 77 77 87 97 93 93 100 97 89 88 92

FPTAS-gen(0.01) avg. sol. time (s) 11 11 11 14 14 14 15 16 15 14 14 13
avg. post gap (%) 0.69 0.69 0.69 0.67 0.67 0.66 0.66 0.66 0.66 0.67 0.67 0.67
avg. true gap (%) 0 0 0.00018 0 0 0.00023 0 0 0.000037 0.000007 0.00013 0.000012
solved to opt. (%) 100 100 87 100 100 97 100 100 97 99 96 99

CPLEX 10.1 SP avg. sol. time (s) 0.18 0.19 0.20 0.23 0.25 0.24 0.24 0.25 0.25 0.26 0.22 0.18

Table 3.4: 100 periods, satisfies conditions in Theorem 3.3
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K 1000 5000 10000 Ĉ
K̂ 1000 5000 10000 1000 5000 10000 1000 5000 10000 25% 50% 75%

Megiddo avg. sol. time (s) <0.001 <0.001 0.001 <0.001 <0.001 0.001 0.001 0.001 0.001 <0.001 <0.001 0.001
avg. post gap (%) 2.5 2.4 2.0 2.4 3.1 3.4 3.7 2.9 2.6 3.4 2.5 2.3
avg. true gap (%) 1.5 1.4 1.2 0.95 0.98 1.7 1.2 0.74 0.75 1.5 0.84 1.2
solved to opt. (%) 23 23 23 70 63 27 63 50 47 33 44 52

FPTAS-gen-LB(0.1) avg. sol. time (s) 0.006 0.004 0.004 0.004 0.007 0.004 0.006 0.006 0.007 0.005 0.004 0.006
avg. post gap (%) 1.1 1.0 1.1 1.5 1.9 1.7 2.4 2.1 1.8 1.9 1.7 1.2
avg. true gap (%) 0.20 0.073 0.20 0.015 0.0072 0.027 0.024 0.012 0.0044 0.081 0.074 0.034
solved to opt. (%) 43 30 43 87 93 80 90 93 87 64 71 80

FPTAS-gen-LB(0.05) avg. sol. time (s) 0.009 0.007 0.009 0.006 0.007 0.012 0.012 0.009 0.010 0.011 0.009 0.007
avg. post gap (%) 0.97 1.0 1.0 1.3 1.5 1.5 1.7 1.7 1.5 1.6 1.4 1.0
avg. true gap (%) 0.10 0.066 0.17 0.00044 0.0072 0.014 0.012 0 0.0021 0.067 0.026 0.030
solved to opt. (%) 47 47 43 97 93 83 97 100 93 70 78 86

FPTAS-gen-LB(0.01) avg. sol. time (s) 0.096 0.072 0.084 0.070 0.082 0.093 0.091 0.079 0.076 0.098 0.082 0.068
avg. post gap (%) 0.38 0.51 0.42 0.43 0.49 0.48 0.47 0.53 0.41 0.50 0.49 0.39
avg. true gap (%) 0.014 0.044 0.030 0 0 0.011 0 0 0.0011 0.016 0.012 0.0046
solved to opt. (%) 73 53 67 100 100 90 100 100 97 82 86 92

FPTAS-gen(0.1) avg. sol. time (s) 0.065 0.055 0.061 0.048 0.055 0.053 0.049 0.046 0.051 0.060 0.053 0.048
avg. post gap (%) 6.7 6.8 6.8 6.5 6.6 6.5 6.5 6.5 6.5 6.6 6.6 6.6
avg. true gap (%) 0.045 0.042 0.047 0.0057 0.0017 0.0081 0 0 0.0032 0.024 0.020 0.0071
solved to opt. (%) 57 43 57 97 97 90 100 100 90 78 81 87

FPTAS-gen(0.05) avg. sol. time (s) 0.19 0.15 0.17 0.12 0.14 0.14 0.13 0.12 0.12 0.16 0.14 0.13
avg. post gap (%) 3.4 3.4 3.4 3.3 3.3 3.3 3.3 3.3 3.3 3.3 3.3 3.3
avg. true gap (%) 0.020 0.023 0.0015 0 0 0.010 0 0 0.0044 0.0064 0.013 0.0053
solved to opt. (%) 73 50 67 100 100 80 100 100 87 83 81 88

FPTAS-gen(0.01) avg. sol. time (s) 3.2 2.4 2.9 1.7 2.0 2.1 1.7 1.6 1.7 2.5 2.1 1.9
avg. post gap (%) 0.66 0.67 0.67 0.66 0.66 0.66 0.66 0.65 0.65 0.66 0.66 0.66
avg. true gap (%) 0.00081 0.048 0.0074 0 0 0 0 0 0 0.0026 0.0012 0.00059
solved to opt. (%) 93 83 77 100 100 100 100 100 100 91 96 98

CPLEX 10.1 Nat. avg. sol. time (s) 0.028 0.025 0.025 0.044 0.046 0.053 0.050 0.053 0.045 0.045 0.042 0.035
CPLEX 10.1 SP avg. sol. time (s) 0.036 0.029 0.025 0.032 0.031 0.031 0.036 0.030 0.030 0.036 0.029 0.028

Table 3.5: 25 periods with 13 pairs that violate the co-behaviour property

K 1000 5000 10000 Ĉ
K̂ 1000 5000 10000 1000 5000 10000 1000 5000 10000 25% 50% 75%

Megiddo avg. sol. time (s) <0.001 <0.001 <0.001 0.001 0.001 0.001 0.001 0.001 0.001 <0.001 0.001 0.001
avg. post gap (%) 1.2 0.93 0.91 1.4 1.4 1.7 1.4 1.3 1.7 1.6 1.5 0.90
avg. true gap (%) 0.83 0.60 0.59 0.87 0.78 1.0 0.76 0.50 0.69 0.86 0.88 0.48
solved to opt. (%) 6.7 20 20 27 33 47 53 50 27 30 21 43

FPTAS-gen-LB(0.1) avg. sol. time (s) 0.027 0.027 0.023 0.030 0.027 0.027 0.034 0.034 0.033 0.032 0.029 0.027
avg. post gap (%) 0.44 0.38 0.36 0.58 0.60 0.67 0.66 0.84 1.0 0.79 0.63 0.43
avg. true gap (%) 0.090 0.050 0.042 0.016 0.0077 0.0029 0 0.0058 0.0055 0.032 0.020 0.021
solved to opt. (%) 27 47 53 87 87 83 100 93 97 64 76 84

FPTAS-gen-LB(0.05) avg. sol. time (s) 0.058 0.058 0.055 0.060 0.061 0.064 0.072 0.069 0.074 0.070 0.063 0.058
avg. post gap (%) 0.44 0.39 0.36 0.58 0.60 0.67 0.66 0.83 0.99 0.79 0.63 0.42
avg. true gap (%) 0.085 0.046 0.037 0.012 0.0066 0.0029 0 0.078 0 0.030 0.021 0.014
solved to opt. (%) 27 37 60 87 90 83 100 97 100 66 76 86

FPTAS-gen-LB(0.01) avg. sol. time (s) 0.66 0.68 0.64 0.64 0.64 0.64 0.76 0.75 0.81 0.77 0.68 0.62
avg. post gap (%) 0.33 0.32 0.30 0.42 0.36 0.40 0.43 0.42 0.47 0.45 0.40 0.30
avg. true gap (%) 0.033 0.023 0.019 0.0067 0.0053 0.0022 0 0 0 0.018 0.0084 0.0036
solved to opt. (%) 47 53 60 93 93 93 100 100 100 70 83 93

FPTAS-gen(0.1) avg. sol. time (s) 0.44 0.45 0.43 0.42 0.40 0.43 0.40 0.41 0.40 0.46 0.41 0.39
avg. post gap (%) 6.8 6.8 6.7 6.6 6.6 6.6 6.5 6.5 6.4 6.6 6.6 6.6
avg. true gap (%) 0.045 0.026 0.0083 0.0011 0.011 0.0060 0.0019 0.0050 0 0.014 0.012 0.0086
solved to opt. (%) 37 47 70 97 80 83 97 93 100 71 79 84

FPTAS-gen(0.05) avg. sol. time (s) 1.3 1.4 1.3 1.2 1.1 1.2 1.1 1.1 1.1 1.3 1.2 1.1
avg. post gap (%) 3.4 3.4 3.4 3.3 3.3 3.3 3.2 3.3 3.2 3.3 3.3 3.3
avg. true gap (%) 0.025 0.014 0.010 0.0083 0.0054 0.0022 0 0 0 0.012 0.0058 0.0036
solved to opt. (%) 57 63 63 90 90 93 100 100 100 76 86 91

FPTAS-gen(0.01) avg. sol. time (s) 25 26 24 19 18 20 17 16 16 22 20 18
avg. post gap (%) 0.67 0.68 0.68 0.66 0.66 0.67 0.65 0.65 0.65 0.66 0.66 0.66
avg. true gap (%) 0.0011 0.0015 0.0010 0.00039 0 0.00066 0 0 0 0.00065 0.00069 0.00021
solved to opt. (%) 80 87 87 97 100 97 100 100 100 90 94 98

CPLEX 10.1 Nat. avg. sol. time (s) 0.049 0.049 0.049 0.27 0.25 0.21 0.88 1.0 0.63 0.51 0.43 0.19
CPLEX 10.1 SP avg. sol. time (s) 0.066 0.065 0.065 0.080 0.079 0.078 0.067 0.075 0.072 0.074 0.075 0.066

Table 3.6: 50 periods with 25 pairs that violate the co-behaviour property
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K 1000 5000 10000 Ĉ
K̂ 1000 5000 10000 1000 5000 10000 1000 5000 10000 25% 50% 75%

Megiddo avg. sol. time (s) 0.001 0.002 0.002 0.002 0.002 0.005 0.004 0.004 0.006 0.004 0.003 0.002
avg. post gap (%) 0.55 0.36 0.44 0.75 0.81 0.66 0.52 0.74 0.63 0.84 0.58 0.40
avg. true gap (%) 0.44 0.24 0.34 0.48 0.60 0.44 0.31 0.45 0.39 0.60 0.39 0.24
solved to opt. (%) 3.3 13 0 23 20 37 33 33 27 12 23 28

FPTAS-gen-LB(0.1) avg. sol. time (s) 0.17 0.18 0.17 0.21 0.21 0.20 0.22 0.23 0.23 0.22 0.20 0.19
avg. post gap (%) 0.14 0.15 0.16 0.28 0.23 0.22 0.21 0.28 0.24 0.26 0.20 0.18
avg. true gap (%) 0.033 0.031 0.053 0.0097 0.017 0.0023 0.00050 0.0011 0.0047 0.024 0.012 0.015
solved to opt. (%) 7 27 7 83 80 93 93 90 83 56 66 67

FPTAS-gen-LB(0.05) avg. sol. time (s) 0.40 0.42 0.40 0.49 0.50 0.48 0.53 0.55 0.57 0.53 0.47 0.45
avg. post gap (%) 0.13 0.14 0.15 0.28 0.23 0.22 0.21 0.28 0.24 0.26 0.20 0.17
avg. true gap (%) 0.022 0.026 0.048 0.0091 0.016 0.0011 0.00050 0.0011 0.000077 0.023 0.0098 0.0082
solved to opt. (%) 13 37 13 87 83 93 93 90 97 56 69 78

FPTAS-gen-LB(0.01) avg. sol. time (s) 4.8 5.4 4.9 5.6 5.8 5.6 6.0 6.4 6.5 6.3 5.6 5.2
avg. post gap (%) 0.12 0.13 0.13 0.28 0.21 0.22 0.21 0.26 0.24 0.24 0.19 0.17
avg. true gap (%) 0.013 0.019 0.026 0.0090 0.00045 0.00032 0.00050 0.00061 0.000077 0.012 0.0049 0.0062
solved to opt. (%) 20 40 20 90 90 97 93 97 97 59 76 80

FPTAS-gen(0.1) avg. sol. time (s) 3.3 3.6 3.5 3.7 3.7 3.7 3.6 3.8 3.9 4.0 3.6 3.4
avg. post gap (%) 6.8 6.8 6.8 6.6 6.6 6.5 6.5 6.5 6.5 6.6 6.6 6.6
avg. true gap (%) 0.019 0.019 0.025 0.012 0.0022 0.0011 0.0017 0.00065 0.0029 0.013 0.0076 0.0069
solved to opt. (%) 13 37 13 80 83 93 90 93 80 52 70 72

FPTAS-gen(0.05) avg. sol. time (s) 10 11 11 10 11 10 10 11 11 11 10 9.7
avg. post gap (%) 3.4 3.4 3.39 3.3 3.3 3.29 3.27 3.27 3.25 3.3 3.3 3.3
avg. true gap (%) 0.0081 0.012 0.012 0.0013 0.00065 0.00032 0.00017 0.00065 0.00075 0.0062 0.0035 0.0022
solved to opt. (%) 23 43 33 90 87 97 93 93 93 62 77 79

FPTAS-gen(0.01) avg. sol. time (s) 172 196 184 160 163 159 140 154 158 180 162 153
avg. post gap (%) 0.68 0.68 0.68 0.66 0.66 0.66 0.66 0.66 0.65 0.66 0.67 0.67
avg. true gap (%) 0.0025 0.00097 0.0026 0.00013 0.00045 0.00032 0.00015 0.00061 0.00024 0.0013 0.00084 0.00055
solved to opt. (%) 37 87 57 97 90 97 97 97 93 77 87 87

CPLEX 10.1 SP avg. sol. time (s) 0.24 0.22 0.22 0.32 0.28 0.30 0.25 0.27 0.28 0.33 0.24 0.22

Table 3.7: 100 periods with 50 pairs that violate the co-behaviour property

T 26 50 100
K̄even and ¯̂Kodd 5000 10000 5000 10000 5000 10000

Megiddo avg. sol. time (s) 0.002 0.002 0.002 0.006 0.013 0.018
avg. post. gap (%) 11 13 5.8 6.6 2.6 3.1
avg. true gap (%) 5.3 6.8 3.9 3.7 1.9 2.3
solved to opt. (%) 37 47 17 27 23 37

FPTAS-gen-LB(0.1) avg. sol. time (s) 0.018 0.016 0.10 0.12 0.68 0.73
avg. post. gap (%) 3.8 3.6 1.9 2.7 0.64 0.74
avg. true gap (%) 0.038 0.0060 0.032 0.030 0.014 0.0018
solved to opt. (%) 80 97 73 93 67 97

FPTAS-gen-LB(0.05) avg. sol. time (s) 0.047 0.035 0.28 0.31 2.0 2.1
avg. post. gap (%) 2.3 2.3 1.7 2.0 0.64 0.74
avg. true gap (%) 0.049 0.0060 0.048 0.030 0.014 0.0018
solved to opt. (%) 80 97 73 93 67 97

FPTAS-gen-LB(0.01) avg. sol. time (s) 0.71 0.44 5.2 5.8 35 37
avg. post. gap (%) 0.51 0.57 0.53 0.54 0.45 0.46
avg. true gap (%) 0.0013 0 0.021 0 0.0047 0.0018
solved to opt. (%) 93 100 80 100 80 97

FPTAS-gen(0.1) avg. sol. time (s) 0.17 0.11 1.3 1.2 12 11
avg. post. gap (%) 6.3 6.3 6.4 6.3 6.4 6.4
avg. true gap (%) 0.027 0.0014 0.028 0.0011 0.011 0.0090
solved to opt. (%) 83 97 73 97 70 90

FPTAS-gen(0.05) avg. sol. time (s) 0.52 0.32 4.3 4.0 37 34
avg. post. gap (%) 3.2 3.2 3.2 3.2 3.2 3.2
avg. true gap (%) 0.032 0.0060 0.028 0.0011 0.0077 0
solved to opt. (%) 80 97 73 97 73 100

FPTAS-gen(0.01) avg. sol. time (s) 11 5.9 94 87 726 656
avg. post. gap (%) 0.65 0.65 0.65 0.64 0.65 0.64
avg. true gap (%) 0.0015 0 0.0020 0 0.0019 0
solved to opt. (%) 90 100 90 100 83 100

CPLEX 10.1 Nat. avg. sol. time (s) 0.037 0.032 0.11 0.13
CPLEX 10.1 SP avg. sol. time (s) 0.065 0.042 0.13 0.14 0.55 0.56

Table 3.8: Two production modes
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3.B.2 Results without improved lower bound

Tables 3.9–3.15 present the results of the computational tests of the algorithms that do
not use the improved lower bound, as described in Sections 3.5.3 and 3.5.4.
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K 1000 5000 10000
K̂ 1000 5000 10000 1000 5000 10000 1000 5000 10000

FPTAS-CB-LB(0.1) avg. sol. time (s) 0.001 0.001 0.002 0.001 <0.001 <0.001 0.001 0.001 0.001
avg. post gap (%) 0.62 0.49 0.58 1.3 1.0 1.3 1.5 1.1 1.2
avg. true gap (%) 0.041 0.014 0.032 0.00012 0.0017 0 0.011 0.00012 0.0023
solved to opt. (%) 77 87 83 97 93 100 83 97 97

FPTAS-CB-LB(0.05) avg. sol. time (s) 0.002 0.002 0.001 0.002 0.002 0.003 0.001 0.002 0.003
avg. post gap (%) 0.58 0.48 0.54 1.1 0.97 1.1 1.2 1.0 1.1
avg. true gap (%) 0.0036 0.0062 0.00068 0 0.0031 0 0.0034 0.00012 0.0023
solved to opt. (%) 97 90 97 100 87 100 93 97 97

FPTAS-CB-LB(0.01) avg. sol. time (s) 0.006 0.003 0.005 0.004 0.007 0.004 0.006 0.008 0.006
avg. post gap (%) 0.30 0.24 0.29 0.38 0.38 0.37 0.44 0.38 0.41
avg. true gap (%) 0 0.00077 0 0 0.00073 0 0.00048 0.00012 0
solved to opt. (%) 100 97 100 100 97 100 97 97 100

FPTAS-CB(0.1) avg. sol. time (s) 0.007 0.008 0.008 0.009 0.007 0.009 0.009 0.011 0.008
avg. post. gap (%) 5.0 5.0 5.1 5.5 5.4 5.5 5.5 5.6 5.6
avg. true gap (%) 0.034 0.026 0.015 0.00012 0.0024 0.0049 0.0089 0.00012 0.0074
solved to opt. (%) 83 87 83 97 90 93 87 97 93

FPTAS-CB(0.05) avg. sol. time (s) 0.015 0.015 0.016 0.018 0.019 0.018 0.018 0.017 0.019
avg. post. gap (%) 2.5 2.5 2.5 2.7 2.7 2.7 2.7 2.8 2.8
avg. true gap (%) 0.0063 0.0095 0.0091 0 0.0017 0 0.0091 0.00012 0.0023
solved to opt. (%) 90 90 90 100 93 100 87 97 97

FPTAS-CB(0.01) avg. sol. time (s) 0.087 0.082 0.083 0.098 0.092 0.092 0.094 0.091 0.091
avg. post. gap (%) 0.49 0.5 0.5 0.53 0.53 0.53 0.55 0.55 0.54
avg. true gap (%) 0 0.0015 0 0.00012 0.00073 0 0.00048 0.00012 0
solved to opt. (%) 100 93 100 97 97 100 97 97 100

FPTAS-gen-LB(0.1) avg. sol. time (s) 0.002 0.002 0.002 0.002 <0.001 0.002 0.002 0.002 0.001
avg. post gap (%) 0.58 0.47 0.56 1.4 1.0 1.4 1.6 1.1 1.2
avg. true gap (%) 0.0029 0.0015 0.015 0 0.0024 0 0.0060 0.00012 0.0023
solved to opt. (%) 97 93 87 100 90 100 90 97 97

FPTAS-gen-LB(0.05) avg. sol. time (s) 0.003 0.002 0.002 0.002 0.004 0.005 0.005 0.005 0.003
avg. post gap (%) 0.58 0.47 0.54 1.3 1.0 1.2 1.3 1.1 1.2
avg. true gap (%) 0 0.00077 0.00068 0 0.0016 0 0 0.00012 0
solved to opt. (%) 100 97 97 100 93 100 100 97 100

FPTAS-gen-LB(0.01) avg. sol. time (s) 0.016 0.012 0.015 0.016 0.015 0.016 0.018 0.018 0.020
avg. post gap (%) 0.43 0.34 0.37 0.51 0.54 0.53 0.62 0.51 0.55
avg. true gap (%) 0 0 0 0 0 0 0.00048 0.00012 0
solved to opt. (%) 100 100 100 100 100 100 97 97 100

FPTAS-gen(0.1) avg. sol. time (s) 0.018 0.020 0.019 0.021 0.021 0.020 0.022 0.021 0.021
avg. post gap (%) 7.4 7.4 7.5 7.6 7.6 7.7 7.7 7.7 7.7
avg. true gap (%) 0.0062 0.0015 0.012 0.00012 0.0024 0 0.0055 0.00046 0.0023
solved to opt. (%) 90 93 87 97 90 100 90 93 97

FPTAS-gen(0.05) avg. sol. time (s) 0.043 0.039 0.042 0.044 0.041 0.043 0.047 0.048 0.045
avg. post gap (%) 3.7 3.7 3.7 3.8 3.8 3.8 3.9 3.8 3.9
avg. true gap (%) 0.0029 0.00077 0.0013 0.00012 0.0024 0 0.00048 0.00046 0
solved to opt. (%) 97 97 93 97 90 100 97 93 100

FPTAS-gen(0.01) avg. sol. time (s) 0.25 0.25 0.24 0.28 0.27 0.27 0.28 0.27 0.28
avg. post gap (%) 0.74 0.75 0.75 0.77 0.76 0.77 0.77 0.77 0.77
avg. true gap (%) 0 0 0.00067 0 0 0 0 0.00012 0
solved to opt. (%) 100 100 97 100 100 100 100 97 100

Table 3.9: 25 periods, satisfies conditions in Theorem 3.3
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K 1000 5000 10000
K̂ 1000 5000 10000 1000 5000 10000 1000 5000 10000

FPTAS-CB-LB(0.1) avg. sol. time (s) 0.002 0.002 0.004 0.007 0.005 0.005 0.008 0.007 0.004
avg. post gap (%) 0.24 0.28 0.25 0.46 0.53 0.55 0.56 0.61 0.64
avg. true gap (%) 0.023 0.034 0.054 0.016 0.0080 0.0050 0.0074 0 0.020
solved to opt. (%) 67 60 37 87 87 93 93 100 87

FPTAS-CB-LB(0.05) avg. sol. time (s) 0.009 0.009 0.007 0.008 0.008 0.009 0.010 0.011 0.011
avg. post gap (%) 0.23 0.25 0.21 0.45 0.52 0.54 0.56 0.61 0.63
avg. true gap (%) 0.0081 0.0038 0.010 0.00062 0.0048 0 0.00033 0 0.0030
solved to opt. (%) 80 87 70 97 93 100 97 100 97

FPTAS-CB-LB(0.01) avg. sol. time (s) 0.034 0.033 0.039 0.041 0.045 0.041 0.052 0.052 0.051
avg. post gap (%) 0.19 0.22 0.17 0.29 0.35 0.32 0.37 0.39 0.37
avg. true gap (%) 0.00035 0.00027 0 0 0.00061 0 0 0 0
solved to opt. (%) 93 97 100 100 97 100 100 100 100

FPTAS-CB(0.1) avg. sol. time (s) 0.044 0.044 0.045 0.051 0.051 0.053 0.053 0.056 0.056
avg. post. gap (%) 5.1 5.2 5.2 5.5 5.5 5.5 5.6 5.7 5.6
avg. true gap (%) 0.028 0.035 0.047 0.0062 0.0079 0.0078 0 0 0.0047
solved to opt. (%) 53 50 33 93 90 90 100 100 97

FPTAS-CB(0.05) avg. sol. time (s) 0.091 0.089 0.089 0.10 0.11 0.11 0.12 0.11 0.11
avg. post. gap (%) 2.5 2.5 2.5 2.7 2.7 2.7 2.8 2.8 2.8
avg. true gap (%) 0.015 0.0086 0.014 0.0013 0.0032 0.00015 0 0 0
solved to opt. (%) 70 83 73 97 93 97 100 100 100

FPTAS-CB(0.01) avg. sol. time (s) 0.56 0.57 0.56 0.68 0.69 0.69 0.72 0.72 0.73
avg. post. gap (%) 0.50 0.50 0.50 0.54 0.53 0.54 0.55 0.55 0.55
avg. true gap (%) 0.00020 0.0080 0 0 0 0 0 0 0
solved to opt. (%) 97 97 100 100 100 100 100 100 100

FPTAS-gen-LB(0.1) avg. sol. time (s) 0.010 0.009 0.009 0.014 0.010 0.011 0.015 0.013 0.012
avg. post gap (%) 0.23 0.25 0.21 0.45 0.52 0.55 0.56 0.61 0.63
avg. true gap (%) 0.0072 0.0051 0.017 0.0041 0.0026 0.0026 0 0 0.0018
solved to opt. (%) 80 83 63 97 97 97 100 100 97

FPTAS-gen-LB(0.05) avg. sol. time (s) 0.017 0.019 0.018 0.019 0.022 0.020 0.026 0.026 0.027
avg. post gap (%) 0.22 0.25 0.20 0.45 0.52 0.54 0.56 0.61 0.62
avg. true gap (%) 0.00091 0.0019 0.0057 0 0 0 0 0 0
solved to opt. (%) 90 90 80 100 100 100 100 100 100

FPTAS-gen-LB(0.01) avg. sol. time (s) 0.095 0.093 0.098 0.11 0.12 0.12 0.14 0.15 0.14
avg. post gap (%) 0.21 0.24 0.19 0.35 0.45 0.40 0.46 0.46 0.46
avg. true gap (%) 0 0 0 0 0 0 0 0 0
solved to opt. (%) 100 100 100 100 100 100 100 100 100

FPTAS-gen(0.1) avg. sol. time (s) 0.11 0.12 0.12 0.13 0.13 0.14 0.14 0.14 0.14
avg. post gap (%) 7.5 7.5 7.5 7.7 7.7 7.7 7.7 7.7 7.7
avg. true gap (%) 0.0047 0.015 0.014 0.0013 0 0.0024 0 0 0
solved to opt. (%) 83 80 63 97 100 93 100 100 100

FPTAS-gen(0.05) avg. sol. time (s) 0.25 0.25 0.25 0.28 0.29 0.30 0.31 0.30 0.30
avg. post gap (%) 3.7 3.7 3.7 3.8 3.8 3.8 3.9 3.9 3.9
avg. true gap (%) 0.00074 0.0019 0.0049 0 0 0 0 0 0
solved to opt. (%) 93 87 83 100 100 100 100 100 100

FPTAS-gen(0.01) avg. sol. time (s) 1.6 1.6 1.6 1.8 1.9 1.9 2.0 2.0 2.0
avg. post gap (%) 0.75 0.75 0.75 0.77 0.77 0.77 0.77 0.78 0.77
avg. true gap (%) 0.00026 0.00031 0 0 0 0 0 0 0
solved to opt. (%) 97 93 100 100 100 100 100 100 100

Table 3.10: 50 periods, satisfies conditions in Theorem 3.3
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K 1000 5000 10000
K̂ 1000 5000 10000 1000 5000 10000 1000 5000 10000

FPTAS-CB-LB(0.1) avg. sol. time (s) 0.025 0.028 0.025 0.031 0.031 0.033 0.038 0.038 0.036
avg. post gap (%) 0.078 0.078 0.094 0.17 0.20 0.18 0.25 0.24 0.20
avg. true gap (%) 0.017 0.019 0.020 0.012 0.013 0.0092 0.010 0.0042 0.0049
solved to opt. (%) 60 47 43 57 67 80 80 90 83

FPTAS-CB-LB(0.05) avg. sol. time (s) 0.047 0.047 0.047 0.062 0.061 0.059 0.071 0.074 0.070
avg. post gap (%) 0.064 0.069 0.081 0.16 0.19 0.18 0.24 0.24 0.20
avg. true gap (%) 0.0027 0.0098 0.0072 0.0046 0.0033 0.00023 0.0039 0 0.0025
solved to opt. (%) 87 60 57 77 83 97 87 100 83

FPTAS-CB-LB(0.01) avg. sol. time (s) 0.27 0.26 0.27 0.36 0.35 0.37 0.44 0.45 0.44
avg. post gap (%) 0.061 0.059 0.074 0.16 0.19 0.17 0.23 0.22 0.20
avg. true gap (%) 0 0 0.00032 0.00035 0.00064 0 0 0 0 0.00055
solved to opt. (%) 100 100 87 97 93 100 100 100 90

FPTAS-CB(0.1) avg. sol. time (s) 0.28 0.27 0.28 0.34 0.34 0.35 0.38 0.38 0.38
avg. post. gap (%) 5.2 5.2 5.1 5.5 5.6 5.6 5.6 5.6 5.6
avg. true gap (%) 0.027 0.043 0.041 0.0050 0.026 0.0081 0.0020 0.0064 0.0014
solved to opt. (%) 50 40 43 77 50 87 93 87 87

FPTAS-CB(0.05) avg. sol. time (s) 0.60 0.58 0.60 0.76 0.74 0.76 0.85 0.86 0.85
avg. post. gap (%) 2.5 2.5 2.5 2.7 2.7 2.7 2.8 2.8 2.8
avg. true gap (%) 0.0071 0.0097 0.011 0.0023 0.0016 0.0024 0.033 0 0.00055
solved to opt. (%) 80 73 60 87 83 87 87 100 90

FPTAS-CB(0.01) avg. sol. time (s) 4.1 3.9 4.1 5.2 5.1 5.2 5.8 5.8 5.8
avg. post. gap (%) 0.50 0.50 0.50 0.54 0.54 0.54 0.55 0.55 0.55
avg. true gap (%) 0 0.0015 0.00058 0 0.000092 0.00037 0.00035 0 0.000037
solved to opt. (%) 100 90 83 100 97 93 97 100 97

FPTAS-gen-LB(0.1) avg. sol. time (s) 0.060 0.059 0.059 0.075 0.071 0.072 0.086 0.090 0.083
avg. post gap (%) 0.071 0.068 0.082 0.16 0.19 0.18 0.24 0.24 0.20
avg. true gap (%) 0.0097 0.0092 0.0087 0.0018 0.0011 0.00037 0.00041 0.0033 0.0012
solved to opt. (%) 63 67 53 87 87 93 97 93 87

FPTAS-gen-LB(0.05) avg. sol. time (s) 0.12 0.11 0.12 0.15 0.14 0.15 0.17 0.17 0.17
avg. post gap (%) 0.063 0.060 0.076 0.16 0.19 0.18 0.24 0.24 0.20
avg. true gap (%) 0.0014 0.0011 0.0030 0.00067 0.0012 0.00037 0.00036 0 0.00055
solved to opt. (%) 90 93 73 93 87 93 97 100 90

FPTAS-gen-LB(0.01) avg. sol. time (s) 0.80 0.76 0.79 1.0 1.0 1.1 1.3 1.3 1.3
avg. post gap (%) 0.061 0.059 0.074 0.16 0.19 0.18 0.24 0.23 0.20
avg. true gap (%) 0 0 0.00012 0 0.000092 0 0 0 0.000037
solved to opt. (%) 100 100 90 100 97 100 100 100 97

FPTAS-gen(0.1) avg. sol. time (s) 0.75 0.74 0.76 0.93 0.92 0.94 1.0 1.0 1.0
avg. post gap (%) 7.5 7.5 7.5 7.7 7.7 7.7 7.7 7.7 7.7
avg. true gap (%) 0.011 0.0070 0.013 0.0021 0.0012 0.0015 0.0040 0 0.00055
solved to opt. (%) 63 77 60 87 87 93 90 100 90

FPTAS-gen(0.05) avg. sol. time (s) 1.7 1.6 1.7 2.1 2.0 2.1 2.3 2.3 2.3
avg. post gap (%) 3.7 3.7 3.7 3.8 3.8 3.8 3.9 3.9 3.9
avg. true gap (%) 0.0015 0.0022 0.0024 0.00035 0.0021 0.00044 0.00058 0 0.00025
solved to opt. (%) 87 87 83 97 83 97 97 100 93

FPTAS-gen(0.01) avg. sol. time (s) 11 10 11 13 13 13 15 15 15
avg. post gap (%) 0.75 0.75 0.75 0.77 0.77 0.77 0.77 0.77 0.77
avg. true gap (%) 0 0 0.00012 0 0 0.00014 0 0 0.000037
solved to opt. (%) 100 100 93 100 100 97 100 100 97

Table 3.11: 100 periods, satisfies conditions in Theorem 3.3
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K 1000 5000 10000
K̂ 1000 5000 10000 1000 5000 10000 1000 5000 10000

FPTAS-gen-LB(0.1) avg. sol. time (s) 0.004 0.005 0.003 0.004 0.001 0.005 0.004 0.003 0.003
avg. post gap (%) 1.1 0.99 1.1 1.4 2.0 1.7 2.5 2.1 1.8
avg. true gap (%) 0.20 0.058 0.19 0.00044 0.0017 0.021 0 0.0060 0.0083
solved to opt. (%) 43 37 40 97 97 83 100 97 87

FPTAS-gen-LB(0.05) avg. sol. time (s) 0.007 0.006 0.007 0.007 0.007 0.010 0.009 0.010 0.007
avg. post gap (%) 1.0 1.0 1.0 1.4 1.7 1.6 2.0 1.9 1.6
avg. true gap (%) 0.10 0.068 0.16 0.00044 0 0.0090 0 0 0.0010
solved to opt. (%) 50 43 40 97 100 87 100 100 97

FPTAS-gen-LB(0.01) avg. sol. time (s) 0.090 0.067 0.079 0.063 0.075 0.086 0.083 0.071 0.071
avg. post gap (%) 0.43 0.58 0.49 0.54 0.61 0.61 0.58 0.66 0.51
avg. true gap (%) 0.014 0.033 0.030 0 0 0.011 0 0 0
solved to opt. (%) 73 57 67 100 100 90 100 100 100

FPTAS-gen(0.1) avg. sol. time (s) 0.063 0.053 0.059 0.047 0.053 0.053 0.047 0.044 0.046
avg. post gap (%) 7.4 7.5 7.4 7.6 7.7 7.6 7.7 7.7 7.7
avg. true gap (%) 0.031 0.051 0.043 0.00044 0.0051 0.0091 0 0.0060 0.0033
solved to opt. (%) 60 43 63 97 93 83 100 97 90

FPTAS-gen(0.05) avg. sol. time (s) 0.18 0.15 0.16 0.12 0.13 0.14 0.12 0.11 0.12
avg. post gap (%) 3.7 3.7 3.7 3.8 3.8 3.8 3.9 3.9 3.9
avg. true gap (%) 0.025 0.022 0.014 0.00044 0 0.010 0 0 0
solved to opt. (%) 73 63 70 97 100 80 100 100 100

FPTAS-gen(0.01) avg. sol. time (s) 3.2 2.4 2.8 1.7 2.0 2.1 1.7 1.5 1.7
avg. post gap (%) 0.73 0.74 0.73 0.76 0.77 0.77 0.77 0.77 0.77
avg. true gap (%) 0.00081 0.0028 0.0057 0 0 0.0012 0 0 0
solved to opt. (%) 93 83 80 100 100 97 100 100 100

Table 3.12: 25 periods with 13 pairs that violate the co-behaviour property

K 1000 5000 10000
K̂ 1000 5000 10000 1000 5000 10000 1000 5000 10000

FPTAS-gen-LB(0.1) avg. sol. time (s) 0.025 0.024 0.024 0.026 0.025 0.024 0.028 0.031 0.029
avg. post gap (%) 0.44 0.38 0.37 0.57 0.60 0.67 0.66 0.83 1.0
avg. true gap (%) 0.085 0.049 0.042 0.012 0.013 0.0029 0.0046 0.0014 0
solved to opt. (%) 23 40 47 87 77 83 93 97 100

FPTAS-gen-LB(0.05) avg. sol. time (s) 0.054 0.056 0.052 0.054 0.054 0.055 0.062 0.062 0.065
avg. post gap (%) 0.44 0.39 0.36 0.57 0.59 0.67 0.66 0.83 1.0
avg. true gap (%) 0.085 0.051 0.039 0.0093 0.0054 0.0041 0 0.00078 0
solved to opt. (%) 23 40 50 90 90 80 100 97 100

FPTAS-gen-LB(0.01) avg. sol. time (s) 0.62 0.63 0.60 0.59 0.59 0.60 0.71 0.69 0.76
avg. post gap (%) 0.35 0.34 0.32 0.48 0.42 0.47 0.51 0.54 0.59
avg. true gap (%) 0.033 0.022 0.019 0.0067 0.0054 0.0022 0 0 0
solved to opt. (%) 47 57 60 93 90 93 100 100 100

FPTAS-gen(0.1) avg. sol. time (s) 0.43 0.44 0.42 0.40 0.38 0.41 0.39 0.39 0.38
avg. post gap (%) 7.5 7.5 7.5 7.7 7.7 7.7 7.7 7.7 7.7
avg. true gap (%) 0.044 0.020 0.016 0.0027 0.0053 0.0029 0.0018 0 0.0054
solved to opt. (%) 37 53 50 93 87 83 97 100 93

FPTAS-gen(0.05) avg. sol. time (s) 1.3 1.3 1.2 1.1 1.1 1.2 1.1 1.1 1.0
avg. post gap (%) 3.7 3.7 3.7 3.8 3.8 3.8 3.9 3.9 3.9
avg. true gap (%) 0.0058 0.013 0.0097 0.0067 0.0054 0.0041 0 0.00078 0
solved to opt. (%) 67 57 67 93 90 80 100 97 100

FPTAS-gen(0.01) avg. sol. time (s) 25 25 24 18 17 19 17 16 15
avg. post gap (%) 0.75 0.75 0.75 0.77 0.77 0.77 0.77 0.77 0.77
avg. true gap (%) 0.0020 0.0015 0.0011 0.00040 0 0.00066 0 0 0
solved to opt. (%) 77 87 83 97 100 97 100 100 100

Table 3.13: 50 periods with 25 pairs that violate the co-behaviour property
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K 1000 5000 10000
K̂ 1000 5000 10000 1000 5000 10000 1000 5000 10000

FPTAS-gen-LB(0.1) avg. sol. time (s) 0.16 0.16 0.15 0.18 0.18 0.18 0.19 0.20 0.21
avg. post gap (%) 0.13 0.14 0.16 0.28 0.23 0.22 0.21 0.28 0.24
avg. true gap (%) 0.027 0.027 0.054 0.011 0.015 0.0029 0.0012 0.00065 0.0024
solved to opt. (%) 17 30 7 80 80 93 90 93 83

FPTAS-gen-LB(0.05) avg. sol. time (s) 0.37 0.39 0.36 0.44 0.46 0.43 0.48 0.50 0.52
avg. post gap (%) 0.13 0.14 0.15 0.28 0.23 0.22 0.21 0.28 0.24
avg. true gap (%) 0.022 0.024 0.042 0.0093 0.015 0.00083 0.0012 0.0011 0.00024
solved to opt. (%) 13 37 17 83 87 93 87 90 93

FPTAS-gen-LB(0.01) avg. sol. time (s) 4.6 5.0 4.6 5.3 5.5 5.2 5.5 6.0 6.1
avg. post gap (%) 0.12 0.13 0.13 0.28 0.21 0.22 0.21 0.27 0.24
avg. true gap (%) 0.013 0.019 0.024 0.0092 0.00045 0.00032 0.00017 0.00061 0.000077
solved to opt. (%) 17 40 20 87 90 97 93 97 97

FPTAS-gen(0.1) avg. sol. time (s) 3.2 3.5 3.4 3.6 3.6 3.5 3.5 3.7 3.8
avg. post gap (%) 7.5 7.5 7.5 7.7 7.7 7.7 7.7 7.7 7.7
avg. true gap (%) 0.012 0.025 0.025 0.00091 0.0020 0.00083 0.0036 0.00061 0.0035
solved to opt. (%) 10 30 17 87 87 93 80 97 87

FPTAS-gen(0.05) avg. sol. time (s) 9.7 11 10 10 10 10 9.6 10 11
avg. post gap (%) 3.8 3.8 3.8 3.8 3.8 3.8 3.9 3.9 3.9
avg. true gap (%) 0.0099 0.012 0.0093 0.00088 0.00045 0.00032 0.00052 0.00061 0.00024
solved to opt. (%) 20 40 37 90 90 97 90 97 93

FPTAS-gen(0.01) avg. sol. time (s) 169 193 181 157 160 156 137 151 155
avg. post gap (%) 0.75 0.75 0.75 0.77 0.77 0.77 0.77 0.78 0.77
avg. true gap (%) 0.0025 0.00016 0.0024 0.00017 0.00045 0.00032 0.00017 0.00061 0.000077
solved to opt. (%) 40 93 57 93 90 97 93 97 97

Table 3.14: 100 periods with 50 pairs that violate the co-behaviour property

T 26 50 100
K̄even and ¯̂Kodd 5000 10000 5000 10000 5000 10000

FPTAS-gen-LB(0.1) avg. sol. time (s) 0.018 0.010 0.092 0.098 0.59 0.63
avg. post. gap (%) 4.3 4.1 1.9 2.8 0.65 0.74
avg. true gap (%) 0.038 0.0060 0.028 0.030 0.016 0.0018
solved to opt. (%) 80 97 73 93 67 97

FPTAS-gen-LB(0.05) avg. sol. time (s) 0.042 0.030 0.25 0.28 1.8 1.9
avg. post. gap (%) 2.8 2.7 1.8 2.4 0.64 0.74
avg. true gap (%) 0.038 0.0060 0.044 0.029 0.014 0.0018
solved to opt. (%) 80 97 73 97 70 97

FPTAS-gen-LB(0.01) avg. sol. time (s) 0.66 0.41 5.0 5.5 33 35
avg. post. gap (%) 0.66 0.73 0.71 0.74 0.54 0.57
avg. true gap (%) 0.0013 0 0.021 0 0.0047 0.0018
solved to opt. (%) 93 100 80 100 80 97

FPTAS-gen(0.1) avg. sol. time (s) 0.16 0.11 1.2 1.1 11 10
avg. post. gap (%) 7.6 7.6 7.7 7.7 7.8 7.8
avg. true gap (%) 0.038 0.0060 0.050 0 0.014 0.0029
solved to opt. (%) 83 97 70 100 70 93

FPTAS-gen(0.05) avg. sol. time (s) 0.50 0.31 4.1 3.9 36 33
avg. post. gap (%) 3.8 3.8 3.8 3.8 3.9 3.9
avg. true gap (%) 0.032 0.0060 0.028 0 0.0077 0
solved to opt. (%) 80 97 77 100 73 100

FPTAS-gen(0.01) avg. sol. time (s) 11 5.7 91 84 705 639
avg. post. gap (%) 0.77 0.77 0.77 0.77 0.77 0.77
avg. true gap (%) 0.0013 0 0.0020 0 0.0017 0
solved to opt. (%) 93 100 90 100 87 100

Table 3.15: Two production modes



Chapter 4

Lot-sizing with minimum batch sizes

Abstract

In this chapter, we study lot-sizing problems in which production takes place in batches, where

each batch has a (time-invariant) minimum and maximum size. We study two variants of this

problem, one in which there is a maximum number of batches that can be produced in each pe-

riod, and an uncapacitated one, both with a non-speculative cost structure. We prove several

properties of an optimal solution. These properties are then used in a number of dynamic pro-

grams. Herewith, the uncapacitated problem can be solved inO
(
T4) time, and the capacitated

problem can be solved in O
(
T9) time, where T is the number of time periods. We also present

an O
(
T6 F

F−L

)
time algorithm for the capacitated problem, which is faster if the ratio of L and

F is fixed, where L and F are the minimum, respectively maximum batch sizes.

4.1 Introduction

We study lot-sizing problems with batches and a minimum batch size. Often, produc-
tion takes place in several runs (batches) of a certain (maximum) size. Batches can also
have a minimum size, for instance because of technical restrictions on a machine or
because of supplier restrictions. This problem has a clear relation to carbon emission
reduction. Today, just-in-time production is a very popular production strategy. How-
ever, it often leads to carbon emission levels that are far from optimal, because of its
frequent less-than-truckload shipments and/or frequent change-overs on machines. A
retailer , for instance, may procure its inventory from an external supplier. Just-in-time
ordering will then often lead to very frequent small shipments from the supplier to
the retailer, resulting in large carbon emissions. By imposing a minimum batch size in
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each period, we prevent products from being transported by almost empty vehicles or
machines from producing only very few units of a product per batch.

There may also be a capacity constraint on the total number of batches that may
be produced within a time period. We consider both this capacitated variant and an
uncapacitated variant. In this chapter, we will first present a formal mathematical
definition of lot-sizing with batches and a minimum batch size. As other lot-sizing
problems, this problem has a number of dicrete time periods with a known customer
demand, in which decisions need to be made regarding the production quantity. There
are per-unit costs to produce an item and to carry it over to the next period in inventory.
Furthermore, there are fixed set-up costs if we decide to produce something. Produc-
tion takes place in batches of a limited size. There are additional costs to set-up an
additional production batch. In our problem, the batches produced in each period also
have a minimum size. This minimum size can be an average over a number of batches
produced in one peroid, but not an average over more than one period.

After the mathematical definition, we discuss some properties of an optimal so-
lution of the different problem variants. Based on these properties, we develop dy-
namic programming algorithms to solve the problems. We find that the uncapacitated
variant can be solved in O

(
T4) time, if the production and holding costs satisfy the

Wagner-Whitin property, i.e. they are nonspeculative, and if the fixed costs per batch
of the second and subsequent batches within one period are constant over batches
and nonincreasing over time, and not larger than the fixed costs of the first batch in
that period. Here, T is the number of time periods, and L and F are the minimum,
respectively maximum batch sizes. Furthermore, we present two algorithms for the
capacitated problem that run in O

(
T9) and O

(
T6 F

F−L
)

time, respectively, under the
same assumptions.

4.1.1 Literature

Lot-sizing problems have been studied extensively in the literature. Also, considerable
research has been done into lot-sizing problems with either minimum order quanti-
ties or production in batches. However, the case with both production in batches and
minimum batch quantities has been studied much less.

We will first discuss a few works that do. Constantino (1998) considers multi-item
capacitated lot-sizing models with (constant) upper and lower bounds on the produc-
tion of each item in each period. There can be one set-up per period as in standard
lot-sizing models, or there can be several batches, as in our case. The paper studies
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several relaxations from a polyhedral point of view. The complete convex hulls of
these relaxations are given, together with polynomial separation algorithms. The valid
inequalities are used in a cutting plane algorithm for the general model.

Constantino et al. (2010) study the polyhedral structure of {s + Lzt ≥ bt(1 ≤ t ≤
k), s + Fzt ≥ bt(k + 1 ≤ t ≤ n), zt ∈ Z, s ≥ 0}. As a special case, they have our prob-
lem, lot-sizing with batches, constant minimum and maximum production quantities
and nonspeculative costs. For this problem, they give a description of the convex hull .
As we show in this chapter, the problem can be solved in polynomial time in this case.
However, unlike in this chapter, they assume that L and F are divisible. Moreover,
they assume that the fixed costs of the first batch in a period are the same as of the
other bacthes in a period (in the notation of Section 4.2: K1

t = K2+
t ∀t ∈ T ).

Conforti et al. (2008) extend the results of Constantino et al. (2010). They study
the polyhedral structure of {s + Ctzt ≥ bt, 0 ≤ t ≤ m; s ≥ 0; z ∈ Z, 0 ≤ t ≤ m},
where it is assumed that Ct

Ct−1
∈ N ∀0 ≤ t ≤ m. Again, they get as a special case a

(‘stock-minimal’, i.e. nonspeculative) relaxation of lot-sizing with batches with both a
minimum and maximum size, and again divisible capacities. However, in their work,
different batch sizes are allowed.

There are also a number of papers that address a lot-sizing problem with a min-
imum order quantity, but where production does not take place in batches. Hellion
et al. (2012) (see also Hellion et al., 2013) developed an O

(
T6) time algorithm for the

single-item capacitated lot-sizing problem with a minimum order quantity, and con-
cave production and holding costs. Only one batch can be produced in each period,
and the minimum and maximum quantities are constant. Li et al. (2011) also study the
single-item lot-sizing problem with a minimum order quantity and concave produc-
tion and holding costs, where only one batch can be produced in each period. They
note that the case with minimum and maximum quantities that vary over time isNP-
hard, but they develop an FPTAS (fully polynomial approximation scheme) that runs
in O

(
T5 log(UB)/ε2) time (UB is a trivial upper bound) in case costs are linear, but

fixed set-up costs are allowed. Furthermore, they give an O
(
T7) algorithm for con-

stant minimum and maximum quantities. If there is no maximum quantity, production
costs are linear and decreasing over time and there are no set-up costs, then they can
solve the problem with decreasing minimum quantities in O

(
T4).

On the other hand, there are a number of papers that address a lot-sizing prob-
lem where production takes place in batches, but without a minimum order quantity.
Pochet and Wolsey (1993) study a lot-sizing problem with batches and a constant max-
imum batch size, as we do, but their minimum batch size is zero. They show that their
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problem can be solved in O
(
T2 min{U, T}

)
and develop a formulation with O

(
T3)

variables and constraints whose linear programming relaxation solves the problem,
where T is the number of time periods and U the maximum batch size. They also
study the lot-sizing problem with constant capacities.

Recently, Akbalik and Rapine (2012a) study the constant capacitated single-item
lot-sizing problem, where production takes place in batches (of equal size) and there
is no minimum batch size. Production and holding costs are assumed to be non-
speculative, and the set-up costs of the first batch in a period may be larger than that
of the second and subsequent batches (as in this chapter). They derive two algorithms:
one that runs in O

(
T4) time if the (maximum) batch size divides the capacity, and one

that runs in O
(
T6) time in the general case. They also give a good review of the other

literature on lot-sizing with batches. Akbalik and Rapine (2012b) give complexity re-
sults for the single-item, uncapacitated lot-sizing problem with time-dependent batch
sizes.

Finally, there are papers that study problems that are similir to our lot-sizing prob-
lem with minimum batch sizes, but with various differences. Anily et al. (2009) study
a multi-item lot-sizing problem, where production of all items takes place in mixed
batches with joint set-up costs. (The set-up costs are equal for each batch in one period,
including the first.) There is also a maximum number of batches per period. They de-
velop a compact linear program that is tight (is guaranteed to give integer solutions), if
the holding costs satisfy a non-speculative and ‘dominance’ condition. They also study
a problem with backlogging, and do computational tests to compare the performance
if certain cost conditions are or are not satisfied.

Sürie (2005) integrates lot-sizing and scheduling in a ‘campaign planning’ model.
The campaigns can have a minimum and maximum total size. A extension with pro-
duction in batches of a fixed all-or-nothing size is also studied, as well as several other
extensions. For the different problems, (new) MIP formulations are given and tested
computationally.

Another related problem is the lot-sizing problem with container-based transporta-
tion costs. In this problem, products are transported in containers of a certain size
and there are fixed costs for each container that is used, in addition to the set-up costs
and per unit production costs. These containers are similar to the batches in our prob-
lem, but in principle, there are no minimum batch sizes (minimum container fill rates).
Ben-Khedher and Yano (1994) study a multi-item probem with container-based trans-
portation costs, which they solve heuristically. Li et al. (2004) study a lot-sizing prob-
lem with batch ordering and discounts for ordering a full truckload for which they
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develop anO
(
T3 log T

)
time dynamic program (O

(
T3) without speculative motives).

The authors generalise their approach to concave production cost functions and in-
clude backlogging. The lot-sizing problem with container-based transportation costs
is extended with time windows by Jaruphongsa and Lee (2008). They show that the
general problem without split deliveries in stronglyNP-hard and provide polynomial
algorithms to solve special cases of the problem. Jin and Muriel (2009) study a prob-
lem with a single warehouse and multiple retailers, where transportation costs for a
full truckload are incurred even for less-than-truckload shipments.

To the best of our knowledge, our work is the first to present polynomial-time algo-
rithms for both the capacitated and uncapacitated lot-sizing problem with minimum
batch sizes and non-speculative costs. As mentioned above, previous research on the
uncapacitated variant has found a description and separation algorithm for the convex
hull if the minimum batch size, L, divides the maximum batch size, F. For the capaci-
tated variant, only valid inequalities were known from relaxations of this problem that
were studied in the literature.

4.1.2 Outline

The remainder of this chapter is organised as follows. In the next section, we give a
formal mathematical definition of the problem that we described in this introduction.
In Section 4.3, we find and prove several structural properties of an optimal solution
of the lot-sizing problem with a minimum batch size, both for the variant without pro-
duction capacities in Section 4.3.1 and the capacitated variant in Section 4.3.2. These
properties are used in Section 4.4 to derive several dynamic programs for these prob-
lems. In Section 4.4.1, we present an O

(
T4) algorithm for the uncapacitated variant.

For the capacitated variant, we give an O
(
T9) and an O

(
T6 F

F−L
)

algorithm in Section
4.4.2 and Section 4.4.3, respectively. This chapter is concluded in Section 4.5 with a
summary of the main findings and some directions for future research.

4.2 Problem definition

In this section, the lot-sizing problem with minimum batch sizes is formally defined.

Variables

Let xt be the production quantity in period t, for all t ∈ T . yt is the number of batches
in period t. It is the inventory at the end of period t.
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Sets and parameters

Let T be the number of time periods and T = {1, . . . , T} the set of all periods. The
demand in period t is denoted by dt. Let Dt,s denote the sum of demand in periods t
until s, that is, Dt,s := ∑s

τ=t dτ.
Let Kt(yt) denote the fixed costs per batch if yt batches are produced in period t,

where Kt(yt) := ∑
yt
i=1 Ki

t and Ki
t are the fixed costs of the ith batch in period t. We

will assume that the set-up costs Ki
t are equal for each batch i within period t except

for the first one (K1
t ), which may have larger costs, i.e. Ki

t = Kj
t ∀i, j ≥ 2 and K1

t ≥
K2

t . Furthermore, we assume that the set-up costs for batches 2 and higher are non-
increasing over time, i.e. Ki

t ≥ Ki
s ∀t < s, i ≥ 2. For ease of notation, we denote the

set-up costs per batch for batches 2 and higher by K2+
t . That means that the set-up costs

of the first batch can vary over time, as long as the set-up costs of the first batch are
larger than or equal to the set-up costs of the second batch in the same time period. This
is the case, for instance, if there are some set-up costs that are incurred if something is
produced at all, plus a fixed cost per batch.

Let L and F be the minimum (Lowest) and maximum (Full) production quantity
in one batch, respectively. We assume that these are constant over batches and time.
The production capacity in each period is denoted by C. We will assume that this
production quantity is also constant over time and a multiple of F, the maximum batch
size, i.e. ∃k ∈ N : C = kF. At the end of this section, we will describe in more detail
which production quantities are feasible.

Let pt(xt) and ht(It) be the production, respectively holding cost function in period
t; they are assumed to be linear in the number of products produced, respectively
kept in inventory. We also assume that the (production and holding) costs are non-
speculative (Wagner-Whitin). Of course, this includes the case in which all costs are
time-invariant. Let p′t and h′t denote the production, respectively holding costs per
period in period t. We assume that all costs are nonnegative.

Model

min ∑
t∈T

(Kt(yt) + pt(xt) + ht(It)) (4.1)

s.t. It−1 + xt = It + dt t ∈ T (4.2)
Lyt ≤ xt ≤ Fyt t ∈ T (4.3)

xt ≤ C t ∈ T (4.4)
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I0 = 0 (4.5)
xt, It ≥ 0 t ∈ T (4.6)

yt ∈ N t ∈ T (4.7)

The objective (4.1) is to minimise the sum of all set-up, production and holding
costs. (4.2) are the inventory balance constraints. Constraints (4.3) impose that the
production quantities should be between the minimum and maximum batch sizes,
as is explained below. Constraints (4.4) make sure that the production quantities are
not larger than the production capacity. The initial inventory is zero, according to
constraint (4.5). (4.6) are the nonnegativity constraints. Finally, constraints (4.7) impose
that the number of batches is integer.

This problem is called CLSMB, the capacitated lot-sizing problem with minimum-
batch sizes. If we omit constraint (4.4), then we get ULSMB, the uncapacitated lot-
sizing problem with minimum batch-sizes.

Feasible production quantities

Which production quantities are feasible according to constraint (4.3)? This constraint
defines a number of ‘feasible’ intervals [Lyt, Fyt] for some yt ∈ N. Consider an example
with L = 5 and F = 7. In this case, we can produce between 5 and 7 products with
one batch, leading to the feasible interval [5, 7]. If we produce two batches, the feasible
interval is [10, 14]. Producing three batches gives the feasible interval [15, 21], four
batches give [20, 28], five batches give [25, 35], etc. As we can see, the intervals overlap
after a certain number of batches.

This means that we can choose with how many batches to produce certain quanti-
ties. If we want to produce 20, we can produce three batches of size 62

3 or four batches
of size 5. Because the costs per batch are nonnegative, we can say that each quantity
is produced with as few batches as possible (three in this case). In general, we could
even let the production quantities vary per batch, but because the production costs pt

are assumed to be independent of the batch, this will not have an effect on costs. We
therefore assume equal quantities in each batch in one period. If we know the pro-
duction quantity and number of batches, it is irrelevant to us how these quantities are
divided over the batches, as long as the division is feasible.

Furthermore, we know that there is a maximum number of batches of size L that
can be produced within one period in an optimal solution. Call this number lmax,
which is defined as lmax := max{k ∈ N : kL > (k − 1)F} =

⌈ F
F−L

⌉
− 1. This means

that if we produced at least lmax + 1 batches of size L, then the same quantity could
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be produced with fewer batches of larger size. This corresponds to the situation in
the earlier example in which the intervals overlap. The set of all feasible production
quantities in this example is [5, 7] ∪ [10, 14] ∪ [15, ∞).

4.3 Structural properties

In this section, we give a number of properties for each of the described problem vari-
ants, such that there exists an optimal solution that satisfies these properties. In Sec-
tion 4.4, we will use these properties to construct dynamic programs that solve these
problems.

4.3.1 Uncapacitated lot-sizing with minimum batch sizes

Definition 4.1. Call [t, s] a regeneration interval, if It−1 = Is = 0 and Iτ > 0 ∀τ ∈ [t, s).

Definition 4.2. Call [u, v] a sub-block if u and v + 1 are consecutive production periods, that
is, xu, xv+1 > 0 and xτ = 0 ∀τ ∈ (u, v].

Definition 4.3. Let Q denote the set of feasible production quantities, that is, let
Q = {x ∈ Q : ∃k ∈ N : kL ≤ x ≤ kF}.

Observation 4.4. If x1, x2 ∈ Q, then (x1 + x2) ∈ Q.

Definition 4.5. Call a period in which the production quantity equals kL or kF for some k ∈
N \ {0} an L-, respectively F-production period. The corresponding sub-block is then called
an L-, respectively F-sub-block.

Definition 4.6. Call an F-sub-block [u, v] a minimal F-sub-block if the production quantity
in period u is the first multiple of the full batch size such that demand in periods u until v can
be satisfied, i.e. xu =

⌈
Du,v−Iu−1

F

⌉
F (and Iv = (Du,v − Iu−1) mod F). Period u is then called

a minimal F-production period.

Definition 4.7. Call [u, v] a minimal L-sub-block if the production quantity in period u
is the first multiple of the minimum batch size such that demand in periods u until v can be
satisfied, i.e. xu =

⌈
Du,v−Iu−1

L

⌉
L (and Iv = (Du,v − Iu−1) mod L). Period u is then called a

minimal L-production period.

Note: as we have seen in Section 4.2, the maximum number of batches of size L in
an L-production period is lmax.

Because of the specific cost structure defined in Section 4.2, the following lemma
holds:
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Lemma 4.8. Let u and v be two production periods, with u < v and respective (feasible)
production quantities xu and xv. Iv−1 is the inventory at the beginning of period v. The total
costs will not increase by shifting:

(a) a full batch from period u to v, if xu − F ∈ Q and Iv−1 − F ≥ 0.

(b) a minimum batch from period u to v, if xu − L ∈ Q and Iv−1 − L ≥ 0.

(c) a ‘unit’ (ε > 0) from period u to v, if this does not change the number of batches produced
in either period and Iv−1 − ε ≥ 0.

Proof. All parts follow directly from the fact that the costs in the new situation will be
lower or equal, because the production and holding costs are non-speculative and the
set-up costs for batches 2 and higher are non-increasing over time (K2+

u ≥ K2+
v ∀u < v).

Note that xv ∈ Q, L ∈ Q and F ∈ Q imply xv + L ∈ Q and xv + F ∈ Q, because of
Observation 4.4.

We can show that the following is true:

Theorem 4.9. There exists an optimal solution of ULSMB in which the following properties
hold:

(a) Every L-sub-block is a minimal L-sub-block.

(b) Every F-sub-block is a minimal F-sub-block.

(c) In each regeneration interval, before a production period in which less than a full batch
quantity is produced, there can only be L-production periods. That is, in each regeneration
interval [t, s]: yvL ≤ xv < yvF ⇒ xu = yuL ∀u ∈ {t, . . . , v− 1}.

(d) In each regeneration interval, after a production period in which more than a minimum
batch quantity is produced, there can only be F-production periods. That is, in each regen-
eration interval [t, s]: yuL < xu ≤ yuF ⇒ xv = yvF ∀v ∈ {u + 1, . . . , s}.

(e) In each regeneration interval, there is at most one sub-block that is not an L- or F-sub-block.
(Call such a sub-block a free sub-block.)

Proof. (a) Suppose that u is an L-production period, but not minimal, and that v is the
first production period after u. (If u is the last production period of the regeneration
interval, then it must be minimal, because Is = 0.) Then it is possible to shift a
quantity L (a batch of minimum size) from period u to v. We can see that this
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is feasible by the following two arguments. Because u is not minimal, Iτ − L ≥
0 ∀u ≤ τ < v (all demand can still be satisfied) and yu − 1 ≥ 0. It follows that
xu − L = (yu − 1)L ∈ Q, so the new production quantity in period u is feasible.
Furthermore, xv ∈ Q and L ∈ Q, so (xv + L) ∈ Q (the new production quantity in
period v is feasible).

The costs in the old situation compared to the new situation are higher or equal:

pu(xu) + pv(xv) +
v−1

∑
τ=u

hτ(Iτ) + Ku(yu) + Kv(yv)

≥ pu(xu − L) + pv(xv + L) +
v−1

∑
τ=u

hτ(Iτ − L) + Ku(yu)− K2+
u + Kv(yv) + K2+

v

≥ pu(xu − L) + pv(xv + L) +
v−1

∑
τ=u

hτ(Iτ − L) + Ku

(⌈
xu − L

F

⌉)
+ Kv

(⌈
xv + L

F

⌉)
The first inequality is true, because we assume that the production and holding
costs are non-speculative, and that the set-up costs for batches 2 and higher are
non-increasing over time (K2+

u ≥ K2+
v ∀u < v). The second inequality is true,

because u is an L-production period, so
⌈

xu−L
F

⌉
= yu − 1, and because we need

one or zero additional batches in period v to produce the additional quantity L,
(yv + 1) ≥

⌈
xv+L

F

⌉
. Because the costs in the new situation are lower or equal, we

can keep shifting quantities L from u to v until period u is a minimal L-production
period. By the same argument, the costs in the final situation are lower or equal.

(b) A similar argument as in part (a) holds here. If u is the last production period of
the regeneration interval, then it must be minimal, because Is = 0. Suppose that
u is an F-production period, but not minimal, and that v is the first production
period after u. Then it is possible to shift a quantity F (a batch of maximum size)
from period u to v. We can see that this is feasible by the following two arguments.
Because u is not minimal, yu − 1 ≥ 0 and Iτ − L ≥ 0 ∀u ≤ τ < v. It follows that
xu − F = (yu − 1)F ∈ Q, so the new production quantity in period u is feasible.
Furthermore, xv ∈ Q and F ∈ Q, so (xv + F) ∈ Q (the new production quantity in
period v is feasible).

The costs in the old situation compared to the new situation are higher or equal:

pu(xu) + pv(xv) +
v−1

∑
τ=u

hτ(Iτ) + Ku(yu) + Kv(yv)
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≥ pu(xu − F) + pv(xv + F) +
v−1

∑
τ=u

hτ(Iτ − F) + Ku(yu)− K2+
u + Kv(yv) + K2+

v

= pu(xu − F) + pv(xv + F) +
v−1

∑
τ=u

hτ(Iτ − F) + Ku

(⌈
xu − F

F

⌉)
+ Kv

(⌈
xv + F

F

⌉)
The first inequality is true, because we assume that the production and holding
costs are non-speculative, and that the set-up costs for batches 2 and higher are
non-increasing over time (K2+

u ≥ K2+
v ∀u < v). The second inequality is true,

because u is an F-production period, so
⌈

xu−F
F

⌉
= yu − 1, and because we need

exactly one additional batch in period v to produce the additional quantity F,
yv + 1 =

⌈
xv+F

F

⌉
. Because the costs in the new situation are lower or equal, we

can keep shifting quantities F from u to v until period u is a minimal F-production
period. By the same argument, the costs in the final situation are lower or equal.

(c) Suppose that there exists an optimal solution of ULSMB that contains a regenera-
tion interval that has a production period v in which less than a full batch quantity
is produced, and a production period u < v before that that is not an L-production
period. This means that it is possible shift a quantity q > 0 of the production in
period u to period v, without changing the number of batches that is produced in
either period. Because of Lemma 4.8(c), the costs in the new situation are lower
than or equal to the costs in the old situation. We can keep shifting production
from period u to v until u or v is an L- or F-production period, or Iv−1 = 0, so that
the regeneration interval is split in two. Because the production costs (within one
batch) and the holding costs are linear, the costs in the final situation will be lower
or equal.

(d) Suppose that there exists an optimal solution of ULSMB that contains a regenera-
tion interval that has a production period u in which more than a minimum batch
quantity is produced, and a production period v > u after that that is not an F-
production period. Now, an analoguous argument as in part (c) holds here.

(e) Part (e) is a corollary of parts (c) and (d).

Corollary 4.10. Each regeneration interval consists of first a number of minimal L-sub-blocks,
then a free sub-block and then a number of minimal F-sub-blocks.

Note that it is possible that there are zero minimal L-sub-blocks, free sub-blocks or
minimal F-sub-blocks in a regeneration interval.
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Let [t, s] be a regeneration interval, with free production period u. Let v be the first
production period after u, and w + 1 the second. Assume that the above conditions are
satisfied. Because [t, s] is a regeneration interval, It−1 = Is = 0, so the conditions in
Theorem 4.9 define a finite set of all possible production quantities in the production
periods in [t, u) ∪ (w, s]. Consider an instance in which a production quantity is given
for each of the periods in [t, u) ∪ (w, s], i.e. all production quantities in regeneration
interval [t, s] except in u and v. Then, we know that xu + xv = Du,w − Iu−1 + Iw. In
periods u and v, the following condition holds:

In period v, we produce as many full size batches as possible (say ỹv), such that
both no more than the demand in periods v until w plus the required inventory level
in period w is produced, and the resulting production quantity in period u is feasi-
ble. This means that, in principle, xv =

⌊
Dv,w+Iw

F

⌋
F = ỹvF. The resulting production

quantity in period u is then xu = Du,w − Iu−1 + Iw − ỹvF =: z.
If z 	∈ Q, then ∃k ∈ N : (k − 1)F < z < kL. It is easy to see that k =

⌈ z
L
⌉
. To

make the production quantity in period u feasible, while making sure that xv is still a
multiple of F, we move a number of full size batches from period v to u. This means
that we want to add a multiple of F, say n, such that z + nF ≥ kL + nL, which means
that z + nF is feasible. We want this n to be as low as possible, because of Lemma
4.8(a). It follows that

n∗F := min
n∈N

{
n : z + nF ≥

(⌈ z
L

⌉
+ n

)
L
}

= min
n∈N

{
n ≥

⌈ z
L
⌉

L− z
F− L

}
=

⌈⌈ z
L
⌉

L− z
F− L

⌉
.

(4.8)
Hence, xu = z + n∗FF and xv =

(⌊
Dv,w+Iw

F

⌋
− n∗F

)
F, unless xv < 0. If the latter is the

case, then [u, v− 1] cannot be the free sub-block in regeneration interval [t, s].
Furthermore, if z 	∈ Q, one might wonder why we do not shift L-batches from a

production before period u (say from period r) to period u. This is because decreasing
an infeasible production quantity by L will never make it feasible, since z 	∈ Q means
∃k ∈ N : (k− 1)F < z < kL. But then, (k− 2)F < (k− 1)F− L < xu − L < (k− 1)L,
so xu − L is also infeasible.

So far, we have assumed that an optimal solution consists of a sequence of regener-
ation intervals. The last period of a renegeration interval has zero inventory. However,
s ometimes, the problem has an optimal solution with nonzero final inventory. In that
case, the following theorem holds.

Theorem 4.11. Suppose that an optimal solution of ULSMB has a nonzero final inventory and
period t < T is the last period for which It = 0, that is, t is the end of the last regeneration
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interval. Then there exists an optimal solution in which all production periods after t are
minimal L-production periods, i.e. xs = ysL ∀s > t.

Proof. Suppose there exists an optimal solution in which production period s after t is
not an L-production period, i.e. ∃s > t : xs > ysL. Then we can decrease production in
period s by a quantity q > 0, while still satisfying all demand (because Iτ > 0∀τ ≥ s)
and having a feasible production quantity in period s. Clearly, the costs will now be
lower or equal. We can continue to decrease production in s until s is an L-production
period (xs = ysL) or ∃τ ≥ s : Iτ = 0. The fact that s should be a minimal L-production
period follows from Theorem 4.9(a).

4.3.2 Capacitated lot-sizing with minimum batch sizes

Definition 4.12. Let a production period in which production is at full capacity be called a
C-production period. Let the corresponding sub-block be called a C-sub-block.

Note that, by assumption, a C-period is also an F-production period.

Definition 4.13. Let Qc denote the set of feasible production quantities below some capacity c,
that is, let Qc = {x ∈ Q : x ≤ c}.

In CLSMB, the special case of capacitated lot-sizing with minimum batch sizes, the
following properties hold:

Theorem 4.14. There exists an optimal solution of CLSMB in which the following properties
hold within each regeneration interval [t, s]:

(a) There is at most one sub-block that is not an L- or F-sub-block.

(b) Before a production period in which less than a full batch quantity is produced, there can
only be L-production periods, i.e. periods in which minimum batches are produced.

(c) After a production period in which more than a minimum batch quantity is produced, there
can only be F-production periods, i.e. periods in which full batches are produced.

(d) If there is a sequence of consecutive C-sub-blocks, then (at least) one of these C-sub-blocks
must also be a minimal F-sub-block.

(e) If [u, v − 1] is the free sub-block (i.e. the last sub-block before the F-sub-blocks), then the
inventory at the end of the free sub-block must satisfy:

Iv−1 = Dv,s −
⌊

Dw+1,s

F

⌋
F− kC + n∗FFδ , (4.9)
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where k ∈ N : k ≤ w− v + 1 and v ≤ w + 1 ≤ s and δ ∈ {0, 1}.

(f) If [u, v − 1] is the free sub-block, then xu > C − L or the last sub-block before the free
sub-block is a minimal L-sub-block.

(g) If [u, v− 1] is the free sub-block, then the inventory at the beginning of the free sub-block
must satisfy:

Iu−1 = max
{⌈

Dt,u−1

L

⌉
L− Dt,u−1,

⌈
Dt,v−1 + Iv−1 − C

L

⌉
L− Dt,u−1

}
(4.10)

(h) If [u, v− 1] is the free sub-block, then the inventory at the beginning of the free sub-block
must satisfy:

Iu−1 =
⌈

Dt,u−1

L

⌉
L− Dt,u−1 + lL with l ∈ N, l ≤ lmax (4.11)

Proof. (a) See Theorem 4.9(e).

(b) See Theorem 4.9(c).

(c) See Theorem 4.9(d).

(d) Suppose there exists a sequence of consecutive C-sub-blocks, none of which are
minimal F-sub-blocks. Let w be the last period of this sequence. We know that
w 	= s, because Is = 0. Therefore, w + 1 must be an F-, but not a C-production
period. However, this means that it is feasible to move quantities F forward from
the last C-sub-block in the sequence to period w + 1 until w is the end of a minimal
F-sub-block or w + 1 is a C-production period. The costs in the new situation will
be lower or equal, because of Lemma 4.8(a).

If w + 1 is a C-production period in the new situation, then we can repeat the
argument in this part until we find a w that is the end of a minimal F-sub-block or
w = s.

(e) In [v, s], only F-batches may be produced and the inventory at the end of the regen-
eration interval is zero (Is = 0), so Iv−1 = Dv,s−

⌊
Dv,s

F

⌋
F + f F ( f ∈ N). That means

that the inventory should contain the part of the demand that cannot be produced
with F-batches plus a number ( f ) of additional F-batches. (This number may be
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zero.) We distinguish between three cases. First, we treat the case in which v is not
a C-production period and f ≥ 1, then the case in which v is not a C-production
period and f = 0, and finally the case in which v is a C-production period.

Suppose that v is not a C-production period and f ≥ 1. Then we move a quantity
F from period u to v. The resulting production quantity in period v, xv + F, is
feasible. Pretend that xu − F is feasible; the costs in the new situation will be lower
or equal, because the production and holding costs are non-speculative and K2+

u ≥
K2+

v ∀u < v. We keep doing this until v is a C-production period or f = 0. The
case where f = 0 is considered in the next paragraph. The case where v is a C-
production period is considered in the paragraph thereafter.

Consider the case in which v is not a C-production period and f = 0. Then we
have that k = 0 in equation (4.9). Furthermore, if the final production quantity
in period u is not feasible, then we move n∗F F-batches from v to u. This is the
minimal number that ensures feasibility, by the same argument as in Section 4.3.1.
This corresponds to the case where δ = 1 in equation (4.9).

Alternatively, suppose that v is a C-production period. Because of part (d), we
know that in the sequence of consecutive C-sub-blocks starting in v, there must
exist a C-sub-block that is also a minimal F-sub-block. Let w be the last period
of the first minimal F-sub-block after v− 1. Then, because only F-batches may be
produced in [w + 1, s], w is in a minimal F-sub-block and Is = 0, it must be that
Iw = Dw+1,s −

⌊
Dw+1,s

F

⌋
F. Next, suppose that there are k (C-) production periods

in [v, w], where k ∈ N : k ≤ w− v + 1 and v ≤ w ≤ s. Then, Iv−1 = Dv,w + Iw −
kC = Dv,w + Dw+1,s −

⌊
Dw+1,s

F

⌋
F − kC = Dv,s −

⌊
Dw+1,s

F

⌋
F − kC. If the resulting

production quantity in period u is not feasible, then we move n∗F F-batches from v
to u. This is the minimal number that ensures feasibility, by the same argument as
in Section 4.3.1.

(f) Suppose that the last sub-block before the free sub-block (say [r, u − 1]) is not a
minimal L-sub-block, but xu ≤ C− L. Then, it is possible to move a quantity L (a
minimum batch) from period r to u. This is feasible, because r is an L-production
period, and because xu ≤ C− L, so xu + L ≤ C and xu ∈ Q so (xu + L) ∈ Q. The
costs in the new situation will be lower or equal, because of Lemma 4.8(b). We can
continue to do this until [r, u− 1] is a minimal L-sub-block or xu > C− L.

(g) This is a consequence of part (f). The first part of the maximisation in equation
(4.10) corresponds to the case in part (f) where the last sub-block before the free sub-
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block is a minimal L-sub-block. The second part of this maximisation corresponds
to the case where xu > C− L. Then the total production in [t, v− 1] equals the total
demand in [t, v− 1] plus the required inventory at the end of the free sub-block. We
know that xu ∈ (C − L, C]. Because we can only produce L-batches before u, we
know that before u so many L-batches should be produced that xu is as close to C as
possible. Hence, the total production in [t, u− 1] is

⌈
Dt,v−1+Iv−1−C

L

⌉
L; we subtract

the total demand in [t, u − 1] to get the inventory just before the free production
period.

Also note that if xu > C− L, then the second part of the maximisation in equation
(4.10) is the larger. Otherwise, the first part of this maximisation is the larger.

(h) The demand in [t, u− 1] can only be satisfied by L-batches, so Iu−1 =
⌈

Dt,u−1
L

⌉
L−

Dt,u−1 + lL, that is, in [t, u− 1] we produce enough to satisfy all demand in [t, u− 1]
plus a number of additional L-batches. Suppose that the number of additional L-
batches is lmore > lmax. Then it is possible to produce the same quantity with at
least one batch fewer by producing batches of size larger than L. If we increase the
size of the last lmore − 1 batches in [t, u− 1], then we can omit the batch before that.
The costs will be lower or equal, because the production and holding costs are non-
speculative and K2+

u ≥ K2+
v ∀u < v. Hence, the number of additional L-batches is

at most lmax. Note that, although we presented a direct proof here, part (h) can also
be seen as a corollary of part (g).

The following corollary is a direct consequence of Theorem 4.14.

Corollary 4.15. For CLSMB, there exists an optimal solution such that each regeneration
interval consists of first a number of L-production periods, then one free sub-block, then a
number of C-production periods (of which the last one is F-minimal) and then a number of
F-production periods (some of which may be C-production periods).

Note that the number of L-, free, C- or F-production periods may be zero.

4.4 Algorithms

4.4.1 Uncapacitated lot-sizing with minimum batch sizes

The uncapacitated lot-sizing problem with minimum batch sizes, ULSMB, as described
in Section 4.2, can be solved with the dynamic program below ((4.12)–(4.21)), using the
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properties from Section 4.3.

a(t) = min
s≥t

{b(t, s) + a(s + 1)} t ∈ T (4.12)

a(T + 1) = 0 (4.13)

b(t, s) = min
u,v:t≤u≤v+1≤s+1

{
cL(t, u− 1) + c(t, u, v, s) + cF(v + 1, s)

}
(4.14)

c(t, u, v, s) = 0 if u > v (4.15)

c(t, u, v, s) = pu (q(t, u, v, s)) + Ku

(⌈
q(t, u, v, s)

F

⌉)
+

v

∑
τ=u

hτ

(⌈
Dt,u−1

L

⌉
L + q(t, u, v, s)− Dt,τ

)
else if z(t, u, v, s) ∈ Q (4.16)

c(t, u, v, s) = pu (q(t, u, v, s)) + Ku

(⌈
q(t, u, v, s)

F

⌉)
+

v

∑
τ=u

hτ

(⌈
Dt,u−1

L

⌉
L + q(t, u, v, s)− Dt,τ

)
− p′v+1n∗FF− K2+

v+1n∗F

else if z(t, u, v, s) + n∗FF ∈ QDt,s−�Dt,u−1/L�L (4.17)

c(t, u, v, s) = ∞ otherwise (4.18)

q(t, u, v, s) = z(t, u, v, s) if z(t, u, v, s) ∈ Q (4.19)

q(t, u, v, s) = z(t, u, v, s) + n∗FF else if z(t, u, v, s) + n∗FF ∈ QDt,s−�Dt,u−1/L�L (4.20)

z(t, u, v, s) = Dts −
⌈

Dt,u−1

L

⌉
L−

⌊
Dv+1,s

F

⌋
F (4.21)

a(t) gives the minimum costs for period t until T (the end of the horizon), when t is
the start of a regeneration interval. In period t, we must decide in which period s the
current regeneration interval will end. In that case, the costs in [t, s] are given by b(t, s)
and the costs in [s + 1, T] are computed recursively. The minimum costs for the entire
problem are the given by a(1).

Because of Corollary 4.10, we know that in a regeneration interval, we first have
L-production periods, then a free production period and then F-production periods.
Note that some of these three types may be absent in a regeneration interval. In order
to compute b(t, s), we therefore need to decide which period u is the free production
period and which period v + 1 is the first production period after that, i.e. the first
F-production period.

The production quantity in (free) period u, q(t, u, v, s), is given in equations (4.19)
and (4.20). ‘Normally’, this equals z(t, u, v, s), as defined in (4.21) as the total demand
in regeneration interval [t, s] minus all the L-batches that are necessary to satisfy all de-
mand in periods t until u− 1, minus all the F-batches that can be produced to satisfy
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no more than all demand in periods v + 1 until s. However, if z(t, u, v, s) is an infeasi-
ble production quantity, n∗F additional F-batches need to be produced in period u, as
described in Section 4.3.1. The costs of the free sub-block [u, v], c(t, u, v, s), are com-
puted in equation (4.16) as the production plus set-up plus holding costs, where the
inventory in period τ is computed as the total production quantity in the L-production
periods (in [t, u− 1]) plus the quantity in the free period minus all demand in periods t
until τ. If n∗F additional F-batches are produced in period u, as in equation (4.17), then
we will double-count the production and set-up costs of these n∗F batches in period
v + 1, so we already subtract these costs in period u.

We can find the values of cL(t, u− 1) by solving an auxiliary classic (uncapacitated)
lot-sizing problem on a horizon [t, u− 1] with demand adjusted as follows:

d̃τ =
(⌈

Dt,τ

L

⌉
−
⌈

Dt,τ−1

L

⌉)
L τ = t, . . . , u− 1 (4.22)

Here, d̃ denotes the (adjusted) demand in the auxiliary problem. Solving this auxiliary
problem could be sped up by using that at most lmax L-batches are produced in one
production period. Notice that all demands are multiples of L. This means that an
optimal solution of this auxiliary problem will have production quantities that are also
multiples of L. This is similar to the way a classic lot-sizing problem with integer
demand has an optimal solution with integer production quantities, but here, we use
L as a ‘unit’. Notice that the optimal value of the auxiliary problem differs from the
value of cL(t, u − 1) by only a constant. The production quantities of the solution of
this classic problem can then be used to compute the value of cL(t, u− 1) (in the lot-
sizing problem with minimum batch sizes). If t > u − 1, then the auxiliary problem
would have an empty horizon; we define cL(t, u − 1) = 0 in this case. If u − 1 =
s 	= T, then we define cL(t, u − 1) = ∞, because the inventory must be zero at the
end of a regeneration interval and we accomplish this by having a free period in each
regeneration interval (which may happen to be an L- or F-production period). If u−
1 = s = T, then we solve the auxiliary problem as usual. This corresponds to the case
with a nonzero final inventory, as described in Theorem 4.11.

Similarly, we can find cF(v + 1, s) by solving an auxiliary classic (uncapacitated)
lot-sizing problem on a horizon [v + 1, s] with demand adjusted as follows:

d̃τ =
(⌊

Dτ,s

F

⌋
−
⌊

Dτ+1,s

F

⌋)
F τ = v + 1, . . . , s (4.23)
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Here, d̃ denotes the (adjusted) demand in the auxiliary problem. Notice that all de-
mands are multiples of F. This means that an optimal solution of this auxiliary prob-
lem will have production quantities that are also multiples of F. Notice that the op-
timal value of the auxiliary problem differs from the value of cF(v + 1, s) by only a
constant. The production quantities of the solution of this classic problem can then
be used to compute the value of cF(v + 1, s) (in the lot-sizing problem with minimum
batch sizes). If v + 1 > s, then the auxiliary problem would have an empty horizon;
we define cF(v + 1, s) = 0 in this case. If v + 1 = t, then we define cF(v + 1, s) = ∞,
because the inventory must be zero at the beginning of a regeneration interval and
we accomplish this by having a free period in each regeneration interval (which may
happen to be an L- or F-production period).

Complexity

The time complexity of this algorithm is O
(
T4), because there are O

(
T2) values of

b(t, s) that need to be computed and computing one value takes O
(
T2) time. More-

over, there areO
(
T4) values of c(t, u, v, s), q(t, u, v, s) and z(t, u, v, s); each of these val-

ues can be computed in constant time. (We could eliminate the inventory variables and
thus the holding costs by adjusting the production costs. See Pochet and Wolsey, 2006,
Obs. 7.4.) Also, there are O

(
T2) values of cL(t, u − 1) and cF(v + 1, s), and comput-

ing one value involves solving a classic lot-sizing problem with nonspeculative costs,
which takesO (T) time with the algorithm by Wagelmans et al. (1992), Federgruen and
Tzur (1991) or Aggarwal and Park (1993).

The necessary memory is O
(
T2), to store all b(t, s). c(t, u, v, s), q(t, u, v, s) and

z(t, u, v, s) are used only once, so they do not need to be stored.

4.4.2 An O
(
T9
)

algorithm for CLSMB

The capacitated lot-sizing problem with minimum batch sizes described in Section 4.2,
can be solved with the dynamic program below, (4.24)–(4.35)), using the properties
from Section 4.3.2.

A(t) = min
s≥t

{B(t, s) + A(s + 1)} t ∈ T (4.24)

A(T + 1) = 0 (4.25)
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B(t, s) = min
u, v, w, k ∈ N :
t ≤ u− 1 ≤ v ≤ w ≤ s
k ≤ w− v

⎧⎪⎪⎪⎨⎪⎪⎪⎩
CL(t, u, v, w, s, k) +
C f ree(t, u, v, w, s, k)
+ CC(v, w, s, k) +
CF(w + 1, s)

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (4.26)

C f ree(t, u, v, w, s, k) = 0 if u > v (4.27)

C f ree(t, u, v, w, s, k) = pu (q(t, u, v, w, s, k)) + Ku

(⌈
q(t, u, v, w, s, k)

F

⌉)
+

v

∑
τ=u

hτ

(
Istart f ree(t, u, v, w, s, k) + q(t, u, v, w, s, k)− Du,τ

)
else if z(t, u, v, w, s, k) ∈ QC (4.28)

C f ree(t, u, v, w, s, k) = pu (q(t, u, v, w, s, k)) + Ku

(⌈
q(t, u, v, w, s, k)

F

⌉)
+

v

∑
τ=u

hτ

(
Istart f ree(t, u, v, w, s, k) + q(t, u, v, w, s, k)− Du,τ

)
−p′v+1n∗FF− K2+

v+1n∗F else if q(t, u, v, w, s, k) ∈ QC (4.29)
C f ree(t, u, v, w, s, k) = ∞ otherwise (4.30)

q(t, u, v, w, s, k) = z(t, u, v, w, s, k) if z(t, u, v, w, s, k) ∈ Q (4.31)
q(t, u, v, w, s, k) = z(t, u, v, w, s, k) + n∗FF otherwise (4.32)
z(t, u, v, w, s, k) = Du,v−1 − Istart f ree(t, u, v, w, s, k)

+Iend f ree(v, w, s, k) (4.33)

Istart f ree(t, u, v, w, s, k) = max
{⌈

Dt,u−1

L

⌉
L− Dt,u−1,⌈

Dt,v−1 + Iend f ree(v, w, s, k)− C
L

⌉
L− Dt,u−1

}
(4.34)

Iend f ree(v, w, s, k) = Dv,s −
⌊

Dw+1,s

F

⌋
F− kC (4.35)

A(t) gives the minimum costs for period t until T (the end of the horizon), when t
is the start of a regeneration interval. In period t, we must decide in which period s the
current regeneration interval will end. In that case, the costs in [t, s] are given by B(t, s)
and the costs in [s + 1, T] are computed recursively. The minimum costs for the entire
problem are the given by A(1).

Because of Theorem 4.14, we know that in a regeneration interval, we first have L-
production periods, then a free production period and then F-production periods. We
also know that if a sequence of consecutive C-sub-blocks starts in period v + 1, then
one of these C-sub-blocks must also be a minimal F-sub-block. Let w be the last period
of the first minimal F-sub-block after v. We split the part of the regeneration interval
with F-production periods in two parts, [v + 1, w] and [w + 1, s]. In total, this splits the
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regeneration interval in four parts. The costs in these four parts are denoted by CL,
C f ree, CC and CF, respectively. Note that some of these four types may be absent in a
regeneration interval (then the costs in that part are zero). In order to compute B(t, s),
the costs in regeneration interval [t, s], we need to decide:

• which period u is the free production period,

• which period v + 1 is the first production period after the free production period
(the first C-production period),

• which period w is the last period of the first minimal F-sub-block after v (if v + 1
is a C-production period, otherwise w = v),

• how many C-production periods there are in [v + 1, w] (denoted by k).

The inventory at the end of the free production period, Iv, is given by
Iend f ree(v, w, s, k) in equation (4.35), in accordance with Theorem 4.14(e), but disregard-
ing the quantity that may need to be added to the inventory to make the produc-
tion quantity in the free production period feasible, which is dealt with in equation
(4.29). The inventory at the beginning of the free production period, Iu−1, is given by
Istart f ree(t, u, v, w, s, k) in equation (4.34), in accordance with Theorem 4.14(g). Here, it
is not necessary to consider the quantity that may need to be added to the inventory
at the end of the free sub-block to make the production quantity in the free production
period feasible, because we would add the smallest quantity possible and if we then
increased Iu−1 by a multiple of L, thereby decreasing xu again, we can show that this
would always make xu infeasible again. Assume that z 	∈ Q and n∗F is the smallest
number of batches that makes xu = z + n∗FF feasible. Suppose that there is a smaller
number ñ < n∗F that makes xu = z + ñF− lL feasible if we increase Iu−1 by lL for some
l ∈ N. Now, we know that ∃p ∈ N : pL ≤ z + ñF − lL ≤ pF, because z + ñF − lL is
feasible. But then, pL + lL ≤ z + ñF ≤ pF + lL ≤ (p + l)F, implying that z + ñF ∈ Q,
contradicting minimality of n∗F.

The production quantity in (free) period u, q(t, u, v, w, s, k), is given in equations
(4.31) and (4.32). ‘Normally’, this equals z(t, u, v, w, s, k), as defined in (4.33) as the
total demand minus the starting inventory plus the ending inventory, all in in the free
sub-block [u, v]. However, if z(t, u, v, w, s, k) is an infeasible production quantity, n∗F
additional F-batches need to be produced in period u, as described in Theorem 4.14(e).

The costs of the free sub-block [u, v], C f ree(t, u, v, w, s, k), are computed in equation
(4.28) as the production plus set-up plus holding costs, where the inventory in period τ

is computed as the initial inventory in period u plus the production quantity in the free
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period minus all demand in periods u until τ. If n∗F additional F-batches are produced
in period u, as in equation (4.29), then we will double-count the production and set-up
costs of these n∗F batches in period v + 1, so we already subtract these costs in period u.
Naturally, the quantity produced in the free production period cannot be higher than
the production quantity; otherwise this choice for (t, u, v, w, s, k) is infeasible.

We can find the values of CL(t, u, v, w, s, k) by solving an auxiliary lot-sizing prob-
lem with constant capacities on a horizon [t, u− 1] with demand adjusted as follows:

d̃τ =
(⌈

Dt,τ

L

⌉
−
⌈

Dt,τ−1

L

⌉)
L τ = t, . . . , u− 2 (4.36)

d̃u−1 = Dt,u−1 + Istart f ree(t, u, v, w, s, k)−
⌈

Dt,u−2

L

⌉
L (4.37)

= Dt,u−1 + max

{⌈
Dt,u−1

L

⌉
L,

⌈
Dt,v−1 + Iend f ree(v, w, s, k)− C

L

⌉
L

}

−Dt,u−1 −
⌈

Dt,u−2

L

⌉
L

= max

⎧⎨⎩
⌈

Dt,u−1

L

⌉
L,

⎡⎢⎢⎢
Dt,s −

⌊
Dw+1,s

F

⌋
F− (k + 1)C

L

⎤⎥⎥⎥ L

⎫⎬⎭−
⌈

Dt,u−2

L

⌉
L

Here, d̃ denotes the (adjusted) demand in the auxiliary problem. The production ca-
pacity is C

F L, because only L-batches can be produced in each period. Moreover, we
know that at most

⌈ F
F−L

⌉
− 1 L-batches are produced in one production period. Hence,

the production capacity of this auxiliary problem is min
{

C
F ,
⌈ F

F−L
⌉
− 1

}
L. Notice that

all demand and the production capacity are multiples of L. This means that an opti-
mal solution of this auxiliary problem will have production quantities that are also
multiples of L. The solution of this classic problem can then be used to compute
the value of CL(t, u, v, w, s, k) (in the lot-sizing problem with minimum batch sizes).
If t > u − 1, then the auxiliary problem would have an empty horizon; we define
CL(t, u, v, w, s, k) = 0 in this case. If u− 1 = s 	= T, then we define CL(t, u, v, w, s, k) =
∞, because the inventory must be zero at the end of a regeneration interval and we ac-
complish this by having a free period in each regeneration interval (which may happen
to be an L- or F-production period). If u− 1 = s = T, then we solve the auxiliary prob-
lem as usual. This corresponds to the case with a nonzero final inventory, as described
in Theorem 4.11, which also holds in the capacitated case.



4.4 Algorithms 121

Similarly, we can find CF(w + 1, s) by solving an auxiliary lot-sizing problem with
constant capacities on a horizon [w + 1, s] with demand adjusted as follows:

d̃τ =
(⌊

Dτ,s

F

⌋
−
⌊

Dτ+1,s

F

⌋)
F τ = w + 1, . . . , s (4.38)

Here, d̃ denotes the (adjusted) demand in the auxiliary problem. Notice that we used
that Iw = Dw+1,s −

⌊
Dw+1,s

F

⌋
F, because in w a minimal F-period ends. (See the proof

of Theorem 4.14(e).) The production capacity is C. All demand and the production
capacity are multiples of F, so an optimal solution of this auxiliary problem will have
production quantities that are also multiples of F. The solution of this classic prob-
lem can then be used to compute the value of CF(w + 1, s) (in the lot-sizing problem
with minimum batch sizes). If v + 1 > s, then the auxiliary problem would have an
empty horizon; we define CF(w + 1, s) = 0 in this case. If v + 1 = t, then we define
CF(w + 1, s) = ∞, because the inventory must be zero at the beginning of a regen-
eration interval and we accomplish this by having a free period in each regeneration
interval (which may happen to be an L- or F-production period).

Finally, we can find CC(v, w, s, k) by solving an auxiliary (single-item) discrete lot-
sizing problem with constant capacities on a horizon [v + 1, w] with demand adjusted
as follows:

d̃τ = max
{

0, dτ −max{Iend f ree(v, w, s, k)− Dv+1,τ−1, 0}
}

for τ = v + 1, . . . , w− 1 (4.39)

d̃w = max
{

0, dτ + Dw+1,s −
⌊

Dw+1,s

F

⌋
F

−max{Iend f ree(v, w, s, k)− Dv+1,τ−1, 0}
}

(4.40)

Here, d̃ denotes the (adjusted) demand in the auxiliary problem. In each period except
w, this adjusted demand equals the original demand minus what is left of the inventory
at the beginning of [v + 1, w], remembering that demand is nonnegative. For d̃w, we
must also produce Iw; we used that Iw = Dw+1,s −

⌊
Dw+1,s

F

⌋
F again. The solution

of this discrete lot-sizing problem can be used to compute the value of CC(v, w, s, k)
(in the lot-sizing problem with minimum batch sizes). If v > w, then the auxiliary
problem would have an empty horizon; we define CC(v, w, s, k) = 0 in this case. If
v + 1 = t, then we define CC(v, w, s, k) = ∞, because the inventory must be zero at the
beginning of a regeneration interval and we accomplish this by having a free period in
each regeneration interval (which may happen to be an L-, F- or C-production period).
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Complexity

The time complexity of this algorithm isO
(
T9). There areO

(
T2) values of B(t, s) that

need to be computed. Computing one value takes O
(
T4) time, because we need to

minimise over u, v, w and k, which can each take on O (T) values. Hence, computing
all B(t, s) takes O

(
T6) time. Moreover, there are O

(
T6) values of C f ree(t, u, v, w, s, k),

q(t, u, v, w, s, k) and z(t, u, v, w, s, k), that can each be computed in constant time. Fur-
thermore, there are O

(
T6) values of Istart f ree(t, u, v, w, s, k) and O

(
T4) values of

Iend f ree(v, w, s, k), that can each also be computed in constant time. Also, there are
O
(
T4) values of CC(v, w, s, k) and computing one value involves solving a (single-

item) discrete lot-sizing problem with constant capacities, which takes O (T ln T) time
with the algorithm by Van Vyve (2007) (see also Van Vyve, 2003), so computing all
values takes O

(
T5 ln T

)
time. Finally, there are O

(
T6) values of CL(t, u, v, w, s, k) and

O
(
T2) values of CF(w + 1, s), and computing one value involves solving a (single-

item) lot-sizing problem with constant capacities, which takesO
(
T3) time with the al-

gorithm by Van Hoesel and Wagelmans (1996). Hence, computing all CL(t, u, v, w, s, k)
and CF(w + 1, s) takes O

(
T9), respectively O

(
T5) time. We conclude that the overall

time complexity of this algorithm is O
(
T9).

Note that if K1
t ≥ K1

s for each t ≤ s, then the lot-sizing problem with constant
capacities can be solved in O

(
T2) time with the algorithm by Chung and Lin (1988)

or Van den Heuvel and Wagelmans (2006), reducing the time complexity of our algo-
rithm to O

(
T8). If K1

t = K2+
t for all t ∈ T , then the lot-sizing problem with constant

capacities can be solved inO (T ln T) time with the algorithm by Ahuja and Hochbaum
(2008), reducing the time complexity of our algorithm to O

(
T7 ln T

)
.

The necessary memory isO
(
T4), to store all CC(v, w, s, k), Iend f ree(v, w, s, k), CF(w +

1, s) and B(t, s). Note that it would not affect the O
(
T9) running time if we did not

store CC(v, w, s, k) and Iend f ree(v, w, s, k), and recomputed them when needed. It is
therefore also possible for this algorithm to run in only O

(
T2) memory. CL(t, u, v, w,

s, k), Istart f ree(t, u, v, w, s, k), C f ree(t, u, v, w, s, k), q(t, u, v, w, s, k) and z(t, u, v, w, s, k) are
only used in the regeneration interval [t, s] for one particular choice of u, v, w and k, so
they do not need to be stored.

4.4.3 An O
(
T6 F

F−L

)
algorithm for CLSMB

Although we can solve CLSMB with the O
(
T9) time algorithm described in Section

4.4.2, we will here present an alternative dynamic program that runs in O
(
T6lmax

)
time. As we will explain at the end of this section, this algorithm may be faster under
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certain circumstances. TheO
(
T6lmax

)
time algorithm is given in the dynamic program

below, (4.41)–(4.52), which again uses the properties from Section 4.3.2. Most of this
dynamic program is quite similar to the one presented in the previous section.

A(t) = min
s≥t

{B(t, s) + A(s + 1)} t ∈ T (4.41)

A(T + 1) = 0 (4.42)

B(t, s) = min
u, v, w, k, l ∈ N :
t ≤ u− 1 ≤ v ≤ w ≤ s
k ≤ w− v, l ≤ lmax

{
CL(t, u, l) + C f ree(t, u, v, w, s, l, k)
+ CC(v, w, s, k) + CF(w + 1, s)

}
(4.43)

C f ree(t, u, v, w, s, k) = 0 if u > v (4.44)

C f ree(t, u, v, w, s, l, k) = pu (q(t, u, v, w, s, l, k)) + Ku

(⌈
q(t, u, v, w, s, l, k)

F

⌉)
+

v

∑
τ=u

hτ

(
Istart f ree(t, u, l) + q(t, u, v, w, s, l, k)− Du,τ

)
else if z(t, u, v, w, s, l, k) ∈ QC (4.45)

C f ree(t, u, v, w, s, l, k) = pu (q(t, u, v, w, s, l, k)) + Ku

(⌈
q(t, u, v, w, s, l, k)

F

⌉)
+

v

∑
τ=u

hτ

(
Istart f ree(t, u, l) + q(t, u, v, w, s, l, k)− Du,τ

)
−p′v+1n∗FF− K2+

v+1n∗F else if q(t, u, v, w, s, l, k) ∈ QC (4.46)
C f ree(t, u, v, w, s, l, k) = ∞ otherwise (4.47)

q(t, u, v, w, s, l, k) = z(t, u, v, w, s, l, k) if z(t, u, v, w, s, l, k) ∈ Q (4.48)
q(t, u, v, w, s, l, k) = z(t, u, v, w, s, l, k) + n∗FF otherwise (4.49)
z(t, u, v, w, s, l, k) = Du,v−1 − Istart f ree(t, u, l) + Iend f ree(v, w, s, k) (4.50)

Istart f ree(t, u, l) =
⌈

Dt,u−1

L

⌉
L− Dt,u−1 + lL (4.51)

Iend f ree(v, w, s, k) = Dv,s −
⌊

Dw+1,s

F

⌋
F− kC (4.52)

A(t) gives the minimum costs for period t until T (the end of the horizon), when t
is the start of a regeneration interval. In period t, we must decide in which period s the
current regeneration interval will end. In that case, the costs in [t, s] are given by B(t, s)
and the costs in [s + 1, T] are computed recursively. The minimum costs for the entire
problem are the given by A(1).

We split each regeneration interval in four parts, exactly as in Section 4.4.2. The
costs in these four parts are denoted by CL, C f ree, CC and CF, respectively. Note that
some of these four types may be absent in a regeneration interval (then the costs in that
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part are zero). In order to compute B(t, s), the costs in regeneration interval [t, s], we
need to decide:

• which period u is the free production period,

• the number of L-batches produced in [t, u− 1] (denoted by l),

• which period v + 1 is the first production period after the free production period
(the first C-production period),

• which period w is the last period of the first minimal F-sub-block after v (if v + 1
is a C-production period, otherwise w = v),

• how many C-production periods there are in [v + 1, w] (denoted by k).

The inventory at the beginning of the free production period, Iu−1, is given by
Istart f ree(t, u, l) in equation (4.51), in accordance with Theorem 4.14(h). The inventory
at the end of the free production period, Iv−1, is given by Iend f ree(v, w, s, k) in equation
(4.52), in accordance with Theorem 4.14(e); this is the same as in Section 4.4.2.

The production quantity in (free) period u, q(t, u, v, w, s, l, k), is given in equations
(4.48) and (4.49). ‘Normally’, this equals z(t, u, v, w, s, l, k), as defined in (4.50) as the
total demand minus the starting inventory plus the ending inventory, all in in the free
sub-block [u, v− 1]. However, if z(t, u, v, w, s, l, k) is an infeasible production quantity,
n∗F additional F-batches need to be produced in period u, as described in Theorem
4.14(e).

The costs of the free sub-block [u, v − 1], C f ree(t, u, v, w, s, l, k), are computed in
equation (4.45) as the production plus set-up plus holding costs, where the inventory
in period τ is computed as the initial inventory in period u plus the production quan-
tity in the free period minus all demand in periods u until τ. If n∗F additional F-batches
are produced in period u, as in equation (4.46), then we will double-count the produc-
tion and set-up costs of these n∗F batches in period v + 1, so we already subtract these
costs in period u. Naturally, the quantity produced in the free production period can-
not be higher than the production quantity; otherwise this choice for (t, u, v, w, s, l, k) is
infeasible.

We can find the values of CL(t, u, l) by solving an auxiliary lot-sizing problem with
constant capacities on a horizon [t, u− 1] with demand adjusted as follows:

d̃τ =
(⌈

Dt,τ

L

⌉
−
⌈

Dt,τ−1

L

⌉)
L τ = t, . . . , u− 2 (4.53)
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d̃u−1 =
(⌈

Dt,u−1

L

⌉
−
⌈

Dt,u−2

L

⌉)
L + lL (4.54)

= Dt,u−1 +
⌈

Dt,u−1

L

⌉
L− Dt,u−1 + lL−

⌈
Dt,u−2

L

⌉
L

= Dt,u−1 + Istart f ree(t, u, l)−
⌈

Dt,u−2

L

⌉
L

Here, d̃ denotes the (adjusted) demand in the auxiliary problem. The production ca-
pacity is C

F L, because only L-batches can be produced in each period. Moreover, we
know that at most

⌈ F
F−L

⌉
− 1 L-batches are produced in one production period. Hence,

the production capacity of this auxiliary problem is min
{

C
F ,
⌈ F

F−L
⌉
− 1

}
L. Notice that

all demand and the production capacity are multiples of L. This means that an optimal
solution of this auxiliary problem will have production quantities that are also multi-
ples of L. The solution of this classic problem can then be used to compute the value
of CL(t, u, l) (in the lot-sizing problem with minimum batch sizes).

We can find CF(w + 1, s) and CC(v, w, s, k) in the same way as in Section 4.4.2.

Complexity

The time complexity of this algorithm is O
(
T6lmax

)
. There are O

(
T2) values of B(t, s)

that need to be computed. Computing one value takes O
(
T4lmax

)
time, because we

need to minimise over l, which can take on O (lmax) different values, and over u, v,
w and k, which can each take on O (T) values. Hence, computing all B(t, s) takes
O
(
T6lmax

)
time. Moreover, there are O

(
T6lmax

)
values of C f ree(t, u, v, w, s, l, k), q(t, u,

v, w, s, l, k) and z(t, u, v, w, s, l, k), that can each be computed in constant time. Further-
more, there are O

(
T2lmax

)
values of Istart f ree(t, u, l) and O

(
T4) values of Iend f ree(v,

w, s, k), that can each also be computed in constant time. Also, there are O
(
T4) val-

ues of CC(v, w, s, k) and computing one value involves solving a (single-item) discrete
lot-sizing problem with constant capacities, which takes O (T ln T) time with the al-
gorithm by Van Vyve (2007) (see also Van Vyve, 2003), so computing all values takes
O
(
T5 ln T

)
time. Finally, there are O

(
T2lmax

)
values of CL(t, u, l) and O

(
T2) values

of CF(w + 1, s), and computing one value involves solving a (single-item) lot-sizing
problem with constant capacities, which takes O

(
T3) time with the algorithm by Van

Hoesel and Wagelmans (1996). Hence, computing all CL(t, u, l) and CF(w + 1, s) takes
O
(
T5lmax

)
, respectively O

(
T5) time. We conclude that the overall time complexity of

this algorithm is O
(
T6lmax

)
.
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Note that if K1
t ≥ K1

s for each t ≤ s, then the lot-sizing problem with constant
capacities can be solved inO

(
T2) time with the algorithm by Chung and Lin (1988) or

Van den Heuvel and Wagelmans (2006), reducing the time complexity of our algorithm
to O

(
T5lmax + T5 ln T

)
. If K1

t = K2+
t for all t ∈ T , then the lot-sizing problem with

constant capacities can be solved in O (T ln T) time with the algorithm by Ahuja and
Hochbaum (2008), reducing the time complexity of our algorithm to O(lmaxT4 ln T +
T5 ln T).

The necessary memory is O
(
T4 + T2lmax

)
, to store all CL(t, u, l), CC(v, w, s, k),

Istart f ree(t, u, l), and Iend f ree(v, w, s, k), as well as B(t, s) and CF(w + 1, s). C f ree(t, u,
v, w, s, l, k), q(t, u, v, w, s, l, k) and z(t, u, v, w, s, l, k) are used only once, so they do not
need to be stored.

In CLSMB, we can say that the maximum number of L-batches that may be pro-
duced in one period is lmax = min

{⌈ F
F−L

⌉
− 1,

⌊
C
L

⌋}
. That is, the maximum number

of L-batches is not only bounded by the quantity defined in Section 4.2, but also by
the production capacity. Hence, the running time of the algorithm can also be given as
O
(

T6 min
{

F
F−L , C

L

})
⊆ O

(
T6 F

F−L
)
.

When would this algorithm be faster than the O
(
T9) time algorithm from Section

4.4.2? First, notice that O
(
T6 F

F−L
)

is polynomial for a fixed ratio of F and L, because
then, the running time of the algorithm in this section is O

(
T6). This is for instance

the case in Constantino et al. (2010), where it is assumed that L divides F. In that case,
lmax ≤

⌈ F
F−L

⌉
− 1 = 1, which means that we produce at most one L-batch per period.

Moreover, the algorithm in this section may still be faster than the O
(
T9) algorithm if⌈ F

F−L
⌉
− 1 or

⌊
C
L

⌋
is small compared to T3. Only if the capacity is large compared to

the minimum batch size and the minimum and maximum batch size are very close to
each other, the O

(
T9) dynamic program will be faster.

4.5 Conclusion and discussion

In this chapter, we have seen that the uncapacitated lot-sizing problem in which pro-
duction takes place in batches with a (common) minimum size can be solved inO

(
T4)

time with the algorithm presented in Section 4.4.1, under the conditions that the min-
imum and maximum batch sizes are time invariant, the production and holding costs
are nonspeculative, and K2+

t is both at most K1
t and nonincreasing over time. This in-

cludes the case with batch invariant costs and costs that are constant or nonincreasing
over time.
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Furthermore, a capacitated variant of this problem can be solved in O
(
T9) time,

under the same conditions, if the production capacity can be seen as a (time invari-
ant) maximum number of batches that can be produced in one period. We have also
presented a second dynamic program for this problem that runs in O

(
T6lmax

)
=

O
(

T6 min
{

F
F−L , C

L

})
time. Although this is pseudo-polynomial in general, this al-

gorithm may be faster if the capacity is small compared to the minimum batch size
or the minimum and maximum batch size are not too close to each other, the latter of
which is also assumed in some of the literature.

In future research, it would be interesting to find out what the complexity is of the
capacitated, respectively uncapacitated lot-sizing problem with a minimum batch size
under a more general cost structure. That is, if the the production and holding costs
can be speculative, or the fixed costs per batch may increase over time or vary for the
second and higher batches. For a maximum number of batches that can vary over time,
it is clear that the problem is NP-hard, because then this problem can be generalised
to the (standard) lot-sizing problem with time-varying capacities, which is known to
be NP-hard. If the general problem is NP-hard indeed, it would also be worthwhile
to find other special cases that can be solved in polynomial time.

Also in the case that ULSMB or CLSMB is NP-hard, it would be a good idea to
study other ways to solve this problem than dynamic programs. Several authors have
developed valid inequalities for (variants of) this problem, as we mentioned in Section
4.1.1. It would be very interesting to see which other valid inequalities can be found.
Another line of research could investigate good reformulations of the mixed integer
program.

Furthermore, one could try to find even faster algorithms for more restricted ver-
sions of ULSMB and CLSMB.





Chapter 5

Summary of the main results

In this dissertation on green lot-sizing, we have studied how to make production plans
in such a way that the harm that is done to the environment is reduced. The classic lot-
sizing problem has been extended to deal with remanufacturing, an emission capacity
constraint and minimum batch sizes, respectively.

In Chapter 2, we have studied a classic lot-sizing problem that has been extended
with a remanufacturing option, within the framework of reverse logistics. In this ex-
tended problem, known quantities of used products are returned from customers in
each period. There is no demand for these returned products themselves, but they can
be remanufactured, so that they are as good as new. Customer demand can then be
fulfilled by remanufactured items. Alternatively, brand new items can be produced to
fulfill customer demand. In each period, we can choose to set up a process to reman-
ufacture returned products or produce new items. These processes can have separate
or joint set-up costs, and we have studied both problem variants. In both variants, we
have to decide how much to remanufacture and how many new products to manufac-
ture in each period.

First, we have shown that both variants are NP-hard. The variant with separate
set-up costs is even NP-hard if the costs are time-invariant. Next, we have proposed
several alternative MIP formulations of both problems.

Because ‘natural’ lot-sizing formulations provide weak lower bounds, we have pro-
posed tighter formulations for both problems. We have tested their efficiency on a large
number of test data sets and have found the following results. The natural formulation
has a weak LP relaxation and its MIP computation times can become very high, espe-
cially for relatively high set-up costs. If the problem is formulated as a combination
of shortest path problems that are linked together, the LP relaxation is much stronger
and the computation times are lower in general, and this improvement can be substan-
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tial. Because the shortest path formulations have a larger number of variables than the
natural formulation, we have also presented a partial shortest path formulation for the
variant with separate set-ups, which is, in effect, a hybrid between the natural formu-
lation and the shortest paths formulation. In the computational tests, the LP relaxation
of the partial shortest path formulation was as good as that of the (full) shortest path
formulation, while having a size that is smaller (closer to the size of the natural for-
mulation). Whether the partial or full shortest path formulation was faster in terms of
computation times, depended on the parameter values.

Finally, in another approach to obtain a stronger formulation, the (l, S, WW)-inequa-
lities for the classic problem with non-speculative costs were adapted and added to the
natural formulations. Although this improved the performance compared to the nat-
ural formulations, the (partial) shortest path formulations still performed better under
the vast majority of parameter settings.

In Chapter 3, we have considered a generalisation of the lot-sizing problem that
includes a capacity constraint on the total amount of emissions of pollutants over the
entire horizon of the lot-sizing problem. Besides the usual financial costs, there are
emissions associated with production, keeping inventory and setting up the produc-
tion process. We can see these emissions as an alternative cost function of which the
(total) value is constrained. From this point of view, there is also a clear link with bi-
objective optimisation; solving an instance of the lot-sizing problem with an emission
constraint corresponds to finding one specific point in the set of Pareto optimal solu-
tions of the bi-objective lot-sizing problem. Furthermore, a lot-sizing problem with an
emission constraint in which there are m production modes, each with different costs
and emissions, can be seen as a special case of the problem with one production mode
in which there are Tm periods.

We have shown that lot-sizing with an emission constraint is NP-hard and sub-
sequently proposed several solution methods. First, we have presented a Lagrangian
heuristic to provide a feasible solution and lower bound for the problem. This heuristic
runs in O

(
T4) time (where T is the number of time periods). For costs and emissions

for which the zero inventory property is satisfied, we give a pseudo-polynomial algo-
rithm, which can also be used to identify the complete set of Pareto optimal solutions
of the bi-objective lot-sizing problem. Furthermore, we have developed a fully polyno-
mial time approximation scheme (FPTAS) for such costs and emissions and extended
this to deal with general costs and emissions. Special attention has been paid to an
efficient implementation, with an improved rounding technique to reduce the a poste-
riori gap, and a combination of the FPTASes and a heuristic lower bound (such as the
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Lagrangian heuristic’s lower bound). The time complexity of the combined FPTAS for
costs and emissions that satisfy the zero inventory property is O

(
T3 max{ln(opt/LB),1}

ε

)
,

where opt is the optimal value, LB is a lower bound and ε is the required precision. In

the general case, the running time becomes O
(

T3 max{(ln(opt/LB))2,1}
ε

)
.

We have carried out extensive computational tests and the main results of these are
as follows. First, the Lagrangian heuristic gives solutions that are very close to the op-
timum. Moreover, the FPTASes have a much better performance in terms of their gap
than the a priori imposed precision. The FPTASes that use the Lagrangian heuristic’s
lower bound are very fast, even when compared to CPLEX. In case the costs and emis-
sions satisty the zero inventory property, they are even faster. We have seen that the
instances that are the hardest to solve, are constructed in such a way that they often vi-
olate the zero inventory property. Instances with more than one production mode are
the hardest in this regard. However, our algorithms are able to solve instances with
more general concave cost and emission functions than CPLEX is.

In Chapter 4, we have studied lot-sizing problems in which production takes place
in batches, where each batch has a minimum and maximum size. Imposing a mini-
mum batch size in each period can have positive effects on the environment, because
in this way, we prevent products from being transported by almost empty vehicles or
machines from producing only very few units of a product per batch. We have stud-
ied two variants of this problem: one in which there is a maximum number of batches
that can be produced in each period, and an uncapacitated one. For both variants, we
have assumed that there is a non-speculative cost structure and that the minimum and
minimum size are time-invariant. We have also assumed that, within one period, the
fixed costs per batch are constant in the number of batches, with the exception of the
first batch, which may have higher set-up costs.

We have proven several properties of an optimal solution. These properties were
then used in a number of dynamic programs. Herewith, the uncapacitated problem
can be solved in O

(
T4) time, and the capacitated problem can be solved in O

(
T9)

time, where T is again the number of time periods. We have also presented a sec-
ond dynamic program for this capacitated problem that runs in O

(
T6 min

{
F

F−L , C
L

})
time, where C is the production capacity per period. Although this algorithm runs in
pseudo-polynomial time in general, it may be faster than the O

(
T9) algorithm if the

capacity is small compared to the minimum batch size, or the minimum and maximum
batch size are not too close to each other. The latter is true, for instance, if the ratio of L
and F is fixed. In this case the algorithm does run in polynomial time.
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In this dissertation, we have seen three examples of how lot-sizing models can be
adapted to include environmental considerations, in order to reduce the environmen-
tal impact of the production process on an operational level. Moreover, we have pre-
sented MIP formulations, heuristics, FPTASes and dynamic programs that are able to
solve these problems effectively and efficiently. Of course, we do not claim to have
answered all questions arising in green lot-sizing. The authors mentioned throughout
this dissertation have made valuable progress towards greening the lot-sizing problem
(most notably Absi et al., 2010; Van den Heuvel et al., 2011; Benjaafar et al., 2013). All
in all, we hope that this dissertation has answered a few questions and will encourage
other researchers to study more aspects of green lot-sizing.



Nederlandse samenvatting
(Summary in Dutch)

In dit proefschrift over groene ordergroottebepaling (Green lot-sizing in het Engels)
hebben we bestudeerd hoe men productieschema’s op zo’n manier kan maken dat de
schade die wordt veroorzaakt aan het milieu wordt beperkt. Het klassieke ordergroot-
teprobleem is uitgebreid, zodat rekening kan worden gehouden met respectievelijk
herfabricage, een beperkte emissiecapaciteit en minimale batchgroottes.

In het kader van retourlogistiek (reverse logistics) is het klassieke ordergroottepro-
bleem in hoofdstuk 2 uitgebreid met een herfabricageoptie. In dit uitgebreide pro-
bleem worden in iedere periode bekende hoeveelheden gebruikte producten door klan-
ten geretourneerd. Naar deze geretourneerde producten zelf bestaat geen vraag, maar
zij kunnen worden geherfabriceerd, zodat ze zo goed als nieuw zijn. De vraag van
klanten kan dan worden vervuld door geherfabriceerde items. Als alternatief kunnen
ook gloednieuwe items worden geproduceerd om in de vraag van klanten te voor-
zien. In elke periode kunnen we ervoor kiezen om een proces op te starten om gere-
tourneerde producten te herfabriceren of nieuwe items te produceren. Deze processen
kunnen aparte of gezamenlijke opstartkosten (set-up costs) hebben en we hebben beide
varianten van het probleem onderzocht. Bij beide varianten moeten we voor elke pe-
riode beslissen hoeveel er geherfabriceerd en hoeveel er nieuw geproduceerd wordt.

Eerst hebben we bewezen dat beide varianten NP-moeilijk (NP-hard) zijn. De
variant met aparte opstartkosten is zelfs NP-moeiljk als de kosten constant zijn over
de tijd. Vervolgens hebben we verschillende alternatieve formuleringen van het ge-
mengd geheeltallige programmeringsprobleem (MIP) voorgesteld. Omdat ‘natuurlijke’
formuleringen van het ordergrootteprobleem slechte ondergrenzen voor de minimale
kosten opleveren, hebben we formuleringen voor beide problemen voorgesteld waar-
van de LP-relaxatie het toegelaten gebied van het gemengd geheeltallige probleem
beter benadert. We hebben hun efficiëntie getest op een groot aantal testdatasets en
de volgende resultaten gevonden. De natuurlijke formulering heeft een zwakke LP-
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relaxatie en haar MIP-rekentijden kunnen erg hoog worden, vooral voor relatief hoge
opstartkosten. Als het probleem wordt geformuleerd als een combinatie van aan el-
kaar verbonden kortste-padproblemen, dan is de LP-relaxatie veel sterker en zijn de
rekentijden in het algemeen lager, en deze verbetering kan substantieel zijn. Omdat de
kortste-padformuleringen een groter aantal variabelen hebben dan de natuurlijke for-
mulering, hebben we ook een gedeeltelijke kortste-padformulering gepresenteerd voor
de variant met aparte opstartkosten. Dit is een hybride vorm, tussen de natuurlijke for-
mulering en de korste-padformulering. In de rekentesten was de LP-relaxatie van de
gedeeltelijke kortste-padformulering net zo goed als die van de (volledige) kortste-
padformulering, terwijl de grootte van de gedeeltelijke formulering kleiner was (dich-
ter bij de grootte van de natuurlijke formulering). Of de gedeeltelijke of volledige
kortste-padformulering een kortere rekentijd had, hing af van de parameterwaarden.

In een andere benadering van het verkrijgen van een sterkere formulering zijn ten
slotte de (l, S, WW)-ongelijkheden voor het klassieke probleem met niet-speculatieve
kosten aangepast en toegevoegd aan de natuurlijke formuleringen. Hoewel dit de
prestaties verbeterde vergeleken met de natuurlijke formuleringen, presteerde de (ge-
deeltelijke) kortste-padformuleringen nog steeds beter voor een grote meerderheid van
de parameterinstellingen.

In hoofdstuk 3 hebben we een generalisatie van het ordergrootteprobleem
beschouwd die een beperking bevat van de totale hoeveelheid emissies van vervui-
lende stoffen over de gehele horizon van het ordergrootteprobleem. Behalve de ge-
bruikelijke financiële kosten zijn er emissies verbonden aan productie, het houden van
voorraad en het opstarten van het productieproces. We kunnen deze emissies zien als
een alternatieve kostenfunctie, waarvan de (totale) waarde is gerestricteerd. Vanuit
dit oogpunt is er ook een duidelijke overeenkomst met optimalisatie van twee doel-
stellingsfuncties (bi-objective optimisation); het oplossen van een instantie van het or-
dergrootteprobleem met een emissierestrictie correspondeert met het vinden van één
specifiek punt in de verzameling van pareto-optimale oplossingen van het ordergroot-
teprobleem met twee doelstellingsfuncties. Verder kan een ordergrootteprobleem met
een emissierestrictie waarin er m productiemodi zijn, elk met verschillende kosten en
emissies, gezien worden als een speciaal geval van het probleem met één productie-
modus waarin er Tm periodes zijn.

We hebben bewezen dat ordergroottebepaling met een emissierestrictie NP-moei-
lijk is en vervolgens verschillende oplossingsmethodes voorgesteld. Eerst hebben we
een lagrangeheuristiek gepresenteerd om een toegelaten oplossing en een ondergrens
voor het probleem te verschaffen. De looptijd van deze heuristiek is van orde O

(
T4)
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(waarbij T het aantal tijdsperiodes is). Voor kosten en emissies waarvoor aan de zero
inventory property (nul-voorraadeigenschap) wordt voldaan, geven we een pseudo-
polynomiaal algoritme, dat ook gebruikt kan worden om de gehele verzameling te be-
palen van pareto-optimale oplossingen van het ordergrootteprobleem met twee doel-
stellingsfuncties. Verder hebben we een volledig polynomiaal approximatieschema
(FPTAS) ontwikkeld voor zulke kosten en emissies en dit uitgebreid om algemene
kosten en emissies aan te kunnen. Speciale aandacht is besteed aan een efficiënte
implementatie met een verbeterde afrondingstechniek om de a posteriori gap (het
verschil met de optimale waarde) te reduceren, en een combinatie van de FPTAS’en
en een heuristische ondergrens (zoals de ondergrens van de lagrangeheuristiek). De
tijdscomplexiteit van de gecombineerde FPTAS’en voor kosten en emissies die aan de
nul-voorraadeigenschap voldoen, is O

(
T3 max{ln(opt/LB),1}

ε

)
, waarbij opt de optimale

waarde is, LB een ondergrens en ε de vereiste precisie. In het algemene geval wordt de

looptijd van het algoritme O
(

T3 max{(ln(opt/LB))2,1}
ε

)
.

We hebben uitgebreide rekentesten uitgevoerd en de belangrijkste resultaten daar-
van zijn als volgt. Ten eerste geeft de lagrangeheuristiek oplossingen die zeer dicht bij
het optimum liggen. Bovendien hebben de FPTAS’en een veel kleinere gap dan de a
priori vereiste gap. De FPTAS’en die de ondergrens van de lagrangeheuristiek gebrui-
ken zijn zeer snel, zelfs vergeleken met CPLEX. In het geval dat de kosten en emissies
aan de nul-voorraadeigenschap voldoen zijn zij zelfs nog sneller. We hebben gezien
dat de instanties die het moeilijkst op te lossen zijn, een optimale oplossing hebben die
vaak de nul-voorraadeigenschap schendt. Instanties met meer dan één productiemo-
dus zijn het moeilijkst in dit opzicht. Onze algoritmes zijn echter in staat om instanties
op te lossen met algemenere concave kosten- en emissiefuncties dan CPLEX.

In hoofdstuk 4 hebben we ordergrootteproblemen bestudeerd waarin productie
plaatsvindt in batches, waarin iedere batch zowel een minimale als maximale grootte
heeft. Het opleggen van een minimale batchgrootte kan positieve effecten hebben op
het milieu, want op deze manier voorkomen we dat producten worden vervoerd door
bijna lege voertuigen of dat machines per batch slechts zeer weinig eenheden van een
product produceren. We hebben twee varianten van dit probleem bestudeerd: een
waarin er een maximumaantal batches is dat kan worden geproduceerd in iedere pe-
riode, en een ongecapaciteerde variant. Voor beide varianten hebben we aangenomen
dat er een niet-speculatieve kostenstructuur is en dat de minimale en maximale grootte
constant zijn over de tijd. We hebben ook aangenomen dat binnen één periode de vaste
kosten per batch constant zijn in het aantal batches, met uitzondering van de eerste
batch, die grotere opstartkosten mag hebben.
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We hebben verscheidene eigenschappen van een optimale oplossing bewezen. Deze
eigenschappen zijn toen gebruikt in een aantal recursies (dynamic programs). Hiermee
kan het ongecapaciteerde probleem worden opgelost in O

(
T4) tijd en het gecapaci-

teerde probleem kan worden opgelost in O
(
T9) tijd, waarbij T wederom het aantal

tijdsperiodes is. We hebben ook een tweede dynamisch programma voor dit gecapa-
citeerde probleem gepresenteerd met een looptijd van O

(
T6 min

{
F

F−L , C
L

})
, waarbij

C de productiecapaciteit per periode is. Hoewel dit algoritme in het algemeen een
pseudopolynomiale looptijd heeft, kan het sneller zijn dan het O

(
T9) algoritme als de

capaciteit klein is vergeleken met de minimale batchgrootte of de minimale en maxi-
male batchgrootte niet te dicht bij elkaar liggen. Dit laatste is bijvoorbeeld waar als de
verhouding tussen L en F vast is. In dit geval heeft het algoritme wel een polynomiale
looptijd.

In dit proefschrift hebben we drie voorbeelden gezien van hoe ordergroottemodel-
len kunnen worden aangepast om rekening te houden met milieuoverwegingen, om de
milieuschade van het productieproces op operationeel niveau te reduceren. Bovendien
hebben we MIP-formuleringen, heuristieken, FPTAS’en en dynamische programma’s
gepresenteerd die in staat zijn om deze problemen effectief en efficiënt op te lossen.
Natuurlijk beweren we niet alle vragen te hebben beantwoord die rijzen bij groene
ordergroottebepaling. De auteurs die door heel het proefschrift zijn genoemd, hebben
waardevolle vooruitgang geboekt richting het groener maken van het ordergroottepro-
bleem (met name Absi et al., 2010; Van den Heuvel et al., 2011; Benjaafar et al., 2013).
Al met al hopen we dat dit proefschrift enkele vragen heeft beantwoord en andere
onderzoekers zal aanmoedigen om meer aspecten van groene ordergroottebepaling te
bestuderen.
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l)GREEN LOT-SIZING

The lot-sizing problem concerns a manufacturer that needs to solve a production
planning problem. The producer must decide at which points in time to set up a production
process, and when he/she does, how much to produce. There is a trade-off between
inventory costs and costs associated with setting up the production process at some point
in time. Traditionally, the lot-sizing model focuses solely on cost minimisation. However,
production decisions also affect the environment in many ways. In this dissertation, the
classic lot-sizing model is extended into several different directions, in order to take
various environmental considerations into account.

First, items that are returned from customers are included in the lot-sizing problem,
within the context of reverse logistics. These items can be remanufactured to fulfil custo -
mer demand. In another extension, a minimum is imposed on the size of a production
batch, in order to reduce the pollution associated with producing many small batches.
Furthermore, a lot size model is considered in which there is a maximum on the amount of
pollutants, such as carbon dioxide. This model can also be seen as a bi-objective lot-sizing
problem. The mathematical models that arise from these extensions are fundamentally
harder to solve than the classic lot-sizing problem. Several approaches to solving these
problems are developed, based on mathematical optimisation techniques such as mixed
integer programming, dynamic programming and fully polynomial time approximation
schemes.
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