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In this paper the formulas for the matrices of the mean squared prediction error are derived for both the underfitted and the overfitted models of unrestricted reduced form of a linear simultaneous equation system.
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## 1. INTRODUCTION

One of the most important functions of a simultaneous equation model is prediction the values of endogenous variables given the values of the predetermined variables and a lot of work has been done to estimate the accuracy of such predictions. Hooper and Zellner (1961) obtained the covariance matrix of the prediction error for unrestricted reduced form and Goldberger, Nagar and Odeh (1961) derived one for restricted reduced form. Properties of predictions for partially restricted reduced form have been analyzed by Amemiya (1966), Kakwani and Court (1972) and Nagar and Sahay (1978). The comparison of these estimators in the context of prediction has been carried on by Dhrymes (1973) and Park (1982). However all these derivations are made for reduced forms of correctly specified linear simultaneous equation models and they still remain unknown for the under and the over specified models.

The purpose of this paper is to derive the matrices of the mean squared prediction error for both the underfitted and the overfitted models of unrestricted reduced form of a linear simultaneous equation system.

The paper is organized as follows: Section 2 presents the basic model and its assumptions. Sections 3 and 4 derive the matrices of the mean squared prediction error for the underfitted and the overfitted models of unrestricted reduced form respectively. Section 5 gives the conclusions. An appendix contains the proofs of these derivations.

## 2. THE MODEL SPECIFICATION

A standard linear simultaneous equation system is given by

$$
\begin{equation*}
Y \Gamma+X B+U=0 \tag{2.1}
\end{equation*}
$$

where $Y$ is a $N \times M$ matrix of observations on $M$ endogenous variables, $X$ is a $N \times K$ nonstochastic matrix of observations on $K$ exogenous variables, $U$ is a $N \times M$ matrix of independent structural disturbances distributed as $N(0, \Sigma), \Gamma$ and $B$ are matrices of structural parameters of order $M \times M$ and $K \times M$ respectively and $\mid \Pi \neq 0$.

The reduced form of the model (2.1) is

$$
\begin{equation*}
Y=X I I+V \tag{2.2}
\end{equation*}
$$

where

$$
\Pi=-B \Gamma^{-1} \text { and } V=-U \Gamma^{-1}
$$

It follows that $V \in N(0, \Omega)$, where $\Omega=\left(\Gamma^{-1}\right)^{\prime} \Sigma\left(\Gamma^{-1}\right)$ is positive definite.
Suppose that the model (2.2) is true, i.e. correctly specified in variables. Then a consistent estimate of the matrix of the mean squared prediction error for the true model of unrestricted reduced form is

$$
\begin{equation*}
\widehat{\Omega}_{t}=\left(1+x_{\tau}^{\prime}\left(X^{\prime} X\right)^{-1} x_{\tau}\right) \hat{\Omega} \tag{2.3}
\end{equation*}
$$

where $x_{\tau}$ is a $K \times 1$ vector of values for $X$ in the prediction period $\tau$ and

$$
\begin{equation*}
\hat{\Omega}=\frac{(Y-X \hat{\Pi})^{\prime}(Y-X \hat{\Pi})}{N-K} \tag{2.4}
\end{equation*}
$$

is an unbiased estimator of covariance matrix $\Omega$, where $\hat{\Pi}=\left(X^{\prime} X\right)^{-1} X^{\prime} Y$.

## 3. THE UNDERFITTED MODEL PREDICTION

Let's consider the error of prediction for the underfitted model of unrestricted reduced form. The reduced form (2.2) may be partitioned as

$$
Y=X \Pi+V=\left[\begin{array}{ll}
X_{1} & X_{2}
\end{array}\right]\left[\begin{array}{l}
\Pi_{1}  \tag{3.1}\\
\Pi_{2}
\end{array}\right]+V=X_{1} \Pi_{1}+X_{2} \Pi_{2}+V
$$

where $X_{1}$ is a $N \times k$ submatrix of regressors included in the underfitted model and $X_{2}$ is a $N \times(K-k)$ submatrix of omitted regressors, $\Pi_{1}$ and $\Pi_{2}$ are submatrices of parameters.

Let $x_{1 \tau}$ and $x_{2 \tau}$ be the vectors of observations on $X_{1}$ and $X_{2}$ at the prediction period. Then the values of the endogenous variables can be predicted by the underfitted model as

$$
\begin{equation*}
\hat{y}_{\tau}=\hat{P}^{\prime} x_{1 \tau} \tag{3.2}
\end{equation*}
$$

where $\widehat{P}$ is a biased estimate of parameters of $\operatorname{order} k \times M$. The observed values of the endogenous variables in the prediction period are given by

$$
\begin{equation*}
y_{\tau}=\Pi^{\prime} x_{\tau}+v_{\tau}=\Pi_{1}^{\prime} x_{1 \tau}+\Pi_{2}^{\prime} x_{2 \tau}+v_{\tau}, \tag{3.3}
\end{equation*}
$$

where $v_{\tau}$ is a column vector of disturbances at time $\tau$.
The error of prediction is

$$
\begin{equation*}
\varepsilon_{\tau}=y_{\tau}-\hat{y}_{\tau}=\left(\Pi_{1}^{\prime}-\hat{P}^{\prime}\right) x_{1 \tau}+\Pi_{2}^{\prime} x_{2 \tau}+v_{\tau} . \tag{3.4}
\end{equation*}
$$

The first result may now be stated.
The matrix of the mean squared prediction error for the underfitted (biased) model of reduced form is

$$
\begin{equation*}
\Omega_{b}=\left(1+x_{1 \tau}^{\prime}\left(X_{1}^{\prime} X_{1}\right)^{-1} x_{1 \tau}\right) \Omega+\left(x_{1 \tau}^{\prime} C \Pi_{2}-x_{2 \tau}^{\prime} \Pi_{2}\right)^{\prime}\left(x_{1 \tau}^{\prime} C \Pi_{2}-x_{2 \tau}^{\prime} \Pi_{2}\right) \tag{3.5}
\end{equation*}
$$

where $C=\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{1}^{\prime} X_{2}$.
Proof. See the appendix to this paper.
The first term of (3.5) is a covariance matrix of the prediction error for the underfitted model and the second one is a bias due to underfitting, which depends on both the postulated and the true models.

In practice $\Omega$ and $\Pi_{2}$ are unknown but instead the consistent estimates of them are available (see (2.4)). A consistent estimate of $\Omega_{b}$ is obtained by using these estimates in (3.5).

To compare the quality of prediction for the biased and the true models we can use the generalized error of prediction for the system, which is defined as the trace or the determinant of the matrix of the mean squared prediction error.

By partitioning $X$ on $X_{1}$ and $X_{2}$ and then inversing the block matrix in (2.3) we have

$$
\begin{equation*}
\widehat{\Omega}_{t}=\left(1+x_{1 \tau}^{\prime}\left(X_{1}^{\prime} X_{1}\right)^{-1} x_{1 \tau}\right) \hat{\Omega}+\left(x_{1 \tau}^{\prime} \tilde{L}-x_{2 \tau}^{\prime}\right) \widetilde{D}\left(x_{1 \tau}^{\prime} \widetilde{L}-x_{2 \tau}^{\prime}\right)^{\prime} \hat{\Omega} \tag{3.6}
\end{equation*}
$$

where $\widetilde{L}=\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{1}^{\prime} X_{2}=C, \widetilde{D}=\left(X_{2}^{\prime} \widetilde{R} X_{2}\right)^{-1}, \widetilde{R}=I_{N}-X_{1}\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{1}^{\prime}$.

Let $g=x_{1 \tau}^{\prime} C-x_{2 \tau}^{\prime}$ and $J=\left(1+x_{1 \tau}^{\prime}\left(X_{1}^{\prime} X_{1}\right)^{-1} x_{1 \tau}\right) \hat{\Omega}$, then the prediction from the underfitted model is superior to that from the true model if

$$
\begin{equation*}
g \widehat{\Pi}_{2} \hat{\Pi}_{2}^{\prime} g^{\prime} \leq \operatorname{tr}\left(g \widetilde{D} g^{\prime} \widehat{\Omega}\right) \tag{3.7}
\end{equation*}
$$

or

$$
\begin{equation*}
\left|J+\widehat{\Pi}_{2}^{\prime} g^{\prime} g \widehat{\Pi}_{2}\right| \leq\left|J+g \widetilde{D} g^{\prime} \widehat{\Omega}\right| . \tag{3.8}
\end{equation*}
$$

The left-hand side of (3.7) is a scalar and hence the trace operator is left out.

## 4. THE OVERFITTED MODEL PREDICTION

In the following section, I will focus on the problem of prediction, using an overfitted model of an unrestricted reduced form. This model is given by

$$
Y=X \Pi+X_{A} \Pi_{A}+V=\left[\begin{array}{ll}
X & X_{A}
\end{array}\right]\left[\begin{array}{l}
\Pi  \tag{4.1}\\
\Pi_{A}
\end{array}\right]+V=W G+V,
$$

where $X_{A}$ is a $N \times h$ matrix of non-relevant regressors included in the true model, $\Pi_{A}$ is a $h \times M$ matrix of parameters, $W$ is a $N \times(K+h)$ block matrix of all regressors in the overfitted model and, accordingly $G$ is a $(K+h) \times M$ block matrix of all parameters. Then the prediction period values of the endogenous variables are estimated by

$$
\begin{equation*}
\hat{y}_{\tau}=\hat{G}^{\prime} w_{\tau} \tag{4.2}
\end{equation*}
$$

where $\widehat{G}$ is an unbiased estimate of all parameters in the overfitted model and $w_{\tau}^{\prime}=\left[\begin{array}{ll}x_{\tau}^{\prime} & x_{A \tau}^{\prime}\end{array}\right]$ is a $1 \times(K+h)$ vector of observations on $W$ at the prediction period. The true value of $Y$ in this prediction period is defined by (3.3). Then the error of prediction is

$$
\varepsilon_{\tau}=y_{\tau}-\hat{y}_{\tau}=\Pi^{\prime} x_{\tau}+v_{\tau}-\widehat{G}^{\prime} w_{\tau}=\left[\begin{array}{ll}
\Pi^{\prime} & 0^{\prime}
\end{array}\right]\left[\begin{array}{c}
x_{\tau}  \tag{4.3}\\
x_{A \tau}
\end{array}\right]-\widehat{G}^{\prime} w_{\tau}+v_{\tau}=\left(\bar{G}^{\prime}-\hat{G}^{\prime}\right) w_{\tau}+v_{\tau}
$$

where $\bar{G}^{\prime}=\left[\begin{array}{ll}\Pi^{\prime} & 0^{\prime}\end{array}\right], 0$ is a $h \times M$ matrix of zeros.
The second result may now be formulated.
The matrix of the mean squared prediction error for the overfitted model of reduced form is

$$
\begin{equation*}
\Omega_{o}=\left(1+x_{\tau}^{\prime}\left(X^{\prime} X\right)^{-1} x_{\tau}\right) \Omega+\left(x_{\tau}^{\prime} L-x_{A \tau}^{\prime}\right) D\left(x_{\tau}^{\prime} L-x_{A \tau}^{\prime}\right)^{\prime} \Omega, \tag{4.4}
\end{equation*}
$$

where $L=\left(X^{\prime} X\right)^{-1} X^{\prime} X_{A}, D=\left(X_{A}^{\prime} R X_{A}\right)^{-1}$ and $R=I_{N}-X\left(X^{\prime} X\right)^{-1} X^{\prime}$.
Proof. See the appendix to this paper.

The first term of (4.4) is a covariance matrix of the prediction error for the true model and the second one is a bias due to overfitting. A consistent estimate of $\Omega_{o}$ is obtained by using $\widehat{\Omega}$ in (4.4).

Comparison between (2.3) and (4.4) shows that a quality of prediction for the true model is always better than or equal to that in the overfitted model. Equality holds if $X_{A}$ is orthogonal to $X$.

## 5. CONCLUSIONS

In this paper the matrices of the mean squared prediction error for both the underfitted and the overfitted models of unrestricted reduced form of a linear simultaneous equation system are obtained. It should be noted that they are the generalization of the mean squared prediction error for a single miss specified regression equation (see, e.g., Hocking, 1976; Seber, 1977).

Further it is necessary to derive the analogous matrices for the structural form of a simultaneous equation system and compare the quality of prediction between structural and reduced forms.

## APPENDIX

## A. Derivation of equation (3.5)

We have
(A.1)

$$
\begin{align*}
& \Omega_{b}=E\left(\varepsilon_{\tau} \varepsilon_{\tau}^{\prime}\right)=E\left(\left(y_{\tau}-\hat{y}_{\tau}\right)\left(y_{\tau}-\hat{y}_{\tau}\right)^{\prime}\right)= \\
& =E\left(\left(\left(\Pi_{1}^{\prime}-\widehat{P}^{\prime}\right) x_{1 \tau}+\Pi_{2}^{\prime} x_{2 \tau}+v_{\tau}\right)\left(\left(\Pi_{1}^{\prime}-\widehat{P}^{\prime}\right) x_{1 \tau}+\Pi_{2}^{\prime} x_{2 \tau}+v_{\tau}\right)^{\prime}\right)= \\
& =E\left(\left(\Pi_{1}-\widehat{P}\right)^{\prime} x_{1 \tau} x_{1 \tau}^{\prime}\left(\Pi_{1}-\widehat{P}\right)+\left(\Pi_{1}-\widehat{P}\right)^{\prime} x_{1 \tau} x_{2 \tau}^{\prime} \Pi_{2}+\right. \\
& +\left(\Pi_{1}-\widehat{P}\right)^{\prime} x_{1 \tau} v_{\tau}^{\prime}+\Pi_{2}^{\prime} x_{2 \tau} x_{1 \tau}^{\prime}\left(\Pi_{1}-\widehat{P}\right)+\Pi_{2}^{\prime} x_{2 \tau} x_{2 \tau}^{\prime} \Pi_{2}+  \tag{A.1}\\
& \left.+\Pi_{2}^{\prime} x_{2 \tau} v_{\tau}^{\prime}+v_{\tau} x_{1 \tau}^{\prime}\left(\Pi_{1}-\widehat{P}\right)+v_{\tau} x_{2 \tau}^{\prime} \Pi_{2}+v_{\tau} v_{\tau}^{\prime}\right)= \\
& =E\left(\left(\Pi_{1}-\widehat{P}\right)^{\prime} x_{1 \tau} x_{1 \tau}^{\prime}\left(\Pi_{1}-\widehat{P}\right)\right)+E\left(\Pi_{1}-\widehat{P}\right)^{\prime} x_{1 \tau} x_{2 \tau}^{\prime} \Pi_{2}+ \\
& +\Pi_{2}^{\prime} x_{2 \tau} x_{1 \tau}^{\prime} E\left(\Pi_{1}-\widehat{P}\right)+\Pi_{2}^{\prime} x_{2 \tau} x_{2 \tau}^{\prime} \Pi_{2}+\Omega
\end{align*}
$$

The $1^{\text {st }}$ term of (A.1) can be evaluated by using the following facts:

$$
\begin{align*}
\widehat{P} & =\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{1}^{\prime} Y=\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{1}^{\prime}\left(X_{1} \Pi_{1}+X_{2} \Pi_{2}+V\right)= \\
& =\Pi_{1}+\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{1}^{\prime} X_{2} \Pi_{2}+\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{1}^{\prime} V=  \tag{A.2}\\
& =\Pi_{1}+C \Pi_{2}+\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{1}^{\prime} V,
\end{align*}
$$

$$
\begin{equation*}
E(\widehat{P})=E\left(\Pi_{1}+C \Pi_{2}+\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{1}^{\prime} V\right)=\Pi_{1}+C \Pi_{2} . \tag{A.3}
\end{equation*}
$$

Then

$$
\begin{align*}
& E\left(\left(\Pi_{1}-\widehat{P}\right)^{\prime} x_{1 \tau} x_{1 \tau}^{\prime}\left(\Pi_{1}-\widehat{P}\right)\right)= \\
& =E\left(\left(C \Pi_{2}+\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{1}^{\prime} V\right)^{\prime} x_{1 \tau} x_{1 \tau}^{\prime}\left(C \Pi_{2}+\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{1}^{\prime} V\right)\right)= \\
& =E\left(\left(C \Pi_{2}\right)^{\prime} x_{1 \tau} x_{1 \tau}^{\prime} C \Pi_{2}+V^{\prime} X_{1}\left(X_{1}^{\prime} X_{1}\right)^{-1} x_{1 \tau} x_{1 \tau}^{\prime} C \Pi_{2}+\right.  \tag{A.4}\\
& \left.+\left(C \Pi_{2}\right)^{\prime} x_{1 \tau} x_{1 \tau}^{\prime}\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{1}^{\prime} V+V^{\prime} X_{1}\left(X_{1}^{\prime} X_{1}\right)^{-1} x_{1 \tau} x_{1 \tau}^{\prime}\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{1}^{\prime} V\right)= \\
& =\left(C \Pi_{2}\right)^{\prime} x_{1 \tau} x_{1 \tau}^{\prime} C \Pi_{2}+E\left(V^{\prime} X_{1}\left(X_{1}^{\prime} X_{1}\right)^{-1} x_{1 \tau} x_{1 \tau}^{\prime}\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{1}^{\prime} V\right) .
\end{align*}
$$

The last term in (A.4) can be simplified as follows

$$
\begin{equation*}
E\left(V^{\prime} X_{1}\left(X_{1}^{\prime} X_{1}\right)^{-1} x_{1 \tau} x_{1 \tau}^{\prime}\left(X_{1}^{\prime} X_{1}\right)^{-1} X_{1}^{\prime} V\right)=x_{1 \tau}^{\prime}\left(X_{1}^{\prime} X_{1}\right)^{-1} x_{1 \tau} \Omega . \tag{A.5}
\end{equation*}
$$

The $2^{\text {nd }}$ and $3^{\text {rd }}$ terms of (A.1) are derived by using (A.3):

$$
\begin{equation*}
E\left(\Pi_{1}-\widehat{P}\right)^{\prime} x_{1 \tau} x_{2 \tau}^{\prime} \Pi_{2}=-\left(C \Pi_{2}\right)^{\prime} x_{1 \tau} x_{2 \tau}^{\prime} \Pi_{2} . \tag{A.6}
\end{equation*}
$$

Collecting terms, we obtain (3.6) in the text:

$$
\begin{align*}
& \Omega_{b}=\left(C \Pi_{2}\right)^{\prime} x_{1 \tau} x_{1 \tau}^{\prime} C \Pi_{2}+x_{1 \tau}^{\prime}\left(X_{1}^{\prime} X_{1}\right)^{-1} x_{1 \tau} \Omega- \\
& -\left(C \Pi_{2}\right)^{\prime} x_{1 \tau} x_{2 \tau}^{\prime} \Pi_{2}-\Pi_{2}^{\prime} x_{2 \tau} x_{1 \tau}^{\prime} C \Pi_{2}+\Pi_{2}^{\prime} x_{2 \tau} x_{2 \tau}^{\prime} \Pi_{2}+\Omega=  \tag{A.7}\\
& =\left(1+x_{1 \tau}^{\prime}\left(X_{1}^{\prime} X_{1}\right)^{-1} x_{1 \tau}\right) \Omega+\left(x_{1 \tau}^{\prime} C \Pi_{2}-x_{2 \tau}^{\prime} \Pi_{2}\right)^{\prime}\left(x_{1 \tau}^{\prime} C \Pi_{2}-x_{2 \tau}^{\prime} \Pi_{2}\right) .
\end{align*}
$$

## B. Derivation of equation (4.4)

We have

$$
\begin{align*}
& \Omega_{o}=E\left(\varepsilon_{\tau} \varepsilon_{\tau}^{\prime}\right)=E\left(\left(y_{\tau}-\hat{y}_{\tau}\right)\left(y_{\tau}-\hat{y}_{\tau}\right)^{\prime}\right)= \\
& =E\left(\left(\left(\bar{G}^{\prime}-\widehat{G}^{\prime}\right) w_{\tau}+v_{\tau}\right)\left(\left(\bar{G}^{\prime}-\widehat{G}^{\prime}\right) w_{\tau}+v_{\tau}\right)^{\prime}\right)= \\
& =E\left(\left(\bar{G}^{\prime}-\widehat{G}^{\prime}\right) w_{\tau} w_{\tau}^{\prime}(\bar{G}-\widehat{G})+\left(\bar{G}^{\prime}-\widehat{G}^{\prime}\right) w_{\tau} v_{\tau}^{\prime}+\right.  \tag{B.1}\\
& \left.+v_{\tau} w_{\tau}^{\prime}(\bar{G}-\widehat{G})+v_{\tau} v_{\tau}^{\prime}\right)=E\left((\bar{G}-\widehat{G})^{\prime} w_{\tau} w_{\tau}^{\prime}(\bar{G}-\widehat{G})\right)+\Omega .
\end{align*}
$$

The $1^{\text {st }}$ term of (B.1) can be evaluated by using the following fact:

$$
\widehat{G}=\left[\begin{array}{l}
\widehat{\Pi}  \tag{B.2}\\
\widehat{\Pi}_{A}
\end{array}\right]=\left(W^{\prime} W\right)^{-1} W^{\prime} Y=\left(W^{\prime} W\right)^{-1} W^{\prime}(W \bar{G}+V)=\bar{G}+\left(W^{\prime} W\right)^{-1} W^{\prime} V .
$$

Then

$$
\begin{equation*}
E\left((\bar{G}-\widehat{G})^{\prime} w_{\tau} w_{\tau}^{\prime}(\bar{G}-\widehat{G})\right)=E\left(V^{\prime} W\left(W^{\prime} W\right)^{-1} w_{\tau} w_{\tau}^{\prime}\left(W^{\prime} W\right)^{-1} W^{\prime} V\right) . \tag{B.3}
\end{equation*}
$$

The right side of (B.3) is similar to the last term in (A.4) and then by analogy we have

$$
\begin{equation*}
E\left(V^{\prime} W\left(W^{\prime} W\right)^{-1} w_{\tau} w_{\tau}^{\prime}\left(W^{\prime} W\right)^{-1} W^{\prime} V\right)=w_{\tau}^{\prime}\left(W^{\prime} W\right)^{-1} w_{\tau} \Omega . \tag{B.4}
\end{equation*}
$$

Then

$$
\begin{align*}
& w_{\tau}^{\prime}\left(W^{\prime} W\right)^{-1} w_{\tau} \Omega=\left[\begin{array}{ll}
x_{\tau}^{\prime} & x_{A \tau}^{\prime}
\end{array}\right]\left[\left[\begin{array}{c}
X^{\prime} \\
X_{A}^{\prime}
\end{array}\right]\left[\begin{array}{ll}
X & X_{A}
\end{array}\right]\right)^{-1}\left[\begin{array}{ll}
x_{\tau}^{\prime} & x_{A \tau}^{\prime}
\end{array}\right]^{\prime} \Omega= \\
& =\left[\begin{array}{ll}
x_{\tau}^{\prime} & x_{A \tau}^{\prime}
\end{array}\right]\left[\begin{array}{cc}
\left(X^{\prime} X\right)^{-1}+L D L^{\prime} & -L D \\
-D L^{\prime} & D
\end{array}\right]\left[\begin{array}{ll}
x_{\tau}^{\prime} & x_{A \tau}^{\prime}
\end{array}\right]^{\prime} \Omega=  \tag{B.5}\\
& =x_{\tau}^{\prime}\left(X^{\prime} X\right)^{-1} x_{\tau} \Omega+\left(x_{\tau}^{\prime} L-x_{A \tau}^{\prime}\right) D\left(x_{\tau}^{\prime} L-x_{A \tau}^{\prime}\right)^{\prime} \Omega .
\end{align*}
$$

And, finally, collecting terms, we obtain (4.4) in the text.
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