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ABSTRACT 

In a panel data model with fixed individual effects, a number of alternative 

transformations are available to eliminate these effects such that the slope pa- 

rameters can be estimated from ordinary least squares on transformed data. 

In this note we show that each transformation leads to algebraically the same 

estimator if the transformed data are used efficiently (i.e. if GLS is applied). 

If OLS is used, however, differences may occur and the routinely computed 

variances, even after degrees of freedom correction, are incorrect. In addition, 

it may matter whether "redundant" observations are used or not. 

Copyright @ 1995 by Marcel Dekker, Inc. 
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1. INTRODUCTION 

VERBEEK 

It is common practice in panel data modeling to allow each unit to have its own 

intercept term to account for heterogeneity in individual behavior. Consider 

the linear model 

where i denotes individuals, t denotes time and P is a k dimensional parameter 

vector of interest. The ails are treated as fixed unknown parameters, while ~ ; t  

is an i.i.d. zero mean error term, with variance a: and uncorrelated with x;,, 

i.e. the x's are strictly exogenous. 

It is well known (cf. Hsiao (1986, p. 30)) that under these assumptions, 

ordinary least squares in (1) is best linear unbiased. The implied estimator 

for /3 is identical to the least squares estimator obtained from a transformed 

regression, where the data on yit and xit are taken in deviation from their 

individual means. Stacking observations by individual, (1) can be written as 

where LT = ( I l l , .  . . , I ) '  of dinlension T. The least squares dummy variable 

estimator for /3 is obtained through OLS on transformed data with transfor- 

mation matrix Q = IT - + L ~ L ~ .  Thus, noting that QQ = Q and Q = Q', one 

obtains 

with variance 

If is computed from transformed data, the standard estimate for its variance 

is 
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ALTERNATIVE TRANSFORMATIONS TO ELIMINATE FIXED EFFECTS 207 

where 

Since this estimator ignores the singularity in the transformed data, it is biased. 

In particular, it underestimates the true variance by ( N T  - k) / (NT - N - k) ,  

which, for large N ,  approximately equals T / (T  - 1). It is straightforward to 

adjust for this underestimation. 

Instead of transfornling the data into deviations from individual means, it 

is possible to eliminate the fixed effects in (1) by using any transformation 

matrix A satisfying A L ~  = 0. When the exogenous variables in the model are 

affected by measurement error, for example, it is argued that using different 

transformations may lead to different biases, so that the corresponding (incon- 

sistent) estimators can be combined to produce a consistent one (see Griliches 

and Hausman (1986)). In the next section, a general discussion of the proper- 

ties of estimators based on alternative transformations will be given. Section 

3 discusses the inlplications of these results and concludes. 

2. ALTERNATIVE TRANSFORMATIONS 

Suppose fixed effects are eliminated by an S x T transformation matrix A 

of rank T - 1, satisfying AIT = 0, where S equals either T or T - 1. The 

transformed model is given by 

The OLS-estimator on this newly transformed data is 

and, consequently, PA = ,f3~ whenever 

A'A = cQ (9) 

for some (nonzero) constant c.  The variance of this estimator is 
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VERBEEK 

The standard least squares estimator 6zA for a: obtained from (7)  will, in 

general, not be unbiased. In particular, its expectation can be shown to equal 

By combining (10) and ( l l ) ,  it follows that the routinely computed variance 

given by 

is an unbiased estimator for the true variance, apart from a known factor 

( N T  - N - k) / (NS - k), only if 

A'AA'A = cA'A (13) 

for some (nonzero) constant c. Although this condition seems weaker than (9), 

it is not. The symmetry of A'A, together with (13) requires that A'A is a con- 

stant times a linear projection matrix. As the row space of A is characterized 

by A L ~  = 0, the appropriate projection matrix is Q. Consequently, condition 

(13) corresponds with condition (9). Thus, if (9) holds, the routinely computed 

variance is unbiased for S = T - 1. If S = T, the variance is, similar to our 

earlier results, underestimated by ( N T  - k) / (NT - N - k). The estimator for 

a: is unbiased only if (9) holds for c = 1 and S = T - 1. 

As the transformed error term in (7) is no longer i.i.d., it is a reasonable 

alternative to estimate /3 using generalized least squares. Note that V{Aci) = 

u?AAt is singular if S = T. Whether or not this is the case does not affect 

the GLS estimator because the same singularity also holds for the transformed 

model. Restricting attention, for the moment, to the case where AA' is of full 

rank, i.e. S = T - 1, the GLS estimator is given by 
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ALTERNATIVE TRANSFORMATIONS TO ELIMINATE FIXED EFFECTS 209 

Since A1(AA')-'A is the projection matrix onto the row space of A character- 

ized by AIT = 0, it is generally true that Af(AA')-'A = Q. Consequently, for 

any choice of the transformation matrix A, the GLS estimator for ,B is identical 

to the within estimator bQ. Using the results of Amemiya (1985, p. 185), it 

can be shown that this also holds for the case where AA' is singular. 

As ~ * ( G L s )  = jQ for any choice of A, both estimators have the same 

variance matrix. Moreover, it can be easily shown that the estimated variance 

of P A ( G L S )  equals the estimated variance of jQ and thus underestimates the 

true variance. 

We can sulnmarize the results of this section as follows. Independent of 

the transforlnation that is used to eliminate the fixed individual effects, ef- 

ficient use of the available information leads to the same estimator with the 

same properties, namely the within estimator PQ. However, if ordinary least 

squares is applied to transformed data, differences may arise if the condition 

in (9) is not fulfilled. Only when this condition is fulfilled is an unbiased esti- 

mator of the least squares variance readily obtained from standard regression 

output, given a degrees of freedom correction if S = T. We shall illustrate 

these points in the next section. 

3. IMPLICATIONS 

A common alternative to the within transformation is the transformation in 

first differences. The T x T matrix A in this case is given by 

such that the elements in the transformed data set are y;l - y , ~  and y;, - y+1 

( t  = 2 , .  . . , T).  It is easily verified that A',A1 = TQ if T = 2,3 ,  from which it 

immediately follows that the first difference estimator and the within estimator 

are identical for T = 2 and T = 3. For the more common case where T > 3 
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210 VERBEEK 

the estimators are different. Moreover, the routinely computed variance, even 

after the degrees of freedom correction, will be biased. An unbiased estimate 

for the variance of the estimator based on the first difference transformation 

given in (15) cannot be easily derived. 

Now suppose we drop the first observation for each individual because 

it is an exact linear combination of the last T - 1 observations. Then the 

corresponding transformation matrix is A2, say, which is a (T - 1) x T matrix 

corresponding to Al with its first row deleted. It is easily verified that there is 

no constant c such that ALA2 = cAiAl unless T = 2. Thus, for T > 2 the first 

difference estimator based on A;! does not equal the first difference estimator 

based on Al altllougll the only difference is that a "redundant" observation 

is dropped. In addition, when the number of time periods T exceeds 2, the 

variance of pA, is incorrectly estimated, and it is not straightforward to adjust 

for the bias in the estimated variance. 

In the case of three time periods (T = 3), we have seen that the first differ- 

ence estimator based on OLS using A1 is best linear unbiased, as it equalled 

the within estimator. From the discussion above, it follows that the first dif- 

ference estimator based on A2 is not best linear unbiased. Of course, the GLS 

estimator based on A2, as was shown in the previous section, is identical to 

the within estimator and thus best linear unbiased. 

Note that this conclusion implies that, when applying OLS to differenced 

observations, the routinely computed OLS variances are only valid for T = 2, 

and for T = 3 provided the transformation matrix includes the transformation 

y,1 - y , ~ ,  i.e. if Al is used (assuming that a degrees of freedom correction is 

applied). 

The general conclusion from the results above is the following. Instead of 

the within transformation to eliminate individual effects in panel data mod- 

els, alternative transformations can be applied. If the transformed models are 

estimated with a generalized least squares procedure, the resulting estimator 

is equal to the within estimator which is BLUE. However, if the transformed 

model is estimated with ordinary least squares, different estimators result. In 

the special case where the transformation matrix A is such that A'A equals a 

constant times the projection matrix Q, the OLS estimator equals the within 
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ALTERNATIVE TRANSFORMATIONS TO ELIMINATE FIXED EFFECTS 21 1 

estimator. Moreover, this is the only situation in which the routinely com- 

puted OLS variance is an unbiased estimator for the true variance (given a 

degrees of freedom correction, if needed). In general, obtaining an unbiased 

(or a consistent) estimator for the true variance is not straightforward. 
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