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Fuzzy Modeling of Client Preference
in Data-Rich Marketing Environments

Magne Setnes and Uzay Kaymak

Abstract—Advances in computational methods have led, in the world of
financial services, to huge databases of client and market information. In
the past decade, various computational intelligence (CI) techniques have
been applied in mining this data for obtaining knowledge and in-depth in-
formation about the clients and the markets. This paper discusses the appli-
cation of fuzzy clustering in target selection from large databases for direct
marketing (DM) purposes. Actual data from the campaigns of a large fi-
nancial services provider are used as a test case. The results obtained with
the fuzzy clustering approach are compared with those resulting from the
current practice of using statistical tools for target selection.

Keywords— Direct marketing, client segmentation, fuzzy systems, fuzzy
clustering.

I. INTRODUCTION

Large amounts of data are nowadays available to companies
for targeted interaction with their customers. Information can
be extracted from this data, which can be used for tailoring the
products and the service a company provides to the specific re-
quirements of individual customers. Direct marketing compa-
nies exploit the information that can be obtained in data rich
marketing environments for making selective offers to their cus-
tomers. Direct marketing is an effective means of interacting
with the customer in the field of financial services, and it is being
adopted by a growing number of financial services companies as
their main strategy for interacting with their customers.

The field of financial services is largely practiced by person-
nel who rely on proven methods and experience. However, there
is also the need to better understand and model the financial pro-
cesses which are becoming increasingly more complex, which
leads to the increased use of computational intelligence (CI) to
process the mass of data produced in this field. Interest in the
modeling of complex processes has increased in recent years.
For engineering problems, CI-based approaches such as fuzzy
systems are being applied to describe the qualitative working
of complex processes. In classical financial engineering and
econometry, however, the trend is still to search for complex,
detailed descriptions of systems, despite the fact that the uncer-
tainty and complexity of the studied systems surpass those stud-
ied in engineering. In other words, financial engineering has
a prospect to benefit from improvements in efficiency, under-
standing and probably also model accuracy by considering the
use of recently emerging CI techniques, such as fuzzy set based
techniques.

Considerable and often unwarranted idealization is necessary
when modeling business related processes by traditional tech-
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niques. As an alternative, fuzzy systems can be used to model
many of these inherently uncertain processes. Unlike other CI
techniques like neural networks, where the learned knowledge
is represented in a network of weights, the possible linguistic
interpretation of the rules in a fuzzy system makes this learned
knowledge accessible to domain experts [1]. This allows for
validation, correction and extension of the knowledge by do-
main experts, and increases the general acceptance of a fuzzy
system by them, which is a prerequisite for the successful in-
troduction of new methodology [2]. The model transparency
combined with good function approximation capabilities are the
main justifications for applying fuzzy systems in finance and
business.

One of the important problems in direct marketing is the se-
lection of customers from a database who will be sent an offer
regarding a product. This problem is known as “target selec-
tion” in direct marketing. In this report, we propose a structured
data mining approach to the target selection problem using fuzzy
clustering and fuzzy decision making. The model obtained from
the approach identifies the customers who are more likely to re-
spond to a specific product offer, so that they can be targeted
preferentially.

The outline of the report is as follows. Section II describes the
target selection problem in direct marketing, and discusses the
current target selection practice. In Section III, a structured ap-
proach to data mining for target selection is proposed. Fuzzy
decision making is used in a preprocessing step to deal with
missing values in a data set, and for initial reduction of dimen-
sionality. Then fuzzy clustering is used to determine the target
selection capacity of each variable in the data base and a hi-
erarchical fuzzy model structure that also incorporates feature
selection is obtained. To help overcome the size of the cluster-
ing problem, an extended fuzzy clustering algorithm is applied
where the cluster prototypes have been extended from single
points to variable size sets. The algorithm also automatically
determines a suitable partition for each model variable without
the need for user intervention or cluster validity measures. In
Section IV we use the proposed approach to derive a transpar-
ent and compact client model for the purpose of target selection.
Actual banking data is considered, and the approach is demon-
strated on a marketing campaign of a financial product using
a client database with 170 features. The results are compared
with those obtained with a method from the current practice of
using statistical tools, and it is shown that the fuzzy approach
gives about 20% improvement in target recognition. The impact
of the results and various aspects to look at in applications are
discussed in Section V, before Section VI gives the conclusions.



2

0 20 40 60 80 100
0

20

40

60

80

100

Clients addressed [%]

R
es

po
nd

en
ts

 ta
rg

et
ed

 [
%

]

Fig. 1. An example gain-chart. It is seen that the model targets 40% of the
respondents by addressing 20% of the clients.

II. TARGET SELECTION IN DIRECT MARKETING

A great deal of consumer preference information as well as
behavior and demographic data are available to many compa-
nies. Besides the well known utilization of such data by re-
tailer and producers, many leading credit, bank and insurance
companies are also mining this data to customize their products
according to client needs and to better target their various mar-
keting campaigns in order to reduce costs. Not only the costs of
addressing all the clients in a campaign are of importance, but
equally important is the fact that client annoyance due to unde-
sirable mail can lead to loss of market. Especially in the case of
internet-based business and email campaigns, not the costs, but
client annoyance is the main concern.

In direct marketing, models (profiles) are generated to select
potential customers (from the client database) for a given prod-
uct by analyzing data from similar campaigns, or by organiz-
ing test mail campaigns. The models are evaluated by means of
gain-charts like the ones shown in Fig. 1. A gain-chart shows the
gain made by using a derived model for target selection over ran-
dom selection of targets. The x-axis shows the ratio (in percent-
age) of the size of mailed group of clients to the size of the total
client base. The y-axis gives the percentage of responders within
the group selected for mailing compared to the total number of
responders in the client base. Thus, the gain chart shows how
many of the positive respondents in the analyzed (test) campaign
would have been targeted by the model for any given campaign
size. The model in Fig. 1 shows that with a campaign directed to
20 % of the clients, 40% of the respondents are approached, as
opposed to only 20 % in a randomly targeted mailing of the same
size. A steeply increasing gain-chart is desirable, i.e. the model
should target as many respondents as possible while addressing
as few clients as possible. For instance, if in a given data set
10% of the clients are respondents, an optimal model will target
all these by approaching 10% of the clients, i.e. all clients ad-
dressed are respondents. This is the ideal case, where addressing
more clients will not benefit the efficiency of the campaign. This
is shown in Fig. 2a. Conversely, a straight line from lower left
to upper right corresponds to a random mailing, i.e. no model
is used. This is illustrated in Fig. 2b. The goal of target selec-
tion is to determine a target selection model such that the gain
chart corresponding to the model shifts from the one in Fig. 2b
towards the one in Fig. 2a.
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(a) Optimal target selection
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(b) Random mailing

Fig. 2. Illustrations of a gain chart corresponding to (a) an optimal target selec-
tion model in a data set that contains 10% respondents, and (b) a gain chart
resulting from a random approach (no model).

The analysis of a direct mail campaign entails two stages.
First, feature selection must determine the variables that are rel-
evant for the specific target selection problem. Second, the rules
for selecting the customers should be determined, given the rel-
evant features. At present, statistical tools like CHAID [3] are
used to search for features that discriminate between respon-
dents and non respondents, and to build decision tree models
for target selection. CHAID (CHi-Square Automatic Interac-
tion Detection) uses the �2–tests [4] to identify the targets in a
client data base.

A point of concern for target selection methods is the over-
training of the model. Over-training implies that the model fits
the data used for training very well, but may give worse results
when applied to unseen data. Hence, the generalizing power
of the resulting model is small. In statistical approaches, the
over-training may be due to the sensitivity of the model to the
classification of features into crisp sets. Moreover, the number
of respondents in a training data set is typically very small com-
pared to the total number customers, which biases the results
and the applicability of the assumed distributions. Due to the
rather non-transparent nature of many statistical models, over-
training can not be detected by expert inspection. The typical
solution is to use an evaluation data set to ensure the general-
izing capabilities of the model. However, especially in case of
test mail campaigns, this introduces extra costs as more mail-
ings must be made in order to gather reasonably sized separate
training and evaluation data sets. Also, the time constraint does
not always allow for evaluation. Thus, well generalizing models
that are not easily over-trained, and that allow for some kind of
expert inspection are needed. These are both properties of fuzzy
set models.

Encouraged by results obtained in other fields, fuzzy cluster-
ing is chosen as a tool for the modeling task in target selection.
In addition to good discrimination properties, fuzzy clustering
also offers the possibility of extracting linguistic rules from the
fuzzy clusters by letting each cluster correspond to a decision
rule, and describe it by means of fuzzy sets. This gives trans-
parent models which enable evaluation and tuning by domain
experts, increasing the acceptance of new methodologies.
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Fig. 3. A general cycle of a data mining project using CI techniques.

III. FUZZY DATA MINING AND MODELING FOR TARGET

SELECTION

In this section we propose a structured approach to data min-
ing for target selection. The general cycle of a data mining
project is depicted in Fig. 3. In the following, we will focus
attention on steps 3 to 7. Although not discussed here, it is im-
portant to remember that for the successful introduction of any
new CI technique in business, the requirement and feasibility
analysis is crucial to the selection of the application domain, as
well as the proper guidance and post evaluation in the actual
deployment.

A. Data access

The data used for constructing direct marketing models are
collected from a client database. In this paper, a data set re-
garding a savings product is considered from a direct marketing
campaign of a large Dutch financial services provider. For a
similar product, the interest is to obtain a customer preference
model that can be used for target selection. The campaign used
for training the model contains 16525 clients (data points) de-
scribed by 170 features (variables) and a response indication.
The features consist of 61 binary, 54 continuous and 55 categor-
ical variables. Binary variables typically indicate the possession
of a product, such as the possession of a credit card or an in-
vestment account. Continuous variables are typically monetary
values associated with accounts and products, while categorical
variables denote a small quantization (classification) of a con-
tinuous variable, such as age (divided into eight classes), and
various classifications of the clients based on their possessions
and their relation with the bank. In the data set studied, 1504
clients (9.1%) have responded to the campaign.

B. Data preparation

Typical for the application domain, the data set contains a lot
of missing values. Only the binary variables that concern the
possession of the bank’s products are complete. If a customer
does not possess a product, the corresponding monetary value
(balance) is not filled in. Hence, the corresponding continuous
variable will have a missing value in it. By simply filling in “0”
as balance for non-possessed products, a lot of missing values
can be accounted for.

In order to get a complete data set, practitioners often replace
missing values with a number that corresponds to a classification
“don’t-know”. While this can be acceptable for some statistical
approaches, other methods, like clustering in metric space, re-
quires a complete data set. Apart from a model-based comple-
tion of the data, this can be obtained in two ways: features with
missing values can be removed from the data set, or, similarly,
data points corresponding to clients with uncompleted records
can be removed. These two approaches (removal of features
and removal of records) are contradictory, and hence a trade-off
between the conservation of the features and the conservation of
records is needed. On one hand, one prefers to retain as many
customer records as possible, so that sufficient number of ex-
amples are available for all interesting customer groups. On the
other hand, one wants to consider as many features as possible
during modeling in order to capture all relevant relations in the
data set. Assume now that a threshold � 2 [0; 1] is defined such
that all features in the data set with the proportion of missing
values larger than � are removed. Afterwards, the records still
containing missing values are removed from the data set. The
question is now determining the optimal value for �.

The optimal threshold �
� can be determined using a fuzzy

decision making approach. A fuzzy set “most records retained”
can be defined on the universe of allowed percentage of miss-
ing values in a feature. Typically, small percentage of allowed
missing values will have a high membership in this set. Addi-
tionally, a fuzzy set “most features allowed” can be defined also
on the universe of allowed percentage of missing values in a fea-
ture. Large percentage of allowed missing values will typically
have a high membership in this set. Given these two fuzzy sets
(fuzzy goals), the optimal threshold is found using Bellman and
Zadeh’s fuzzy decision making model [5], where the maximiz-
ing decision is taken as the optimal threshold that satisfies both
goals. In our case, the fuzzy sets for “most records retained”
and “most features allowed” are derived from the data by con-
sidering the number of missing values in each feature and the
resulting decrease in the number of features and records. Fur-
thermore, both criteria are assumed to be equally important. The
optimal threshold �� is now determined as the point where the
intersection of the two fuzzy goals has its maximum member-
ship. The fuzzy goals derived from the direct marketing data
considered in this report are shown in Fig. 4. The maximizing
decision in this case is to allow for 5% missing information in a
feature.

Having determined the allowed percentage of missing infor-
mation in a feature, all features with a higher percentage of miss-
ing values are removed. Thereafter, client records still having
missing values in this reduced feature space are removed from
the data set. The result is a reduced but complete data set. An
illustration is given in Example III.1.

Example III.1: Consider the initial 6�4 pattern matrix shown
in Fig. 5. Removing all client records Ck; k = 1; 2; : : : ; 6 with
missing features X would leave only one client in the data set,
while removing all features Fj; j = 1; 2; 3; 4 with missing val-
ues would leave only one feature in the data set. The goal “most
features allowed” is obtained by determining the number of fea-
tures retained in the data set, provided a given number of miss-
ing values is allowed in a feature. The goal “most records re-
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Fig. 4. When 5 % missing information is allowed in a variable, 148 features
and 15486 client records are retained in the data set.

tained” is obtained by determining the number of records that
are retained after deleting the non-qualifying features and re-
moving the records that still contain missing values. These
fuzzy goals derived from the data are shown in the graph in
Fig. 5. The optimal decision is found from the intersection of
the fuzzy sets. In this example, allowing 2 missing values in a
feature leads to the optimal decision, retaining 2 features (50%)
and 4 client records (66%).
In the direct marketing data considered in this report, � � is equal
to 5% as illustrated in Fig. 4. When the data set is completed by
reduction as described above, the result is that 22 features are
removed from the data set and 1039 client records are deleted.

C. Data exploration

After the data preparation, the data set is ready to be explored
for structures that can be used by the model. This is done by
means of fuzzy clustering [6], and for this reason, it is necessary
that the features span a metric space. In order to obtain this, the
binary and categorical features must be removed from the data
set. Binary variables indicate product possession. After having
completed the balance information in the previous step, all in-
formation about product possessions are present in the balance
information in the corresponding continuous variables. Remov-
ing the binary possession variable corresponds to a projection
of the data onto the balance variable. No information is lost in
this step. The categorical information is mostly distilled from
combinations of possession and balance information, and hence
this feature reduction is also justified.
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Fig. 5. Decision making approach for completing the data set by reduction.
First, derive the fuzzy goals and determine the maximizing decision. Sec-
ond, remove the features with too many missing values. Third, delete the
remaining incomplete client records.

After having obtained a complete data set by reduction, and
having removed the binary and categorical features, the dimen-
sionality of the data set is reduced to 49 features. However, this
is still a too high dimensionality. A model with this dimension-
ality is not very transparent, and, furthermore, clustering in such
a space is tedious. Thus, further reductions are necessary.

For the purpose of feature selection, a number of methods are
studied for comparison purposes. Linear discriminant functions
and modified principal component analysis [7] have been used
to select variables for the clustering based modeling method.
Results obtained with these methods, however, are poor. In
general, linear feature selection methods are less suitable due
to the non-linearities and inconsistency in the direct marketing
data. A third method that has been tested is the so-called Y-
association which is also used by CHAID [3]. This method is
derived from the Chi-square test and makes use of an assumed
statistical distribution which can hardly be said to be present in
the data. Nevertheless, the results obtained are better than those
obtained when using the two previous techniques.

A novel approach is to do feature selection using gain-charts
resulting from individual models made for each variable. The
idea is derived from the way in which the domain experts ana-
lyze direct marketing models, described in Section II. Compared
to other feature selection methods, this provided the best results
and is applied in the modeling described in the next section. The
modeling itself is a step-wise refinement of the gain-chart pro-
duced by the model, starting with the most favorable feature,
and including a new feature (input variable) for each step in a
decision tree like manner. This allows for the feature selection
to be inherent in the modeling. A feature is selected and added
to the model at each level in the tree, and the number of features
used depends on the depth of the resulting tree. The depth can be
determined by user, or the modeling can be set to terminate at a
non-predetermined depth depending on its targeting properties.
This feature selection is described below.

D. Modeling

Due to the high dimension and sparse population of the space
spanned by the variables, product space clustering is not fea-
sible. The nature of the data is such that much information is
conveyed by considering single variables in an isolated manner.
The problem of modeling is thus to distill and combine this in-
formation in a proper manner. To achieve this, we propose an
incremental modeling approach based on step-wise refinements.
The modeling is done for each variable using fuzzy clustering in
one dimension and gain analysis, leading to additive improve-
ment of the gain charts per feature and of the total model as
models of individual features are added to the total model in a
decision tree like manner.

D.1 Ranking clients per feature

Let the training data set be fxk; ykg; k = 1; 2; : : : ; N , where
xk = [xk1; xk2; : : : ; xkn] is the n-dimensional feature vector
describing the k’th client (data object) and yk 2 f0; 1g is the
corresponding response label. The n features are studied sepa-
rately to see how well they discriminate between the two groups
in the data (respondents and non-respondents). The samples x jk

of each feature Xj ; j = 1; 2; : : : n are partitioned into Mj clus-
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ters by means of fuzzy clustering, and the fuzzy Respondent
Density (RD) of the resulting clusters is computed. The fuzzy
respondent density is given by

RDij =

PN
k=1 �ij(xkj)ykPN
k=1 �ij(xkj)

; 1 � i �Mj ; j = 1; 2; : : : ; n ;

(1)
whereMj is the number of clusters identified for featureXj and
�ij(xkj) is the membership of the k’th client in the i’th cluster
of feature j. Thus, RDij is the ratio of the total membership of
the positive responders in the cluster to the total membership of
all clients in the cluster.

The RDij values are now used to compute a score (SCjk) for
each client record xk according to the feature Xj :

SCjk =

MjX
i=1

�ij(xkj)RDij ; 1 � k � N : (2)

The higher the score SCjk, the more plausible that the k’th client
is a respondent, according to feature j. Thus (2) represents a
model that ranks the clients according to the j’th feature. In
this way, a model for each featureXj is obtained, where the Mj

cluster prototypes resulting from the partitioning of the data and
the corresponding RD values calculated by (1) are the parame-
ters constituting the model.

D.2 Iterative modeling

The model obtained for each feature can be evaluated by gain-
chart analysis. To make a gain chart for a feature X j , first all
clients are sorted according to decreasing SCjk values (“best
client first”). A gain chart is now obtained by growing a target
set from 1 to N clients, whereby clients are added in the sorted
order k�, and the cumulative sum of the corresponding response
yk� is recorded. The gain chart value is then given by

gj

�
k�

N

�
=

Pk�

i=1 yiPN
i=1 yi

; k
� = 1; 2 : : :N : (3)

The gain chart for a feature Xj is assigned a score SXj which
reflects its targeting efficiency by weighting it for any k

� with
the fraction of clients not yet added to the target set:

SXj =
NX

k�=1

�
1�

k
�

N

�
gj

�
k
�

N

�
: (4)

The weighted scoring favors gain charts with a steep rise in the
beginning. This gain chart behavior is preferred in target selec-
tion, since the goal is to target as many respondents as possible
with as few mailings as possible.

Using gain chart analysis, the modeling proceeds in an it-
erative manner that incorporates feature selection. For l =
1; 2; : : : ; D iterations, where D is the depth of the resulting de-
cision tree (and also the number of features eventually used in
the final model), the gain-charts produced by each of the indi-
vidual features in the total feature set are compared according
to their score SXj . At each iteration l of the modeling process,
the feature having the most favorable gain-chart is selected, i.e.

Model of

feature j
1

Model of

feature j
2

Model of

feature j
D-1

Model of

feature j
D

data set size:
xN n

.

.

.

data set size:

( ) x ( )N-K n-1
(1)

data set size:

( -...- ) x ( )N-K K n-(D-2)
(1) (D-2)

data set size:

( -...- ) x ( )N-K K n-(D-1)
(1) (D-1)

Fig. 6. In each step, a target model is produced from all features in the data set.
The parameters corresponding to the feature model with the best gain-chart
are recorded. Then the size and dimension of the data is reduced, and the
modeling process repeats on the reduced data set.

j
l = argmaxjSXj . The Mjl cluster centers for the selected fea-

ture and the corresponding RDijl values are recorded as part of
the final model. Now, the client data set is partitioned into n

0

groups Kj0
; j

0 = 1; : : : ; n0 such that

K
j0 = fkjSCj0k = max

j
SCjkg: (5)

Each group K j0 now contains clients that are described best by
the feature j

0. Next, the K
(l) clients who are described best

by jl, i.e. by the feature with the most favorable gain chart, are
removed from the training data set, i.e.

K
(l) = jK

jl
j ; (6)

where j � j denotes the cardinality of the set. The dimensionality
of the data set is then reduced by removing the feature j l. The
procedure is then repeated at the next iteration (l + 1) on the
reduced data set. The process is illustrated in Fig. 6.

By iteratively reducing the data set, the most important struc-
tures in the data that can be described by a single feature are
sought. At step l, one feature may partition nicely into a few
relatively distinctive classes, of which one might have a rather
high respondent density value. When the clients having a higher
score on the model based on this feature are removed from the
data set, other structures in the data can reveal themselves in
the partitioning of one of the remaining features. This makes it
possible to capture some of the structures in the data for which
one normally would have to consider the interactions between
features (see Example III.2). The number of iterations is equal
to the depth of the resulting decision tree, and the user selects
this by indicating the number of features desired in the result-
ing model. It is not necessary to pre-specify the depth D. The
modeling process can also be terminated based on criteria such
as ”there are no respondents left in the remaining training set”.
This would select all the features necessary to fully describe all
responders in the data set.

Example III.2: In Fig. 7, a problem with two features, X 1

and X2 is considered with the data shown in the product space
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Fig. 7. By iteratively reducing the data set and repeating the modeling, it is pos-
sible to describe structures in the data that would normally require product
space modeling. This is especially suitable when the classes of data are not
well separated like in direct marketing.

of the two features. In step 1a, both features are clustered in-
dividually, giving two clusters for X1 (A1 and B1) and three
for X2 (A2, B2 and B3). In step 1b, the evaluation of the gain
charts of the two resulting models f(X1) and f(X2), based on
X1 and X2 respectively, reveals that X1 is the best feature. The
target model f(X1) is recorded, i.e. the cluster prototypes and
the corresponding RD values, and modeling is repeated on a re-
duced data set in step 2. In the reduced data set the feature X1

has been removed, and the data objects that scored better on the
model f(X1) than on f(X2) have also been removed. That is,
the data marked group i in step 1a are removed. This data scored
1/2 on model f(X1) and 1=3 on model f(X2). The data marked
group ii and iii scored respectively 2/11 and 1/3 on the models
f(X1) and f(X2) in step 1. Data groups ii and iii remain in the
reduced data set, and two clusters are found for X2 in step 2.

D.3 The final target-selection model

After having iteratively created a target model for the D most
attractive features as described above, these individual models
are combined in a final model. The ranking and the selection
of the clients is done by averaging the results from each feature
model. The target selection score for a client described by record
xk is given by

SCk =
1

D

DX
jl=1

SCkjl : (7)

All the clients in the data set are now ranked according to their
SCk value. The ones with the highest SC value are targeted.
The actual decision on where to put the cut-off threshold is
taken by the campaign organizer, and it depends on a number
of factors that make up the specific campaign objective, such as
company strategy, business plan, the profitability of product be-
ing marketed, costs and the efficiency of the information carrier.
This aspect is not considered further in this report.

D.4 The clustering

In order to obtain a model for a feature, fuzzy clustering is
used to partition the data into a number of partly overlapping
clusters based on their distance measured along the feature. For
the considered problem, it is not only important to determine
the number of clusters in the data, but the algorithm should also
be able to find clusters containing a highly varying number of
data objects. To deal with these issues, we apply an extended

version of the fuzzy c-means (FCM) [6] algorithm that incorpo-
rates cluster merging and variable sized cluster prototypes [8].

An important issue when applying clustering is the determi-
nation of the relevant number of clusters in the data. A method
that is applied often in the literature is the repetitive clustering
with various number of clusters and partition assessment with
cluster validity measures [9]. This approach is not feasible for
the application considered due to the large number of features
and the repeated modeling in each iteration. Moreover, the na-
ture of the data is such that the validity measures typically give
no insight into the suitable partitioning as there is usually no
distinctive local minima of the validity function. To overcome
this problem, the extended FCM (E-FCM) algorithm applies a
cluster merging approach based on cluster similarity [8]. The al-
gorithm is initialized with a larger number of clusters than what
is assumed to be needed. As the clustering progresses, it auto-
matically determines a suitable partition by iteratively merging
pairs of similar clusters. The similarity assessment is based on
the fuzzy set inclusion measure, and the pairwise similarity be-
tween two clusters A and B is determined as

S(A;B) = max

�
jA \ Bj

jAj
;
jA \ Bj

jBj

�
; (8)

where j � j denotes the cardinality of a fuzzy set, and \ represents
the intersection, modeled by the min operator [10]. The simi-
larity S(A;B) is thus given by the maximum of the inclusion of
A in B and the inclusion of B in A. S(A;B) is a set-theoretic
similarity measure that is not influenced by the numerical scale
of the clustered data [11].

This approach was first proposed in [8], where a similarity
threshold for cluster merging � 2 [0; 1] had to be set by the
user. This threshold can sometimes be rather difficult to de-
termine, as the cluster similarity is strongly influenced by the
number of clusters present in the partition at any time due to the
membership constraint applied in the clustering algorithm[6]. In
the application of the algorithm to various problems, it has been
found that an adaptive threshold, depending on the number of
clusters, gives satisfactory results [12]. This approach is also
taken here, and the similarity threshold for cluster merging is
� = 1=M , where M is the number of clusters in the partition at
any time.

Another feature of the marketing data is that the ratio of re-
sponders to non-responders can be very low at any step of the
iterative modeling process. Since the responders might be char-
acterized by feature values for which there are only few repre-
sentative values, the clustering algorithm must be able to detect
clusters of relatively small size (volume) as well as bigger ones
in the same data set. The E-FCM algorithm achieves this by
applying volume prototypes as opposed to the single point pro-
totypes in the standard FCM algorithm. Moreover, the sizes of
the prototypes depend on the fuzzy covariance of the data in
its proximity. The effect is that clusters in regions with little
data will contain these data objects with membership one, mak-
ing the cluster center less likely to move towards other regions
of the space that contains more data. When many clusters are
present in the same part of the data space, the volume proto-
types will spread, making it more likely that a cluster prototype
will move to another part of the data space that is populated by
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Fig. 8. Clustering data with two groups represented by 1000 and 15 points
respectively. Results obtained for two clusters with FCM (left) and with
E-FCM (right).

fewer data objects. The volume prototypes in E-FCM are de-
fined by the data objects xk having a distance of zero from the
volume prototypes. The distance measure is given by

dik = max(0;
q
(xk � vi)T (xk � vi)� ri) ; i = 1; 2; : : :M ;

(9)
wherevi are the cluster centers and ri is the radius of the volume
prototype of cluster i. The radius is computed from the fuzzy
co-variance of the data belonging to the cluster:

ri =
q
jPij

1=n ; i = 1; 2; : : :M; (10)

with Pi being the covariance matrix for cluster i. The radius
(10) reduces to the standard deviation when clustering in one
dimension in the proposed fuzzy target selection approach. All
data objects that are within this radius have a distance zero to the
prototype, and are as such assigned a membership � ij(xk) = 1.

The working of the E-FCM algorithm is illustrated in Fig. 8.
A data set in two dimensions is shown with two groups of un-
even size. When the standard FCM is applied with two clusters,
the prototypes are both located in the same part of the data space,
missing the smaller group in the data. When E-FCM is applied,
a ”big” cluster will locate itself in the densely populated part of
the space, forcing the other cluster to move to the small group of
data points. When E-FCM is initialized with an over-determined
number of clusters, most clusters will be located in the densely
populated region, where they are iteratively merged owing to
their similarity. This is illustrated in Fig. 9 which shows an ex-
ample with four uneven sized groups of data.

Note that the E-FCM algorithm can also deal with catego-
rized and binary data. The volume prototypes then tend to be
located on the categories. In this case, our modeling algorithm
reduces to a simple scoring algorithm based on the percentage
of respondents in each category.

IV. APPLICATION EXAMPLE

We report the results from the application of the proposed
modeling procedure to the data obtained from a direct marketing
campaign regarding a savings product of a large Dutch financial
services company. The initial data set contains 170 features.
After the data preparation and reduction described in Section III-
B and Section III-C, the data set consist of 15.486 data objects in
a 49 dimensional feature space. This data set was split at random
into a training data set (10.324 clients) and an evaluation data set
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Fig. 9. Excerpts from the progress of the E-FCM clustering algorithm when
initialized with 10 random clusters in a data set with four groups.

(5.162 clients). The iterative modeling process is applied to the
training data, using the E-FCM clustering algorithm to partition
the data in each feature. The algorithm is initialized with 10
clusters each time.

A. Iterative modeling

The iterative modeling process is set to terminate when there
are no more responders left in the iteratively reduced data set.
A total of 28 features are selected in decreasing order of impor-
tance before the procedure terminates. The number of clusters
detected per feature varies between 2 and 9, with a mean of 4.5.
The model can now be used with any number D � 28 of sub-
models by considering only the D features first selected in the
modeling process. In the following we consider only the first
three features. In Fig. 10, the first three steps in the modeling
process are illustrated, with the gain charts ordered according
to decreasing SXj score at each step. The three best features
in the considered data set are total savings balance, balance of
p-account and balance of s-account. The E-FCM clustering al-
gorithm detects four, three and three clusters for each of these
features, respectively.

B. Total model

The recorded cluster prototypes for each selected feature and
the correspondingRDijl values constitute the parameters of the
total model. Clients are scored by the model according to (7)
by taking the average of their scores on the individual models
constructed for each of the used features total savings balance,
balance of p-account, and balance of s-account:

SCk =
1

3
(SCsavings

k + SCp�account
k + SCs�account

k ) : (11)

Figure 11a shows the gain-charts of the resulting model con-
sisting of the three sub-models whose gain charts are shown in
Fig. 10. Both the gain chart for the training data (10.324 clients)
and for the evaluation data (5.162 clients) are shown. For com-
parison, in Fig. 11b, the gain charts resulting from a depth three
CHAID model are shown. This model was constructed accord-
ing to the current practice, using all the 170 features and with
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Fig. 10. Gain charts produced during the iterative modeling. In each successive
step both the dimensionality and the size of the data set are reduced.

the missing values taken as a separate class. The results ob-
tained with the proposed modeling approach clearly outperform
the CHAID model. Moreover, while the fuzzy model of depth
three consists of ten simple rules and makes use of three fea-
tures, the CHAID model has 21 rules and uses 10 inputs.

Even though the depth-3 CHAID model is more complex than
the fuzzy model, the time it takes to compute it is a fraction of
the construction time of the fuzzy model. The efficient CHAID
modeling algorithm can easily handle more complex models.
For a fair comparison, we increased the depth till six for the
CHAID model. The resulting gain charts are shown in Fig. 12a.
For this depth, CHAID selects a total of 25 features and con-
structs a decision tree with 52 rules. At this depth, the model
is starting to show signs of overtrainig as can bee seen from
the difference between the training and the evaluation results.
Further increase in complexity (depth larger than 6) does not
lead to improved performance. The simple fuzzy model still
outperforms the depth-6 CHAID model. The improvement is
visualized in Fig. 12b which shows the relative improvement in
targeting performance (evaluation data set) of the of the fuzzy
model compared to the depth-6 CHAID model.
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Fig. 11. Gain charts resulting from the models obtained by (a) the iterative fuzzy
modeling approach and (b) the CHAID modeling approach with depth 3.
Both training data (solid) and evaluation data (dash-dot) are shown.
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Fig. 12. Gain charts resulting from the depth-6 CHAID model (a) and the
targeting improvement of the fuzzy model compared to the depth-6 CHAID
model, depending on the size of the addressed client set.

C. Rule extraction

To enable easy inspection and validation of the fuzzy model,
a rule-based version can be extracted from the parameter-based
model obtained through the iterative modeling. This also allows
the model to be augmented with other knowledge, and makes
the rules accessible for other purposes.

For each feature Xj ; j = 1; : : : ; D used in the model, the
Mj identified clusters correspond to one rule each. The cluster
center determines the one dimensional fuzzy antecedent of the
rule, and the associated RD value can be taken to be the rule
consequent. The Mj clusters can be replaced with fuzzy sets
Aij ; i = 1; : : : ;Mj . One way of doing this is to associate each
cluster with a trapezoid fuzzy set where the volume cluster pro-
totype corresponds to the core of the fuzzy set. The left (right)
support of the fuzzy set is taken to be the right (left) support
of the core of the left (right) neighboring set, or the minimum
(maximum) of the domain if the set is the leftmost (rightmost) in
the partition. In this way a so-called normal fuzzy partition [13]
is obtained. The rule-based model contains a total of

PD
j=1Mj

rules. For the studied model, a rule base with 10 rules is ob-
tained with rules of the following form:

Ri : If feature Xj is Aij then response y = ci (12)

where the rules consequents ci can be taken to be the corre-
sponding RD value, or they can be estimated from the training
data.

We apply the Takagi-Sugeno [14] type reasoning, and choose
to estimate the rule consequents from the available training data
using a local least squares approach [15]. The rule base is listed
in Table I, where linguistic terms have been associated both with
the rule antecedent and the consequent value. The numerical
outputs of each rule calculated by least squares parameter esti-
mation are shown in the table as well, and the fuzzy sets for the
antecedents are shown in Fig. 13 together with their linguistic
labels.

The CHAID model can also be expressed in a rule-based man-
ner. It builds a decision tree by dividing the various features into
classes. The number of leaves (end nodes) on the tree corre-
sponds to the number of rules. As mentioned above, the depth-3
and depth-6 CHAID models use 21 and 52 rules, respectively.
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TABLE I

LINGUISTIC RULES EXTRACTED FROM THE MODEL.

R1 If Total savings balance is Low Then response is Low (y=0.0463)
R2 If Total savings balance is Moderate Then response is High (y=0.1559)
R3 If Total savings balance is High Then response is High (y=0.1631)
R4 If Total savings balance is Very High Then response is High (y=0.1542)
R5 If Balance: P-account is Low Then response is Low (y=0.0697)
R6 If Balance: P-account is Moderate Then response is Moderate (y=0.1338)
R7 If Balance: P-account is High Then response is Very High (y=0.1839)
R8 If Balance: S-account is Low Then response is Low (y=0.0733)
R9 If Balance: S-account is Moderate Then response is High (y=0.1608)
R10 If Balance: S-account is High Then response is Very High (y=0.1873)
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Fig. 13. Fuzzy sets used in the rule-based target selection model.

V. DISCUSSION

The success of the proposed fuzzy modeling approach to tar-
get selection over the statistically oriented CHAID method from
the current practice illustrates the problems sometimes associ-
ated with the application of statistical techniques in practice.
Especially the assumptions on the distribution of data are typ-
ically not valid. This may limit the performance of statistical
techniques considerably. A pattern recognition technique such
as fuzzy clustering is more adaptive to the specifics of the data
as it has few assumptions regarding the distribution of data. The
computational load of the cluster based method, however, is or-
ders of magnitude higher than that of the statistical approach.
Unlike the CHAID approach where a client belongs to a group
with a certain score, in the proposed approach each client gets
an individual score. This can help the service provider to tailor
products to individual specifics.

Another explanation for the good performance of the pro-
posed fuzzy modeling approach can be found in the data prepa-
ration and exploration part. As mentioned in Section III-C, the
assumptions for the Y-association test used by CHAID for fea-
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Fig. 14. Results obtained with CHAID models according to current practice,
using the total data set with 170 features, and when the data is preprocessed
as in the proposed fuzzy modeling approach.

ture selection might not always be valid. When we apply the
CHAID modeling tool to the data preprocessed according to the
method in the proposed fuzzy modeling approach, the results
improve. Training data results obtained with the current practice
CHAID models of depth 3 and 6 are shown in Fig. 14 together
with the results obtained when using the preprocessed data set
with 49 features only. As it can be seen, the results obtained
with the data preprocessed as in the proposed fuzzy modeling
approach are superior to the current practice results. Moreover,
the number of rules and selected features in the CHAID mod-
els based on the preprocessed data set is less that in the CHAID
models of the current practice approach. For instance, with the
preprocessed data, the depth-3 CHAID model consist of 11 rules
and uses five features. The three features used by the fuzzy
model are in this case also selected by the CHAID model.

A drawback of all data driven techniques is the need for suf-
ficient data during training. The collection of data for direct
marketing campaigns can be costly. However, it is important to
collect sufficient and up-to-date data in order to ensure a proper
targeting by the resulting model. It is always a question how
possible test campaigns should be targeted in order to collect
relevant training data. Random selection may provide a good
sampling of the total client population, but it is an expensive ap-
proach since the number of respondents will typically be small,
thus requiring an extensive test campaign. Targeting the test
campaign to a pre-selected group, however, may bias the train-
ing results and diminish the generalization capabilities of the
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model. Thus, validation of the assumptions and hypotheses as-
sociated with the test campaign is vital, and statistical methods
provide valuable tools here that can benefit the analysts.

Acceptance of new methods by analysts is perhaps the single
most important factor for successful application of new compu-
tational intelligence techniques in financial engineering. Black
box approaches often do not find sufficient acceptance as the
reason for the outcome from such systems may not be clear to
the analyst. Fuzzy systems provide an advantage to many other
CI techniques, since the model can be represented in a rule-
based form that the analyst can verify against his own knowl-
edge and experience.

VI. CONCLUSION

A fuzzy modeling tool for target selection in direct market-
ing has been developed. An iterative modeling method based
on unsupervized fuzzy clustering is used for identifying target
clients from a customer data base for a given product. Using the
specifics of data encountered in direct marketing, the proposed
method deals with the feature selection in a simple but elegant
way, leading to a robust approach. Moreover, simple linguistic
If-Then rules can be extracted from the model, allowing easy
validation by the analysts. This increases the confidence in the
new technique, and is an important issue for the acceptance of
the developed approach.

Even though the computational load of the proposed model-
ing approach by far exceeds that of the current statistical ap-
proaches (e.g. CHAID), the targeting improvement, the com-
pactness and transparency of the obtained model make it worth
the effort. The target improvement varies from about 15 % till
above 20 % for a realistic campaign size.
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