How AND WHY DECISION MODELS INFLUENCE MARKETING
RESOURCE ALLOCATIONS

GARY L. LILIEN, ARVIND RANGASWAMY, KATRIN STARKE AND
GERRIT H. VAN BRUGGEN

ERIM REPORT SERIES RESEARCH IN MANAGEMENT

ERIM Report Series reference number

ERS-2001-33-MKT

Publication May 2001
Number of pages 51
Email address corresponding author Gbruggen@fbk.eur.nl

Address

Erasmus Research Institute of Management (ERIM)
Rotterdam School of Management / Faculteit Bedrijfskunde
Erasmus Universiteit Rotterdam

P.0.Box 1738

3000 DR Rotterdam, The Netherlands

Phone: +31 10 408 1182

Fax: +31 10 408 9640
Email: info@erim.eur.nl
Internet: www.erim.eur.nl

Bibliographic data and classifications of all the ERIM reports are also available on the ERIM website:

www.erim.eur.nl




ERASMUS RESEARCH INSTITUTE OF MANAGEMENT

REPORT SERIES

RESEARCH IN MANAGEMENT

BIBLIOGRAPHIC DATA AND CLASSIFICATIONS

Abstract

We study how and why model-based Decision Support Systems DSSs) influence managerial
decision making, in the context of marketing budgeting and resource allocation. We consider
several questions: (1) What does it mean for a DSS to be “good?”; (2) What is the relationship
between an anchor or reference condition, DSS-supported recommendation and decision
quality? (3) How does a DSS influence the decision process, and how does the process
influence outcomes? (4) Is the effect of the DSS on the decision process and outcome robust,
or context specific?

We test hypotheses about the effects of DSSs in a controlled experiment with two award
winning DSSs and find that, (1) DSSs improve users’ objective decision outcomes (an index of
likely realized revenue or profit); (2) DSS users often do not report enhanced subijective
perceptions of outcomes; (3) DSSs, that provide feedback in the form of specific
recommendations and their associated projected benefits had a stronger effect both on the
decision making process and on the outcomes.

Our results suggest that although managers actually achieve improved outcomes from DSS
use, they may not perceive that the DSS has improved the outcomes. Therefore, there may be
limited interest in managerial uses of DSSs, unless they are designed to: (1) encourage
discussion (e.g., by providing explanations and support for the recommendations), (2) provide
feedback to users on likely marketplace results, and (3) help reduce the perceived complexity of
the problem so that managers will consider more alternatives and invest more cognitive effort in
searching for improved outcomes.

Library of Congress
Classification

(LCC)

5001-6182 Business

5410-5417.5 Marketing

HD 30.213 Decision support systems

Journal of Economic
Literature

(JEL)

M Business Administration and Business Economics

M 31 Marketing
C44 Statistical Decision Theory

C44 Statistical Decision Theory

European Business Schools
Library Group

(EBSLG)

85A Business General

280 G Managing the marketing function
255 A Decision theory (general)
255G Management Science

Gemeenschappelijke Onderwerpsontsluiting (GOO)

Classification GOO 85.00 Bedrijfskunde, Organisatiekunde: algemeen

85.40 Marketing

85.03 Methoden en technieken, operations research

85.40 Marketing

85.03 Methoden en technieken, operations research
Keywords GOO Bedrijfskunde / Bedrijfseconomie

Marketing / Besliskunde

DSS, Besliskunde, Marketing, Allocatie
Free keywords DSS, Marketing Models, Decision Quality, Decision Process, Resource Allocation

Other information




How and Why Decison Models I nfluence M arketing Resour ce Allocations

Gary L. Lilien
Arvind Rangasvamy
Katrin Starke
Gerrit H. Van Bruggen

May 21, 2001

Gary L. Lilien is Digtinguished Research Professor of Management Science, Arvind Rangaswvamy is Jonas
H. Anchel Professor and Professor of Marketing, and Katrin Starke is a doctoral student, al at The Smeal
College of Business, Penn State University, University Park, PA 16802. Tel: (814) 863-2782. Gerrit H.
Van Bruggen is Professor of Marketing at the Rotterdam School of Management, Erasmus University
Rotterdam, P.O. Box 1738, 3000 DR Rotterdam, The Netherlands, Phone: 31-(0)10-4082258

Please address all correspondence to Gary Lilien, G5L @psu.edu



How and Why Decison Models I nfluence M arketing Resour ce Allocations
Abstract

We study how and why model-based Decision Support Systems (DSSs) influence managerid
decison making, in the context of marketing budgeting and resource alocation. We consder severd
questions: (1) What does it mean for aDSS to be “good?’; (2) Whét is the relationship between an anchor
or reference condition, DSS-supported recommendation and decision quality? (3) How doesaDSS
influence the decision process, and how does the process influence outcomes? (4) |Is the effect of the DSS
on the decision process and outcome robust, or context specific?

We test hypotheses about the effects of DSSsin a controlled experiment with two award winning DSSs
and find that, (1) DSSsimprove usars objective decison outcomes (an index of likely realized revenue or
profit); (2) DSS users often do not report enhanced subjective perceptions of outcomes; (3) DSSs, that
provide feedback in the form of specific recommendations and their associated projected benefits had a
stronger effect both on the decision making process and on the outcomes.

Our results suggest that dthough managers actudly achieve improved outcomes from DSS use,
they may not percelve that the DSS has improved the outcomes. Therefore, there may be limited interest in
managerid uses of DSSs, unlessthey are designed to: (1) encourage discussion (e.g., by providing
explanations and support for the recommendations), (2) provide feedback to users on likely marketplace
results, and (3) help reduce the perceived complexity of the problem so that managers will consder more
dternaives and invest more cognitive effort in seerching for improved outcomes.

Key Words: DSS, Marketing M odels, Decision Quality, Decision Process, Resour ce Allocation



1. Introduction

A common managerid decision problem is the budgeting and alocation of resources: for
example, how large should the budget be (e.g., for advertising, for sales promotion, for sales-force
effort, etc.), and how should that budget be alocated over geographies, products, market segments,
and over time. Most management scientists share the belief that model-based decision support systems
(DSSs) can help improve such decisons. However, there is little evidence either to support or to
contradict this belief. In this paper, we formulate and test a conceptua framework to understand the
effects of DSSs on budgeting and resource alocation decisions (which we shorten to “resource
adlocation decisons’ for conciseness). Our framework articulates how DSSs influence the decision
process (e.g., cognitive effort deployed, discusson quality, and number of decision dternatives
generated), and as aresult, how these DSS s influence decision outcomes (e.g., profit, satisfaction, and
learning). We focus on marketing resource alocation, specifically on saes effort dlocation, and
customer targeting.

Sincethelae 1970 s researchers have studied the effects of DSSs on manageria decision
making. Table 1 summarizes anumber of these sudies, both within and outside the marketing field,
including those that specificaly address resource alocation decisions. Most sudies have focused
primarily on exploring whether the use of DSSs improves the performance of decision makers as
measured by decison quality (typically based on outcome variables such as sales, profit, or market
share computed endogenoudy from the model), and by decison makers satisfaction and confidence in
the results of using the DSS. Only afew studies have examined how a DSS affects the decision
process, and those that have studied the decision process have not clearly explored how the DSSjointly
influences the process and the outcomes.

Past studies aso report mixed results regarding DSS effects on outcomes. while most report
that DSSs improve resource alocation decisions in marketing, Chakravarti, Mitchell, and Staelin (1979)
report that the use of a DSS had a detrimenta effect on decision quality. The broader DSS research
aso reports mixed findings in laboratory studies about the effects of DSSs on decision outcomes (See
Sharda, Barr, and McDonnel 1988 or Benbasat and Nault 1990). Of the eleven studies Sharda et d.



reviewed, six showed improved performance due to DSS use, four showed no difference, and in one
study, performance actually decreased for DSS users. It remains unclear what decision processes
caused the reported effects of the systems. Only afew studies have explored why DSS influence the
process of decison making (e.g., Hoch and Schkade 1996; Van Bruggen et d. 1998), but these studies
have not explored the full spectrum of effects of the DSS on the process, particularly in the context of a
resource alocation task. Another concern with the prior studies is that the field studies lacked
experimenta control (e.g., Fudge and Lodish 1977) dthough they used DSS to address actua
managerid problems. On the other hand, dthough lab studies imposed experimenta controls, they
addressed "made up” problems. One unique aspect of our study isthat we use alab study using ared
world case for which externdly vaidated actud results are known (i.e,, decison qudity is not

determined endogenoudy).

Insart Table 1 about here

Thus, areview of the literature leaves a number of questions unanswered:

1. What doesit mean for aDSSto be“good?” Specificaly, isthere arelationship between the
decision problem, the type of DSS, the decision making process, and the outcome or qudlity of the
actud decison (which may differ from the output of the DSS).

2. What are the relationships between decision context (e.g., anchor or reference condition), the DSS-
supported decision process, and decision quality?

3. Istheeffect of the DSS on the decision process and the decision outcome robust, or isit specific to
the context or DSS design criteria?

Our research addresses these issues as follows:

1. Comprehensive Assessment of DSS Impact. We incorporate objective measures and
subjective perceptions of both the decision process and the decision outcomes, including multiple
dependent (outcome) and mediating (process) variables. Most of the earlier studies have only focused

on outcome varigbles (e.g., profit, satisfaction, and decision confidence), and have ignored how decision



processes influence outcomes. In our research, we not only evauate whether a DSS influences
outcomes, but also why and how that influence comes about through changes in the decision process.

2. Anchor and Adjustment Process. Resource dlocation decisions get made in manageria
contexts characterized by historica precedents (‘What was last year’s plan?’), or by relying on existing
common benchmarks or reference points (e.g., based on rules of thumb, such as *“match the industry
Advertisng-to-Sadesratio” (Rosster and Percy, 1997)). To study how DSS influence managers
reliance on anchor points, we explicitly assess whether DSS use leads to departure from anchor points.

3. Sudy Context. Unlike mogt previous studies, we do not Smply compare aDSS versus no-
DSS treatment, an unredlistic comparison. Instead, we manipulate the nature of the decision support
provided to the users, where al users have access to the same background information, the same
incentives to perform well and the same computer and anaytic platform (Excel in our case). Thus,
subjects in the non-DSS condition, as with those in natura settings, have access to and can manipulate
the same data as the DSS subjects. That is, we study the differences in process and performance
between contexts where one set of users have access just to aDSStool (Excel), whereas other users
have access to a specific model-based DSS. In the rest of the paper, when we say DSS, we explicitly
mean the model-based DSS. When we refer to non-DSS, we mean that subjects have access only to
the data and the Excel tool. We employ a mixed within/between-subjects experimenta design, in which
each subject is exposed to two different DSS-decision Stuation combinations, permitting usto dso
evauate learning effects, if any.

4. DSS-Problem Relationship. Much experimental work in DSS effectiveness has dedt with
Stuations where, ex pogt, there is aright answer, such asin aforecasting task. In resource alocation
Stuations, there are no objective right answers at the time a decision is being made, and decison makers
can rarely observe the impact of their decisons on firm performance rel ative to the impact of other
decision alternatives. For such stuations, we hypothesize that DSSswill ddliver the same generd
patterns of decision process and outcome improvements across problem contexts. (Aswe will see

later, our results do not support this hypothesis, thereby offering interesting further research questions.)



Overdl, our results show that subjects who used the DSS made decisions farther awvay from the
anchors and achieved better outcomes than those without a DSS. However, accessto aDSS did not
result in a clear pattern of direct impact on subjective measures of performance like “ satisfaction,”
learning” and “usefulness” Furthermore, expert judges (acting as surrogates for managers) often could
not distinguish good decisons from poorer ones. While the DSSs did have sgnificant effects on the
decision making process, the different DSS-environments that we studied showed different patterns of
effects.

The paper is organized asfollows. In the next section, we describe our conceptua framework
and develop specific hypotheses. Then we describe our experimenta setup and the methodology for
testing our hypotheses. The subsequent section provides the results of our analyses. We conclude by

discussing the implications of our study for DSS design, and identify future research opportunities.

2. Hypotheses Devel opment

Although thereis a substantia amount of research that has tested whether a DSS improves
outcomes, it is surprising how little we know about how a DSS influences decision processes
(Wierenga and Van Bruggen, 2000). It ispossible for a DSS to influence the decision process without
affecting the decisons made, or the outcomes that result from those decisons. For example, decison
makers may choose to go with their prior bdiefs (i.e., no change in outcome), after considering some
additional options prompted through interactions with the DSS (i.e., change in process). Itisaso
possible for a DSS to influence decision outcomes without significantly influencing the decision process,
which could occur if, after going through their normal decision processes, the decison maker decides
that “the DSS knows best” and smply adopts its recommendations. And a DSS could change the
decision process and, through these changes, influence decison outcomes. Unless we separate the
effects of a DSS on the decision process from its effects on outcomes, we will be unable to articulate
why and how a DSS leads to different decision outcomes.

Generdly, decisons emerge through an interaction of a user with aDSS, and through the active

mental processing that takes place (Vandenbosch and Higgins 1995). Asaresult, DSSs often have



multi-faceted effects on both decision processes and on the outcomes of these processes. DSSs can
help decision makers develop a better understanding of the decision problem, through improved
formulation of the problem using the system, generating new decision dternatives, improved evauation
of potentia courses of action (e.g., “anticipatory learning”), or from inductive learning across multiple
exposures to and use of one or more DSSs.

Thisimproved undergtanding is then interndized by the decison-makers, who adjust their decison
meaking process accordingly.

The following schematic diagram summarizes the above discussion.

Problem Decision
Context Process Outcomes

Decisons result from an underlying decision process, which can be characterized by such

variables as the amount of cognitive effort that people put into solving a problem, the quality of the
discussions they have during the decision process, the number of decison aternatives they generate, and
so on. Both the decision outcomes and the decision process, in turn, will be influenced by the context in
which the decison maker is operating. This context can be described by the characteristics of the
decison environment, the characterigtics of the decision makers who must resolve the problem and the
characterigtics of the available decison ad.
The Effects of DSSs on Decision Processes and Decision Outcomes

Severd researchers have argued, and empirically demondtrated, that a combination of DSS and
human decision makers will outperform unaided decision makers (Blattberg and Hoch 1990; Hoch
1994; and Hoch and Schkade 1996). The main reason for thisfinding is that models have strengths that
can compensate for the weaknesses of human decison makers decision making processes, i.e., DSSs
cause changes in the processes by which decisions are made (Silver 1990).

Decision makers have cognitive limitations in acquiring and processing information. (Tversky

and Kahneman 1974; Hogarth and Makridakis 1981; Bazerman 1998). When confronted with large



amounts of information in relatively short time frames, these limitations encourage people to use heuridtic
approaches to resolve the problem.  Although heurigtics can reduce cognitive effort, they can dso lead
to systematic (and predictable) errors. An example heurigtic isanchoring and adjustment. In making
decisons (e.g., determining the tota advertisng budget), decison makers who apply this heuristic start
from aninitid “anchor” point and adjugt it to arrive a the fina decision. The anchors may be suggested
by historica precedent (e.g., the previous year’ s advertising budget) but could aso arise from random
information. However, adjustments from the anchor point often tend to be non-optimal (Sovic and
Lichtenstein 1971; Mowen and Gaeth 1992). For example, in marketing resource allocation tasks,
thereis atendency to alocate effort to conform to past dlocations, or toward products or market
segments that have strong manageria advocates instead of what might be most cost effective for the
organization.

In resource alocation tasks, DSSs can help managers cope with large amounts of informetion,
thereby reducing the need for using heurigtics. Models integrate information in a consstent way (Dawes
1979). Thus, modds may help managers choose good resource dlocation strategies by consstently
weighting the available options according to specified criteria, whereas humans tend to dter the weights
they assign to different variables by usng heuristics. In aresource dlocation context, it islikdly that
these heuristics will reduce the weights assigned to objective criteria, such as the potentia
responsiveness of salesto increased marketing effort. At the sametime, a DSS can underweight
important idiosyncratic elements (e.g., the strategic desirability of an option) relevant to a particular
resource dlocation problem. In view of these advantages and limitations of DSSs, we expect that a
combination of human decison maker and a DSS will be more effective than a human decison maker
without a DSS. We hypothesize:

H1:.  The use of a DSSwill improve both the subjective and objective outcomes of marketing
resource allocation decisions. And:
H2:  The use of a DSSwill improve the overall process of decision making in a marketing

resource allocation context.

Effects of DSS-Induced Decision Processes on Outcomes



The extent to which a DSS improves the qudity of decision-making processes and decision
outcomes will depend on what the DSS has been designed to do (Silver 1990) and on how well it
performs (Van Bruggen, Smidts, and Wierenga 1996). Users often adopt a“ cost-benefit” approach,
by which they assess the tradeoffs between decison quality and the effort they need to invest in the
decision making process (Payne 1982). The actua decision will result from a compromise between
their desire to make agood decison and their desire to minimize effort. Decison makers tend to favor
effort reduction (Payne 1982; Payne, Bettman, and Johnson 1988) and only focus on enhancing
decison qudlity if they expect that incrementa effort will lead to alarge gain (Todd and Benbasat 1992).

If aDSSis part of the decison context, it can dter this qudity-effort tradeoff. However, the
mere availability of DSS will not improve decison qudity. A DSS could reduce cognitive effort
(smplify the decison process with little or no improvement in outcome) or enrich the decision process,
perhaps even leading to more effort and better results. Thus, reducing cognitive effort will not
necessarily improve decision quality; decison makers must deploy the “saved effort” to explore more
decison dternatives or to explore decison dternatives in greater depth to realize improved outcomes.
Thus, model-based DSSs might not only improve efficiency, but might aso lead to greeter effectiveness
if the user ismotivated by the DSS to deploy more cognitive effort to the task (Moore and Chang
1983).

Whatever the mechanism that a DSS uses to induce decision process improvement, we
hypothesize the following:

H3:  Improved overall decision-making processes in a marketing resource allocation
framework will lead to significantly improved subjective and objective outcomes.

In addition, we have no strong prior theory to suggest why certain DSS-context combinations
might be more effective or efficient than others. Hence, we hypothesize:

H4:  The patterns of DSSimpact articulated in H1-H3 will hold across marketing resource

allocation decision contexts and DSS design criteria.



3. Methodology

DSS researchers have used a number of research agpproaches, including survey-based research,
theoretica modeling, field studies/case andysis and experimentd laboratory research (Table 1). To test
our hypotheses, our choice of methodology is driven by the following six criteria

C1: The decison context should be replicable, to permit statistical mode building and

hypothesis tegting.

C2: The decison context should be redlistic.

C3: We should be able to assess the robustness of our results across decision contexts and

DSS dedigns.

C4. Paticipants should be real decison makers or have had sufficient training in the domain to

understand the issues associated with resource alocation decisions.

C5: Participants should have the background and capability to understand and use spreadshect

models and market response models.

C6: Participants must not be experts (e.g., andysts) in the use of DSSs, because our hypotheses

concern decison making by typica managers.

C1 drove usto do our research in alaboratory setting. C2 and C3 had us seek at least two
realistic resource alocation scenarios which had DSSs associated with them. We were able to locate
two such scenarios. the ABB Electric case and the Syntex Labs (A) case as described in Lilien and
Rangaswamy (1998). These cases report on resource alocation problems that ABB and Syntex
addressed using decison models. Both cases are based on research that received the Eddman prize
from INFORMS as outstanding examples of the practice of management science. Papers describing
these models (Gensch et al., 1990 and Lodish et d., 1988) include the actual market response to the
resource alocation decisions implemented by the respective firms. Therefore, it is possible, ex pog, to
edimate likely decison effectiveness.

C4-C6 led usto consder business school undergraduates, MBASs and company executives.
Filot tests with undergraduates showed that they did not have sufficient background to understand the

problem context. We were not able to locate a sufficiently large group of executives who were



aufficiently homogeneous in background and skill level to meet our needs. Rilot sudies with MBA
students who had taken core marketing and management science courses showed that such students not
only were able to understand both the context (marketing resource alocation) and the approach
(response model -based decision support), but were dso sufficiently homogenous adong other
dimensions to make them appropriate subjects for our research.

We adapted software implementations of the ABB and Syntex modd from Lilien and
Rangaswamy (1998). To mimic the organizationa redlity and group decison process associated with
such decisons in practice, we used two-person teams as our experimental unit. We randomly assigned
each team to one of eight experimental conditions (see below) to andyze and develop recommendations
for both cases. All groups aso received identica data (described in the cases) in the form of Microsoft
Exce sporeadsheets and had the full functiondity of Excd available to them. The groups differed in, (1)
whether their spreadsheet included an embedded DSS model that alowed the subjects to andyze the
data (if they choose to) using aresource alocation mode, and (2) the order in which they analyzed the
cases— ABB followed by Syntex, or Syntex followed by ABB. We briefly describe these two cases
and the associated models.

ABB case: The decison problem was to dlocate a supplementary marketing budget to the “top
20" customers (out of 88 customers) to be recommended by the subjects. The data summarized how
these customers viewed each of the four suppliers (including ABB) on criteria such asinvoice price,
technical specs of the products, availability of spare parts, etc. Subjects who had access to the DSS
were ds0 ableto run amultinomid logit analysis to determine the probability of each customer buying
from each of the four suppliers. The subjects could then use the results of the modd andysisin any way
they thought was gppropriate (e.g., sort customers according to their probability of purchasing from
ABB) in identifying the target customers. All subjects were told the company had higoricaly targeted
its marketing programs at its largest customers, but that a company consultant (Prof. Dennis Gensch)
had introduced the concept of targeting customers by “switchability.” Theideawasto target those
customers whose likelihood of purchase indicated they were "sitting on the fence’ with respect to

purchasing from ABB (i.e., where ABB was either anarrow first choice or was the second choice by a



narrow margin), and pay less attention to those customers who were either loya to competitors or who
were loya to ABB dready. Switchability segmentation conflicted with prior company behavior, which
was to target purely based on sdes potential. We introduced the prior policy as a decision anchor for
thiscase. Figure 1 summarizes the datathat were available to al subjects, and Figure 2 summarizes the

results from running the multinomid logit modd (available to groups that had access to the DSS).

Insert Figure 1 and Figure 2 about here

Syntex case: The Syntex case describes the Situation that Syntex Labs faced in 1982, when they
had 430 sdes representatives in the US and were adding 40 reps per year. The company had 7
different products and the stated management plan was to continue adding 40 reps per year and to
alocate those reps to those seven products proportiondly to the current alocation of representatives.
The company was concerned both about the total size of its sdles force and the dlocation of the sales
force, ance ardatively new product, Naprosyn, was very popular in the market and appeared to be
under-promoted relative to the sales of other products on a sales per rep basis. The case describes the
concept of aresponse modd and the hiring of a consultant (Leonard Lodish from Management Decison
Systems) who led ateam of Syntex executives through the calibration of that response modd. All
subjects received data on the current level of effort, the allocation of that sales effort to products, the
current sales of these products, the profitability of the products, the current overdl profitability of the
firm and the results of the response modd calibration session (see Figure 3). The DSS-supported
group aso had access to an optimization modd. That mode allowed subjects to determine the
“optima” sdesforce Sze and effort alocation, either on an uncongrained basis (“What is the best level
of effort overall and on a product-by-product basis?’) or under user-specified constraints. Those
congtraints could be placed either on the total Size of the sdesforce (eg., “What is the best dlocation of
effort under the current policy of adding 40 reps per year?’) or onindividual products (* Allocate no
more than 200 reps to Naprosyn.”). Figure 4 gives the results from the unconstrained effort alocation
modd!.

10



Insert Figure 3 and Figure 4 about here

The ABB DSS and the Syntex DSS differ in design aswell asin problem context. The ABB
model does not make specific recommendations about which customers to target under various user-
selected criteria; the user had to develop those criterion, nor doesit provide any expected outcomesin
terms of incremental sales or profits, customer acquistion, retention or the like. In contrast, the Syntex
DSS makes specific recommendations for the sizes of the sales force and effort allocation, and aso
provides the expected profit (computed from sales response functions).. In that sense the Syntex model
provides users with concrete feedback on the expected outcomes of aternative resource allocations.

The following table summarizes our eight experimenta conditions. To avoid order effects, we

gave haf of the groups the ABB case first and then the Syntex case; the other groups did the casesin

the reverse order.
Group First case Second case
(DSS—Yesor No) | (DSS—Yesor No)

1-[Control] | ABB (No) Syntex (No)
2-[Control] | Syntex (NO) ABB (No)

3 ABB (No) Syntex (Yes)
4 Syntex (Yes) ABB (No)

5 ABB (Yes) Syntex (No)
6 Syntex (No) ABB (Yes)

7 ABB (yes) Syntex (Yes)
8 Syntex (Yes) ABB (Yes)

Experimental Procedure

Our experimenta procedure consisted of five steps.

Sep 1 Background and qualifications. After entering the lab, each subject filled out a pre-
experimental questionnaire with questions about demographics (age, gender, etc.), work background,
and computer and Excel experience.

Sep 2: Case 1. Subjectsasagroup recaved ther first case and atutorid illustrating how the

related software worked. The tutorids given to subjects with DSS contained additiona information
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about running the DSS.  All groups filled out forms summarizing their recommendations and their
judtification.

Sep 3: Post Analysis Questionnaire 1. After completing their recommendation form, al
subjects (individualy) completed a post-andyss questionnaire that asked for their subjective evaluations
of their case anadysi's, the associated discussions, their recommendations, and their assessment of the
software.

Sep 4 Case 2. Same as Step 2, but for the second case.

Sep 5: Post Analysis Questionnaire 2. Same as Step 3, but for the second case.

At the end of the exercise, the subjects were debriefed and told not to discuss the case with
anyone dse.

112 first year MBA students participated in the study, making 56 groups, with 7 groups per
experimental condition. We paid each subject $25 to participate in the study, which lasted about 3
hours (subjects were informed that each case would take about 1 Y2 hours). To simulate effort, we told
al groups that they were digible to win one of three group prizes depending on their performance.
Measures

We cdlassfy the varigbles used in the study as (1) Experimental factors (independent variables),
(2) Process variables, and (3) Outcome variables (dependent variables). (We aso collected
information on problem solving style and computer and Excd efficiency and found no important
differences between experimenta groups.) Below, we describe these variables and their measurement.

Experimentd factors We systematicaly manipulated two experimentd factors:

1. DSSAvailability. (Yes-- 1 or No -- 0) for the two DSS used, namely, Syntex and ABB.

2. Order. (ABB first/Syntex second = 0; Syntex first/ABB second = 1). To control for order
effects, we had haf the teams start with the ABB case and other haf start with the Syntex
case in amanner that made order independent of the two experimenta factors overall.

Process and Outcome variables. We summarize the measures for the process and outcome

variablesin Tables2aand 2b. Wherever feasible, we used or adapted scales from previous research.

However, for severa constructs, we had to develop new measures because well-tested scales either did

12



not exig, or did not specificaly measure the congtructs of interest for this study. A few of theitems
listed in Table 2 need additiona description.

Insert Tables 2a and 2b about here

Incrementa return computation: For both cases, there is information in the research papers cited

earlier about the resource alocation plans actualy adopted by the firms and the incrementa return
(profitsin the Syntex case and incremental sales revenue for ABB) that can be attributed to these plans.
That information alows usto cdibrate a response model that we could use as a scoring rule to
determine what the incremental return would be for any recommendation made by the subject. Thus,
Incremental Return can be viewed as the most likely profit or revenue that a group’ s recommendation
would have generated when implemented:
ABB: For ABB we used the market results reported in Gensch et a. (1990, Table 2, p. 16):
No impact of additiond effort deployed on customers who are considered to be loya to ABB or
loyd to competitors. Specificaly, if either ABB or a competitor had a purchase likdlihood
datidicaly sgnificantly higher than the closest competitor, ABB saw no gain in targeting these
customers.
30% gain from customers who had adightly lower probaility of purchasing from ABB (but not
ggnificantly so) than from their most preferred supplier.  ABB then would see a30% gain on
average from targeting these customers (cdled switchables).

31% gain from customers who had a dightly higher probability of purchasing from ABB (but not

sgnificantly so) than from their next most preferred supplier.  ABB then would see a 31% gain

on average from targeting these customers (called competitives).

We used the choice probabilities to identify the largest 20 of the vulnerable customers
(switchables and competitives). We then computed the expected incremental sales from each targeted
switchable or competitive as:

Adjustment factor* (1- P(Buying from ABB))*Max Sdes Potentid,

if switchable or competitive customer
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0 otherwise
We computed the adjustment factor (=0.40) to give the overal salesincreases from switchables and
competitives of 30.5% to be consstent with the actual results that ABB redlized.
Syntex: Syntex’s actua market performance (three years forward) closdy matched what the
managerialy-generated judgmenta response functions had predicted. Hence, we used the following
estimate of profit per product:
Profit for Product i =

[Base Sadles © Responsg (Ba;ix )" Magini] —[X;~ Saesman Unit Cog], where

X; isthe sdesforce effort level deployed on product i, and

Responsg ( Bas)z X ) isthe judgmentally cdibrated response function assessed at X;

We summed these profit figures over al products to yield an overdl company profit for ateam’s
recommendation. As an example for Naprosyn, if the recommendation is for 145 reps (approximately
1.5 x 96.8 reps), then, from Row 9 of Figure 3, we get:

Naprosyn Profit = $214,400,000 ~ 1.26 x 0.70 - $63,000 ~ 145 = $179, 965,000

Note that the DSS automates the estimation of the response function and invokes Excel’s
Solver optimization function to help with such calculations (i.e., the estimation of the 1.26 response
factor above resulting from the 50% increase in the sales force alocation to Naprosyn). The DSS also
permits the user to impose upper or lower limits on overal sales force spending or on spending on
individual products.

De-anchoring (departure from anchor point): In the case descriptions, we included clearly

defined anchor points for the decison. We operationdized the anchor points as follows:

ABB: A senior didtrict sales force manager makes the following recommendation in the case, “Our god
isto grow the company by landing more big contracts. Y ou've got to fish where the big fish are, so the
answer iseasy. Let's pick the 20 biggest contract-proposals and go after those folks with the new
program. If we can get afew more of those big fish to bite, Elwing [the Presdent] and the board will be

redly happy!”
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Syntex: The case describes the current management plan: Robert Nelson, the VP for Sdes says,
“Don't change awinning game plan.” The current plan called for maintaining the same dlocation (as
specified in the “Base Sdlling Effort” column of Figure 4).

We determine departures from anchor points as follows. For ABB we computed de-anchoring
asthe lack of overlgp between the sat of twenty firms with the largest Purchase Volume and the set of
twenty firms recommended by the subjects (20-number of firms overlapping). For example, if the
recommended firms are the twenty largest firms, then de-anchoring is equa to 0 (20 —20). If thereare
five firms targeted by the subjects that belong to the set of the twenty largest firms, then de-anchoring is
15 (20-5). For Syntex, we computed the deviation of the proposed effort alocation from that of the
current alocation (the Euclidean distance of the alocation vector across the seven products from the
anchor as shown in Table 4aand 4b). The mgor driver of profit in the Syntex caseis the percent of
effort allocated to one drug, Naprosyn, so de-anchoring in favor of Naprosyn isakey driver of modd-
predicted profits.

Expert rater’s evauations: All subjects completed a recommendation form for each case dong

with their judtifications for their recommendations. We transcribed and typed these recommendation
forms (to make them of uniform appearance) and gave them to three expert raters for evauation. We
aso removed references to the form of DSS that the respondents had available so that the raters would
not know if the respondent had access to amodd to aid their decisons. The raters were senior faculty
members in marketing and management science a two leading universities and were knowledgesgble
about the specific problem context and resource alocation issuesin general. We provided the raters the
cases and the accompanying software, but provided no indication of “right” answers. We then asked
the raters to score the overal qudity of the recommendation on ascale of 1-100. In a sense, the expert

ratings represent another independent measure of decision qudity.

4. Results

We now describe the results from our experiment.
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Insert Tables 3, 4, 5 about here

The impact of DSSs on objective and subjective outcomes

We gart by testing H1. The resultsin Tables 3 and 4a show that for both ABB (F=13.25,
p=0.00) and Syntex (F=13.0, p=0.00), modd-aided groups got higher Incrementa Return than unaided
groups. Therefore, the availability of DSSsto aid decision-making improved objective outcomes (i.e.,
decision quality), for both DSSs.*

For subjective outcomes the results are subtle. Table 5 shows that, overall, subjects were more
satisfied with their decisonsin the ABB case than in the Syntex case (3.94 versus 3.16; F=74.7,
p=0.00). In both cases, whereas the availability of a DSSincreases decision satisfaction, the effect is
only sgnificant for Syntex (3.39 versus 2.01; p < 0.013). Subjects dso fet they learned more from the
ABB case than from the Syntex case (3.61 versus 3.33; F=14.33, p=0.000). For Syntex, there was no
difference between DSS and no-DSS subjects on the learning dimension. In the ABB case, contrary to
what we hypothesized, unaided subjects reported that they |earned more than did the model-aided
subjects (F=2.79, p=0.098). At the same time, subjects perceived the software (both with and without
DSS availahility) for the ABB case to be more useful than the software available with the Syntex case
(4.23 versus 3.58; F=24.2, p=0.00). However, for ABB, DSS Availability did not significantly impact
the perceived Usefulness of the software, whereas DSS Avallability increased the perceived Usefulness
of thetool in the case of Syntex (F=10.98, p=0.001). Thisisnot surprisng given that the Syntex DSS
offered directiona feedback to its users vis-a-vis the no-DSS spreadshest.

! Note there is no obvious way to define a unique, objective, and valid measure of decision quality in resource
alocation decisions. Without externally validated results from the use of a decision model, decision quality will be
idiosyncratic to the goals pursued by auser. Even when the goal is unique and objective, a higher outcome on a
goal may not necessarily signify improved strategic benefits when taking into account all aspects of adecision
context. We have circumvented these types of problems by using award-winning models that have been shown to
result in superior outcomes in actual use in the context described. We also note that subjective performance
measures, such as Satisfaction, that pertain to subjects' confidencein their recommendation need not correlate highly
with objectiveindicators of performance (e.g., incremental return, de-anchoring). However, in our context, we can be
reasonably confident that a significant positive effect of DSS availability (Table 5) directionally indicates apositive
effect on objective measures of decision quality. These observations underscore the need for testing a DSSin actual
useto determineif it improves objective measures of performance before deploying it widely.
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We note here that it might be difficult to discern the effect of DSS on subjective performance
measures, as reported by the decision-makers themsalves. Studies on judgment accuracy have
indicated that individuas are not very good a recognizing what they know (Heath and Gonzales 1994;
Albaand Hutchinson 2000). For example, individuas expressed confidence in their judgmentsis
greater than what it should be, based on their performance. Possible causes for this "overconfidence'
might be that people are insufficiently critical of their own inference processes, or their lack of attention
to the Stuation.

In terms of Expert Ratings of the decisions, overdl the experts gave higher scores to the ABB
recommendations than to the Syntex recommendations (56.4 versus 48.9; F=11.5, p=0.001); however,
we do not find support for H1, because in neither case were the experts able to directly detect a
difference between DSS-aided and unaided groups. To gain a better understanding of the reasons for
this unexpected result, we ran anumber of exploratory regresson anayses, regressing Expert Ratings
againg different explanatory variables. We found that the Report Length -- the number of wordsin the
written explanations provided by the subjects for their recommendations was, by far, the most significant
factor explaining expert ratings for both ABB and Syntex. That is, the more detailed the explanation for
arecommendation, the better the raters evauated that recommendation.

Recal that the experts only saw the reports that the teams produced, i.e., the recommended
additional number of salespeople for each of the seven products for Syntex and the selection of the
twenty customers to be targeted for ABB, aong with their written judtifications for the
recommendations. We hypothesize that in the alosence of objective performance indicators, expert
raters may employ potentidly biasing cues, such as the length of the report, in making an assessment of
the qudity of the recommendations. To test this possibility, we estimated a regresson mode of Expert
Ratings as afunction of (1) the DSS Availability and (2) performance cues -- i.e., Report Length and
the extent of De-anchoring -- that may or may not be associated with actua decison qudity. Table 6a
summarizes our results. Given the high leve of significance of Report Length as acuein both cases, we
aso explored the potentia determinants of Report Length, summarized in Table 6b. Our analyses
suggest that there is an underlying trait, namely, the tendency to write long reports, that is not only
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distinct from group performance (Table 6b) but is dso the main driver for Report Length (ABB: b =
0.52, Syntex: b =0.52). Thus, using report length as a primary cue leads to a judgmental bias on the

part of the expert raters.

Insert Tables 6aand 6b here

There are some interesting differences between the ABB and Syntex cases on expert
evaduations. For ABB, Report length was the only sgnificant cue. For Syntex both cues -- the extent
of De-anchoring and Report Length -- were highly significant, with the latter having considerably more
influence (b=0.73) than the former (b=0.22). Thus, the use of aDSS for Syntex leads to more de-
anchoring (Table 4a) and aso shorter reports (b =-0.36, Table 6b), leaving the net effect of DSS on
Expert Ratings indeterminate, in spite of the fact that DSS Availability leads to higher Incrementa Return
(Table 4a).

In summary, our results support H1 regarding objective outcomes. When considering
subjective outcomes, our results offer only mixed support for H1. Learning seemsto be lower with
DSS Availahility in the case of ABB, but Satisfaction and Perceived Usefulness are higher with DSS
Availability in the case of Syntex. And it appears that the main (and biased) cue that expert raters use
to determine decision qudlity is the length of the report supporting the recommendation.

The impact of DSSs on decision process variables

H2 hypothesizes that a DSS will improve severa eements of the decision process. As

summarized in Table 2b, we measured five process variables.

(1) Process Complexity. Overdl, subjects perceived the Syntex case to be more complex than the

ABB case (3.94 versus 3.55; F=21.8, p=0.00). For both cases, the DSS Availability had a
sgnificant direct effect in reducing perceived process complexity (Table 5).

(2) Cognitive Effort. Overdl, subjects reported spending more effort on the ABB case than on the
Syntex case (4.32 versus 4.12; F=12.9, p=0.00). There were no direct effects of DSS Availability
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on cognitive effort in the case of ABB. However, for Syntex, DSS Availability margindly (p <
0.105) increased the amount of cognitive effort devoted to the task. (Table 5).
(3) Discussion Quality. Overdl, subjects reported higher quality discussion during the ABB case than

during the Syntex case (4.29 versus 3.92; F=36.88, p=0.000). DSS Availability did not affect
discusson qudity in the ABB case, but for the Syntex case, DSS Availability sgnificantly improved
the quaity of discussions between the team members (Table 5).

(4) Number of Decison Alternatives Generated. There was no difference in the number of decison

dternatives generated in the two cases. Further, DSS Availability had no impact on this variable
(Table5).

(5) De-anchoring. For both the ABB and the Syntex cases, DSS Availability led to significant de-
anchoring. In ABB (Table 3), subjects with DSS moved farther away from the current practice of
focusing on large customers, and focused more on smaller (average sales volume of $45,306K
versus $28,145 for the unaided groups) customers. In Syntex (Table 4), the subjects
recommended a larger sdes force sze and more effort alocation to Naprosyn than according to the
current plan.

Overdl, we find partia support for H2, in that DSS Availability affects the objective process
measure (subjects move farther away from anchor points). However, DSS Availability has only limited
effects on subjective process measures (consgdering only main effects). To learn more about the
decision-making process, we aso conducted a series of path analyses usng LISREL 8.30 (Figures5
and 6). The effects of DSS Availability in both the ABB and the Syntex case were estimated
smultaneoudy in one modd. This approach made it possible to compare the effects for the two cases.
The paths between ABB and Syntex process variables and between ABB and Syntex outcome
variablesreflect the fact that we should expect within-subjects correlations among these variables. We

andyzed how the four outcome variables are influenced by the process variables and the trestment
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variable (DSS Availability), after controlling for order effects. We performed four separate andyses

(one analysis per outcome variable). Table 7 contains the results of these analyses”.

Insert Figures 5 and 6 and Table 7 about here

DSS Availahility increases De-Anchoring, an objective process measure, re-affirming the main
effects of DSS on de-anchoring (Tables 3 and 4). However, DSS Availability has only limited effects
on subjective process measures. it reduces perceived process complexity and increases Discussion
Qudity (Syntex only). Because DSSs are informational and structural aids, we should expect that an
award-winning DSS would reduce the degree of perceived complexity (Table 7, b =-0.20 for both
ABB and Syntex). Interestingly, while this reduction in Process Complexity means that ABB users tend
to decrease their cognitive effort (Table 5: mean vaue of 4.40 for unaided vs. 4.24 aided subjects) and
thus do not experience a higher level of Discusson Quadlity than their unaided counterparts (Table 5,

F=0.44, p=0.507), Syntex users deploy more Cognitive Effort, which, through the indirect effect of the
decision process (Table 7, b =040, t=4.40) leads to a Sgnificant increase in perceived Discussion
Quality (Table5: F=4.03, p=0.047). In other words, users of the ABB DSS are able to save effort
through the reduction in complexity (no direct effect of DSS on Cognitive Effort (Teble 7: b =-0.09, t
=-1.16), whereas the Syntex DSS directly stimulates users to expend more cognitive effort (Table 7:

b =015, t= 2.06). The additiona effort gets re-invested and Discussion Quaity —which isakey

process difference between ABB and Syntex — improves.

2 we performed all path analyses using individual level data although some variables were measured at the
dyadic level (e.g., profit). Although there might be dependencies between group members, the complexity of our
model structure (simultaneous estimation of process and outcome variables) and the relatively small sample sizes
precluded our using more advanced multi-level models. We also note that most of the subjective process and
outcome variables exhibited substantial within-group variation, thus reducing the likelihood of dependenciesin the
individual-level data.
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In sum, our analysis supports H2 with respect to Syntex, but not with respect to ABB. For
both cases, however, DSS Availability does influence the objective De-anchoring measure. The impact
of process on outcome variables

Next we test H3. As hypothesized, the process seems to impact outcome variables, especialy
subjective outcomes.  Subjects who find the decision process to be more complex redlize lower
objective Incremental Returnin ABB (b =-0.15, t=-1.87). For Syntex, this result is directionally the
same, but the coefficient is not significant. De-anchoring has a sgnificant effect on Incrementa Return,

but the directiondity of the effectsis different for the two cases ( b =-0.58, t=-5.92 for ABB and

A

b =0.36, t=4.52 for Syntex). Thus, it gppears that while subjects with a DSS move farther away from

anchor points than those without, ABB subjects moved away in adirection that did not help them
achieve a higher objective outcome. For both ABB and Syntex, subjects reporting higher levels of
Discusson Qudlity aso report higher levels of Satifaction, Learning, and Percalved Usefulness of the
exercise. or both ABB and Syntex, when subjects find the decision process to be more complex, they
are less satisfied but learn more® In the case of ABB, the subjects who believed they put in more
cognitive effort were dso more satisfied with the outcome.

In sum, our results provide generd support for H3, i.e., the process itsdf has the potentid to
change outcomes. (Thisis not the case for ABB, because, aswe saw in our discussion of H2, the

process did not improve for the DSS subjects as compared to the non-DSS subjects.) While the

% In our study, DSS Availability does not enhance perceived learning and for ABB, it decreases perceived learning.
L earning appears to be afunction of process complexity and discussion quality. Subjects perceive that they learn

more when they perceived the quality of the discussions to be good (Table 7: ABB: b =0.35,t=4.19, Syntex: b =
0.29, t= 3.35) and a so when they believe the process to be more complex (Table 7: ABB: 6 =-0.25, t=4.41, Syntex:

A

b =-0.24,t=1.88). Since DSSs, through their design, try to reduce process complexity, it is not surprising that the
use of a DSS does not improve perceived learning overall.
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negative impact of De-anchoring on Incrementa Profit in the case of ABB may seem surprising, note
that De-anchoring need not necessarily lead to better performance; the benefits of de-anchoring

depends on the quality and design of the DSS, a point we eaborate on below.

Differences in Effects between ABB and Syntex models

The Experimenta Factor rowsin Table 7 shows the direct impact of DSS Availability. Overdl,
the direct effect of DSS Avallability on Incrementa Return is higher for ABB ( b = 0.60) than for

Syntex (6 =0.32). InTable 8, we Flit the tota effects of DSS Availability on outcomes as direct and
indirect (through the decison process) effects. We see that DSS Availability has nearly the same totd
impact in terms of Incremental Return for ABB (b = 0.42) and Syntex (b = 0.47). However, in the
case of ABB, the decison process has an overal negative effect on Incrementa Return, whereas for
Syntex, the decison process has a Sgnificant positive effect on Incrementa Return.

To formally test H4, wefirg tested for the overal equivaence of the path models of ABB and
Syntex (i.e, adl coefficients are constrained to be equa for the two cases. Even a perfunctory scan of
Table 7 suggests that there are severa coefficient differences between the ABB and Syntex models.

Thus, it isnot surprising that H4 is rgjected as summarized in the Table below:

Outcome Uncongrained Equality congtrained

Incremental Return c*(30) = 34.73 c(57) =104.37
Difference (p < 0.01)

ot 230) = 38,8 c*(57) = 86.70
isfaction c*(30) = 38.87 Difference (p < 0.01)

Leam %(30) = 38.37 C'(57) = 44.36
eaming c*(30) = 38. Difference (p < 0.02)

. c’(57) = 84.20

2 —

Perceived Usefulness c*(30) = 37.00 Difference (p < 0.01)

A primary reason for the rgection of H4 in the case of Incrementad Return isthe functiond

relationship between De-anchoring and Incrementa return, asis evident even in the correlaion
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coefficients between these variables (ABB =-0.22 vs. Syntex = 0.52). Thus, something in the structure
of the ABB case causes de-anchoring in the wrong direction (with respect to incrementa return), and
something in the structure of Syntex causes de-anchoring in the right direction. We eaborate further on
this difference in the discusson Section.

Next, we examined the coefficients of the ABB and Syntex models for any systematic patterns
of coefficients. We notice the following: For Syntex , the inter-relationships between the process

variables appear to be stronger. Specifically, Process Complexity has a stronger positive effect on

Cognitive Effort (b = 0.40, t=4.40 versus b = 0.31, t=3.23); Cognitive Effort seemsto have a
stronger positive impact on Discussion Quality (b =0.41, t= 4.22 versus b = 0.36, t=3.91); Cognitive
Effort ssemsto have a stronger positive effect on Decison Alternatives ( b =0.32, t=3.41 versus

b =0.17, t=1.66); and findly, Discusson Qudlity seemsto have a stronger positive effect on Decision
Alternatives (b = 0.35; t=3.96 versus b = 0.26, t=2.71). To formally test whether the processinter-
relationships are stronger for Syntex, we compared the unconstrained mode against amode in which
the significant parameters in the upper triangular matrix of Table 7 were equd for Syntex and ABB. The
test, however, revedsthat this pattern is not statisticaly sgnificant, possibly due to our smal sample
szes. Neverthdess, future research might reved systematic process patterns do exist across different
DSS.

Effects of Order variable: Doing the ABB case after Syntex (Order = 1) reduces Process
Complexity associated with the ABB case ( b =21, t=-2.28), enhances Discussion Quality during the

ABB case (b =0.16, t=1.80), and decreases Decision Alternativesin the Syntex case (b =-0.14, t=-
1.72). These results are consistent with the subjects perception of overal higher process complexity of
Syntex (Table5).

In sum, H4 is rgected, even though there is alarge degree of similarity” in the patterns of the
sgnificant coefficients for both the ABB and Syntex models.

* ABB and Syntex DSS have similar effectsin "form," but not necessarily in content and scale. For example, we find
that their indirect process effects are alike (Table 8). We also find support for the structural process model
(especially with respect to the subjective measures. complexity/cognitive effort/discussion quality, decision
alternatives (Table 7 and Figure 5)). Moreover, the relationship between subjective and objective performance
measures are alike: they do not correlate well with each other. Finally, the test of equality of coefficients capturing
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5. Discussion and Conclusion

Our results show that decision models for marketing resource alocation do improve objective
outcomes, primarily because of theintrinsc quaity of a DSS and through its ability to de-anchor users
from their apriori predilections. Thisfinding isnot surprising because we used award-winning models
that have had afavorable impact on actud outcomesin practice. However, DSS effects on subjective
perceptions of achieved outcomes were mixed. For ABB, DSS did not increase satisfaction with the
outcome, perceived usefulness of the model, or expert rater’ s assessments. For Syntex, DSS use did
enhance perceived satisfaction with the outcome and perceived usefulness of the model. Even though
DSSs reduced subjects perception of Problem Complexity, they had no impact on perceived Learning
(it even gppears that there could a reduction in perceived learning with the use of aDSS). By
investigating the effects of the decision process, separate from the direct effects of DSS Availability, we
found a disconnect between subjective and objective effort and performance measures for both cases:
DSS availability did not directly increase subject's subjective outcomes (Satisfaction, Learning,
Usefulness). However, the subjective outcomes were influenced primarily by Discusson Qudity and
Perceived Complexity of thetask. Given that Discussion Quality isakey process variable that
enhances percelved outcomes, future research should flesh out how specificaly discusson quality
enhances team interaction and its effects on perceived outcomes of DSS use.

The mixed results with respect to subjective and objective outcomes aso offer insgghts about
why DSS use for tasks such as resource dlocation is not more widespread. Smply promising improved
objective outcomes by using aDSS s not enough — DSS design enhancements must give users cuesto
help them perceive that improved outcomes are likely to occur with DSS use. It isaso surprising that
experts had difficulty evauating the quality of a subject’s recommendations by looking only at those
recommendations and the associated supporting explanations. This evauation mirrors the typica
Stuation faced by top managers when they receive reports and recommendations without observing the
decision process or tools used to help generate those recommendations. Therefore, our results suggest

that senior management may find it chalenging to distinguish between DSS-supported recommendations

the effects of the process variables was not rejected.
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(which our research suggests are superior) and non-DSS supported recommendations, especialy when
potentidly biasing cues (e.g., length, format of the presentation) are present and well-supported
expected performance indicators are lacking. And, if DSSs generate a cost for the organization without
a perceived benefit (lack of improved perceived decison qudity) they are unlikely to be widdy used,
even when their useis actudly likely to be beneficid. Our study aso shows that DSS can help reduce
the perceived cognitive complexity of aresource dlocation task. Thus, use of DSS is more likely when
the resource dlocation problem isintringcally complex (e.g., finding optima prices and seet dlocations
across alarge number of flight segments).

Our rejection of H4 led usto investigate the differences between the ABB and Syntex DSSs
and contexts in more depth. We note that the DSS for ABB is non-directive (i.e., it gives no feedback
or makes specific recommendations) whereas the Syntex DSS provides both a specific
recommendation and a projected profit impact of that recommendation relative to the current alocation.
Our post-experimenta questionnaire supports our observation that this form of feedback from the
Syntex modd influenced the decison processin a different way than in the ABB case: in the Syntex
case, the means for theitem “The DSS narrowed our focus’ was satisticaly significantly different
between DSS and non DSS groups while it was not different for the ABB case-groups. Goodman
(1998) and Wigton et d (1986) show that feedback can play both an informationa role (promoting
knowledge acquisition) aswell as amoativationd role (providing areward-cue for increase cognitive
effort investment). In the framework of Bazer et d. (1989), user interactions with the Syntex DSS --
but not with the ABB DSS-- provides "cognitive feedback™ that informs about the task and the relaions
in the task environment.” Balzer'set a’s. (1989) literature review shows that this task information
feedback is the component of cognitive feedback that has the most significant effect on performance.

While our results clearly suggest the need for further research on the role of feedback, based on

our study, we make the following initia recommendations for DSS design:

® The Syntex DSS allowsiits users to conduct "what-if" analyses by experimenting with different constraints and
observing their impact on expected profits, whereas the ABB DSS runs on static input dataand is usually run only
once. Thus, the ABB DSS merely offersits users additional information in terms of computed choice probabilities,
but does not have built in options to encourage users to experiment with choice criteria or explore the profit
consequences of alternate targeting plans.
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(1) Desgn DSSsto encourage discussion. Although designing DSSs that lead to improved objective

outcomes should always be the primary criterion, that done is not enough to encourage use of the
DSS, or help users fed good about DSS use. It isimportant to design features that encourage
interaction with the DSS, provide explanations for recommendations, generate visua outputs, al of
which can facilitate managerid discussion about the decision problem and improve perceived
outcomes (satisfaction, learning, and usefulness of the DSS).

(2) Design in Feedback. Users experience improved decision processes and better outcomes when the

DSS fitswell with the decision context, and provides specific feedback on the likely outcomes of
dternative courses of action. Users are more likely to use systems that they understand and trust,
50 the operation and the logic of the DSS must be clear. And explanations for the DSS
recommendation should be sufficiently complete so that DSS users are able to generate the
appropriate support for their recommendations.

(3) Design for Effort Reduction and Congideration of Multiple Alternaives. When the DSS reduces

process complexity and facilitates the assessment of multiple dternatives, decision qudity improves:
Thereis greater de-anchoring when the DSS can directly induce congderation of more aternatives
(through its problem representation and design), and aso indirectly increase consderation of
dternatives by reducing perceived process complexity.

The above approaches to designing DSS aone are not enough. Other factors, such as ease of
use, compatibility with existing systems, etc. that have been identified in the literature are dso required to
increase the intent to adopt (Rogers, 1995).

This research has severd limitations, which suggest further research questions. It isbased ona
laboratory experiment, with limited duration, and without al the political complexities associated with
DSS use in organizationa settings. While our design enhances the internd vaidity of our results, its
externa validity is subject to question. In practice, people are trained specificaly in the use of aDSS,
which we did not do here to avoid inducing another strong anchor point for the decisionsto follow.

And, it may be that managersin red Stuations are better able to distinguish good recommendations from

poorer ones, in contrast with our laboratory work. These issues suggest the need for field research
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(preferably using experimenta techniques such as random assgnment) in the context of the introduction
of aDSSin red organizations.

Our andlysis framework is new. While we have used an approach based on the literature to
develop structura equation models for analyzing the decision process, this framework should be tested
in other contexts, perhaps including ethnographic research to get aricher picture of the decison making
process. Also, our conjecture on the role of feedback should be tested using both feedback and non-
feedback versions of the same DSS.

Findly, the theoretical foundations of the field of DSS design and effectiveness could be further
enhanced and strengthened. There are many rich research opportunities associated with developing
generdizations about what worksin this domain and why. And while such generdizations will be
important for theory, they aso have the potentia to have amgor impact on improving the practice of
DSS design and implementation.
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Table 1: Summary of major studies of DSS effectiveness

Decision Sudy | Explanatory Outcome (O) and
Sudy Purpose Supported Type | Variables Process (P) O/P | Key ResultComments
M easur es *
Fudge and Evaluate the Allocation of Fied | Availability of the Objective: O | After six months, salespeople who used a DSS had
Lodish effectivenessof a | saleseffort at CALLPLAN DSS, Sales significantly higher sales (+8% on average).
(1977) DSS (Decision Air cargo including training DSS users viewed the system as productive.
Calculus model) services of
United Airlines
Chakravarti, Evaluate Allocation of ad Lab | Availahility of the Objective: O | Subjects made better decisions before being exposed to
Mitchell, and effectivenessof a | budget over ADBUDG DSS Profits; Accuracy the DSS. System use did not lead to improved estimates
Stadin DSS (Decision several periods of parameter of parameters (but the simulated dynamic environment
(1979) Calculus model) (includes carry- estimates of seemsto be overly complex).
over effects) underlying model
Mclntyre Evaluate Allocation of ad Lab | Availahility of the Objective: O | DSSusersachieved higher profit levelswith less
(1982) effectivenessof a | budget over CALLPLAN DSS, Profits; Accuracy volatility, but they did not do better in predicting sales
DSS (Decision several periods Task characteristics in predicting sales; levels. There was no differencein the perceptions
Calculus model) (no carry-over (size of the problem, Stability between model users and non-users that the allocations
effects); sales noise-to-signal ratio result in profits near to optimal profits. However,
prediction in market): Subjective: decision makers felt more confident when using the DSS.
Characteristics of Confidencein
decision makers decision
Aldag and Evaluate DSS Strategic Lab | Availahility of DSS; Subjective: O/P | DSSavailahility did not improve performance of decision
Power effectiveness management Characteristics of Attitude toward (based on evaluations of 3 raters). Limited support for
(1986) decision task decision makers process and improved subjects' attitudes toward the decision process
outcome (e.g., and solution.
confidence,
satisfaction)
Lodish, Curtis, | Assess Allocation and Case | Actual Objective: O | DSS helped Syntex decideto significantly increaseits
Ness, and effectivenessof a | sizing of sales study | implementation of Sales/Gross salesforce size and to change its effort allocation to
Simpson DSS (Decision force (Syntex DSS(CALLPLAN)in | Margin products and market segments. This decision resulted in
(1988) Calculus model) Laboratories acompany. adocumented continuing $25 million - 8% -yearly sales
Inc.) increase.
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Decision Sudy | Explanatory Outcome (O) and
Sudy Purpose Supported Type | Variables Process (P) O/P | Key ResultsComments
M easures *
Gensch, Assess Allocation of Case | Actual Objective: O | ABB used the model-to segment and target customers.
Arersa, and effectivenessof a | marketing effort | study | implementation of Sales After ayear of implementation, total transformer salesfor
Moore DSS (multi- based on model DSS (multi-attribute the industry were down 15%. In contrast, ABB salesin
(1990) attribute predictions with disaggregate choice the 2 districts using the DSS increased (18% and 12%),
disaggregate respect to model) in acompany. whereasits salesin theterritory not using the DSS
choice mode!) for choice among methods were down 10%.
segmentation and | suppliers of The management at ABB Electric felt that the DSSwas a
targeting ABB Electric competitive advantage that led them to grow market
Inc. share from 4% to over 40% over afifteen year period
along with increased profitability in a highly competitive
market.
Sainfort, Evaluate DSS Conflict Lab | Availability of DSS Subjective: O/P | DSSledto ahigher number of alternatives generated
Gustafson, effectiveness resolution and video (vs. noaid | Perceived quality than Video and greater perceived progressin resolution
Bosworth, and (various dyadic of any kind). DSS of process and of the problem amonth later. DSS and Video performed
Hawkins red-life provided support for | problem resolution no different (but better than control) on perceived
(1990) problems structuring the problem understanding and decreasein level of
between process and included frustration with problem. No effect of DSS or Video on
couples) database access and the quality of alternatives generated.
alternative
evaluation; Video
showed how to deal
with conflict.
Todd and Evaluate DSS Choice of an Lab | Availability of DSS Objective: P | Aided subjectsdid not use more information than those
Benbasat effects on effort aternative from Cognitive effort without one. The subjects behaved asif effort
(1992 minimization aset of (extent of minimization was an important consideration, i.e., the
aternatives, all information use subjects make a tradeoff between improving decision
described by a based on protocol quality (taking advantage of expanded DSS processing
set of attributes analysis) capabilities) and conserving effort.
Guimaraes, Identify DSS N/A Survey | Characteristics of Subjective: O | DSSsuccesswas found positively related to user
Igbaria, and Lu | successfactors DSS, decision makers, | DSS success participation in DSS devel opment, user training, top
(1992 and task (satisfaction and management support, as well astask characteristics
perceived (more structure, less difficulty) and DSS characteristics
benefits) (lower level control rather than strategic planning).
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Decision Sudy | Explanatory Outcome (O) and
Sudy Purpose Supported Type | Variables Process (P) O/P | Key ResultsComments
M easures *
Davisand Assess user Production Lab | Availability of DSS Objective: O | Subjects perceived performance differences where none
Kottemann perceptions of the | planning task (what-if model) Performance existed, and did not detect large differences when they
(1994) effectiveness of were present. What-if analysis creates an illusion of
what-if analysis Subjective: control.
relative to unaided Perceived
decision making performance;
and quantitative Perceived DSS
decision rules effectiveness
Gundersen, Evaluate the Consensus on Lab | Availability of Group | Subjective: O | Aided and unaided groups’ promotional choices differed
Davis, and effectivenessof a | human resource DSS (Analytical Satisfaction with significantly. Aided groups required more time to reach a
Davis Group DSS task (candidate Hierarchy Process) process, consensus. Aided subjects reported higher satisfaction
(1995) selection for confidencein with process, but no difference in confidence, or in
promotion) solution commitment to group decision.
Vandenbosch | Assessm the N/A Survey | Characteristics of Subjective: O | Theexecutives perception of competitive performance
and Higgins impact of DSS Executive Support Perceived resulting from the DSS use was strongly linked to
(1995) effectiveness from Systems (quality, competitive mental-model building (measured as the perceived DSS
alearning ease of use, analysis | performance, usefulness for improving insights and creativity aswell
perspective capability), decision | two kinds of asfor testing assumptions). However, it was not linked
makers (training, learning (mental to mental model maintenance (measured as DSS
computer self- model usefulness for understanding the business and
efficacy) maintenance and increasing focus).
building) Ease of use and the quality (informational value) of the
DSS are necessary conditionsto learning; analysis
capability primarily aids mental model building.
Hoch and Evaluate DSS Forecasting of Lab | Availability of DSS Objective: O | Inhigh predictability environment, aided users did
Schkade effectivenessin credit ratings (linear moddl); Accuracy of better, but not significantly better than unaided users.
(1996) combination with Availability of forecasting In the low predictability environment, users with
experience (pattern database support performance database support (pattern matching) did significantly
matching efforts) (pattern matching worse than model only or unaided. Userswith DSS and
support); database support did best.
High/low

predictability of
environment (credit
rating)
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Decision Sudy | Explanatory Outcome (O) and
Sudy Purpose Supported Type | Variables Process (P) O/P | Key ResultsComments
M easures *

VanBruggen, | Assesstheimpact | Marketing mix Lab | Availability of DSS Objective: O/P | DSSusers achieved higher profits than non-users.

Smidts, and of differencesin decisionsin the (what-if model for Profit Although users of high-quality DSS outperformed users

Wierenga DSS quality MARK-STRAT sales and market De-anchoring of lower quality DSS, there was no significant difference

(1996, 1998) simulation share predictions) in perceived usefulness or decision confidence.

environment.
High/low DSS quality | Subjective: DSS users were | ess susceptible to applying the
(i.e., theprediction Perceived anchoring and adjustment heuristic and, therefore,
precision) usefulness, showed more variation in their decisionsin adynamic
Decision environment. L ow-analytic subjects and subjects
High/low time- confidence operating under low time pressure benefited most from a
pressure DSS.

Present Study | Assesshow DSSs | Two different Lab | Availability of DSS Objective: O/P | DSS use improves objective decision outcomes for both
influence resource Incremental return DSS models. However, DSS users often do not report
decisions allocation tasks: Task order (profit or sales) better perceptions of outcomes. Expert evaluators had

Salesforce Extent of de- difficulty detecting objective decision quality. Effects of
alocation (see anchoring DSS on both process and outcomes may be context and
Lodish et al. Expert ratings DSS-design specific, with DSSs that provide specific
1988) and feedback having stronger effects both on the process
target segment Subjective: and on the outcomes.
selection (see Complexity,
Gensch et al. Cognitive effort,
1990) Satisfaction,

Discussion

Quality,

Learning, etc.

* O = Outcome measures, P = Process measures as per our framework (cf. Figure 6).
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Table2a: Summary of outcome variables and measures

Construct Description ABB Syntex

Incremental Edimated incremental sdes (ABB) or incrementd profit (Syntex)

Return associated with arecommended course of action. Mean = 4,135 Mean = 260,638

Decison S-item Likert scale (normaized 1 —5)

Satisfaction | am satisfied with it. Mean = 3.94 Mean = 3.16
Itisof high qudity. Alpha=0.90 Alpha=0.94
| amin full agreement with it.
| likeit.
| am confident that it will work out wdll.

Perceived 3-item Likert scale (normdized 1 —5)

Learning It increased my sKkillsin criticd thinking. Mean = 3.61 Mean = 3.33
It increased my &hility to integrate facts. Alpha=0.82 Alpha=0.86
It showed me how to focus on identifying the central issues.

Perceived 3-item Likert scale (normdized 1 —5)

Usefulness It enabled us to make decisons more quickly. Mean = 4.23 Mean = 3.59
It increased our productivity. Alpha=0.91 Alpha=0.96
It improved our performance.

Expert Rater's| Singleitem overdl judgment scale (1-100 scale)

Evauation Mean = 57.6 Mean = 48.9
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Table 2b: Summary of process variables and measures

Construct Description ABB Syntex

Process 3ritem Likert scale (normalizedto 1 —5)

Complexity It was a complex process. Mean = 3.55 Mean = 3.94
It was a chdlenging process. Alpha=0.87 Alpha=0.91
It was a difficult process.

Cognitive Effort | 3-item Likert scale (normalizedto 1 —5)
We were totaly immersed in resolving this problem. Mean = 4.32 Mean=4.11
Wetook thistask serioudy. Alpha=0.73 Alpha=0.79
We put in alot of effort.

Discussion 3ritem Likert scale (normalized to 1 —5)

Qudity Our discussions were well organized.
We had discussions about what criteriato use to select amongst the Mean = 4.29 Mean = 3.92
various decison dterndtives. Alpha=0.58 Alpha=0.59
We both participated actively in our deliberations.

Decison 2-item Likert scale (normalizedto 1 —5)

Alternatives We had discussions about many decision dternatives that were not part | Mean = 3.51 Mean = 3.54

Generated of the fina recommendation. Alpha=0.56 Alpha=0.65
We consdered severd dternatives carefully.

De-anchoring Deviation of decison from anchor point (ABB: 20 — number of targeted
firmsthat belong to the set of the 20 firms with the highest purchase Mean=1225 | Mean=155.76

volume Syntex: Euclidean Distance from the base dlocation)
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Table 3: ABB — Resour ce allocation results

Incremental Return Number of Purchase Volume of Extent of
($000) "Switchable' Frmsin | Targeted Firms ($000) | De-anchoring
Target Set Mean (Std. Dev.)

Mean (Std. Dev.) Mean (Std. Dev.) Mean (Std. Dev.)
Unaided Groups- (n = 28) 3,219 (1,945) 6.29(2.31) 45,306 (14,279) 11.18(3.38)
Model-aided Groups (n = 28) 5,052 (1,821) 12.82(3.66) 28,145 (' 8,243) 13.32(1.47)

F(1,54) = 13.25 F(1,54) = 63.84 F(1,54) =30.34 F(1,54) =9.48

p =0.001 p =0.000 p = 0.000 p = 0.003
Anchor 4911 6 70,087 0
Optimal 6,905 20 24,174 14

The table shows that the modd-aided groups generated higher incremental revenue than unaided groups and a so targeted smaller, but more
regpongve firms. Note that the Anchor represents the set of twenty firms with the largest sdles potentid. Six firms belong to both the anchor set and

the optimal set of twenty "switchable" firms,
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Table 4a: Syntex — Resour ce allocation results

Incremental Return Number of Salespeople Extent of De-anchoring
($000) added (Euclidean distance)
Mean (Std. Dev.) Mean (Std. Dev.) Mean (Std. Dev.)
Unaided Groups (n = 27) 252,918 (16,477) 175 (145) 116 (94)
Model-aided Groups (n = 28) 267,553 (13,535) 270 (150) 192 (95)
F(1,53) = 13.00 F(1,53) =5.77 F(1,53) =8.78
p =0.001 p =0.020 p = 0.005
IAnchor (Base Allocation) 218,827 0 0
Current Management Plan 241,053 120 4
Optimal 276,433 315 228

This table shows that the model-aided group generated higher incrementa return (expected profit) and recommended a larger sales force than the
unaided group. For both groups the average recommendation of sales force size as well as the amount of de-anchoring (measured as the Euclidean
distance from the base alocation) exceed management's current plan of sales force expanson. The Optimal plan is determined by doing an
uncongtrained optimization (without congtraints on sales force sze).

One group was identified as an outlier (recommended 1468 salespeople to be added) and dropped from the andysis.

Table 4b: Allocation acr oss products (proportion of total number of reps)

(Baseand Base Current | Optima Unaided Groups Model-aided Groups Difference of aided vs.
Current Plan (n=27) (n=28) unaided groups
Plan) / [ #Reps / #Reps | Mean (Std. Dev) / #Reps | Mean (Std. Dev) / #Reps | Significance (F; p)
#Reps

Naprosyn 0.23 /97 /124 043 /321 0.30(0.09) /186 0.33(0.10) 1266 10.06; 0.00

Anaprox 0.33 /142 /182 0.23 /168 0.27 (0.08) /160 0.25(0.07) /178 0.87; 0.36

Norinyl 135 012 /53 167 0.10 /71 0.12(0.02) [72 0.11(0.02) /75 4.67;0.04

Norinyl 150 0.06 124 /31 0.05 /37 0.07 (0.04) /39 0.05 (0.01) /35 4.02; 0.05

Lidex 0.06 27 /35 0.06 147 0.07 (0.02) /41 0.06 (0.01) 143 2.03;0.16

Synalar 0.07 /30 /38 0.04 /30 0.06 (0.01) /35 0.05 (0.01) 134 7.04; 0.01

Nasalide 0.13 /57 173 0.09 /70 0.12 (0.04) /74 0.10(0.02) /71 6.27; 0.02

TOTAL 1.00 430 550 1.00 744 1.00 606 1.00 702
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This table shows that relative to the unaided group the model-aided groups alocated a higher proportion of tota effort to the more
responsive product (Naprosyn) and cut back proportiona effort on the other less responsive products.
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Table 5: The Effect of DSS on subjective outcome and process variables

ABB Case Syntex Case
No DSS DSS Diff (F;p) Totd NoDSS | DSS Diff (F,p) Total
Outcome Variables
Sdtisfaction 3.86(0.84) |4.01(0.68) | 1.09;0.299 | 3.94(0.76) 2.91(1.06) | 3.39(0.91) | 6.36;0.013 | 3.16(1.01)
Learning 3.73(0.83) |3.48(0.72) | 2.79;0.098 | 3.61(0.79) 3.32(0.92) | 3.35(0.88) | 0.04;0.848 | 3.33(0.90)
Usefulness 4.20(0.78) | 4.25(0.77) | 0.13;0.724 | 4.23(0.77) 3.20(1.30) | 3.96 (1.10) | 10.98;0.001 | 3.58(1.26)
Process Variables
Process Complexity 3.76(0.81) |3.35(0.81) |6.99;0.009 | 3.55(0.83) 4.09(0.78) | 3.79(0.81) | 3.75;0.055 | 3.94(0.85)
Cognitive Effort 440 (0.54) |4.24(0.60) | 2.19;0.141 | 4.32(0.57) 4.01(0.75) | 422 (0.57) | 267;0.105 |4.12(0.67)
Discussion Qudity 4.26 (0.63) | 4.32(0.44) | 0.44;0.507 | 4.29 (0.54) 3.80(0.68) | 4.04 (0.55) | 4.03;0.047 | 3.92(0.63)
Decison Alternatives 3.54(1.00) | 3.47(0.74) |0.19;0.668 | 3.51(0.88) 3.53(0.91) | 3.55(0.88) | 0.03;0.874 | 3.54(0.89)

Standard deviationin ()

Difference dgnificant at 0.10 leve in bold
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Table 6a: Deter minants of Expert Ratings (standar dized regression coefficient, t-valuein parentheses)

Syntex Case ABB Case
DSS Avallahility 0.11 (1.05) -0.00 (-0.03)
Cue: Report Length” 0.73 (7.85) 052 (4.40)
Cue: De-Anchoring” 0.22 (2.20) 0.15 (1.16)
F F(3,51) = 23.44 F(3,52) =7.22
p=0.00 p=0.00
R-Square 0.58 0.29
Table 6b: Deter minants of Report Length (standardized regression coefficient, t-value in parentheses)
Syntex Case ABB Case
DSS Availability -0.36 (-2.84) -0.30 (-2.00) 0.05( 0.35) 0.07( 0.45)
Incrementd return 0.27 (2.12) 0.22(149) |-0.16(-1.15) -0.01(-0.03)
"Group's tendency to write 0.52 (4.57) 0.52 (4.01)
lengthy reports™?
F F(3,51) =9.01 | F(252)=223 | F(352) =547 | F(253)=0.14
p =0.00 p=0.12 p =0.00 p=0.87
R-Square 0.35 0.08 0.24 0.01

Y The factor Report Length isthe number of words used in the group's recommendation for Syntex and ABB respectively. The factors De-

Anchoring (Syntex only) and Report Length (both cases) were log-transformed.

2 To gpproximate the group trait of writing extensively, independent of any performance measures, we used the Report Length (log-transformed) of

ABB inthe case of Syntex and vice versa.

Difference significant at 0.10 leve in bold
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Table 7: Path Analysis Results (standar dized regression coefficient, t-value in parentheses)

Outcome Variables

Process Variables

Incremental Satisfaction Learning Usefulness Process Cognitive Discussion Decision De-Anchoring
Return Complexity Effort Quality Alternatives
ABB ABB ABB ABB ABB ABB ABB ABB ABB
Syntex Syntex Syntex Syntex Syntex Syntex Syntex Syntex Syntex
Experimental Factors
DSS Availability
ABB 0.60 (7.28) 0.06 (0.76) -0.07 (-0.84) 0.03 (0.33) -0.20 (-2.50) | -0.09 (-1.16) 0.13 (1.54) 0.00 ( 0.00) 0.40 (4.60)
Syntex 0.32 (3.97) 0.07 (0.81) -0.06 (-0.67) 0.15 (1.75) -0.20 (-2.43) 0.15 (2.06) 0.07 (0.76) -0.15 (-1.86) 0.37 (4.00)
Order
ABB -0.04 (-0.51) 0.12 (1.47) 0.08 (1.03) 0.06 (0.61) -0.21 (-2.28) 0.02 (0.19) 0.16 (1.80) 0.01 (0.08) 0.07 (0.77)
Syntex 0.04 (0.46) -0.02 (-0.23) 0.10 (1.22) -0.10 (-1.23) -0.11 (-1.22) 0.14 (1.55) -0.08 (-0.89) -0.14 (-1.72) | -0.11 (-1.20)
Process Variables
Process Complexity
ABB -0.15 (-1.87) -0.25 (-3.06) 0.35 (4.41) -0.06 (-0.63) 0.31 (3.23) 0.05 (0.51) 0.12 (1.23) -0.05 (-0.51)
Syntex -0.11 (-1.35) -0.24 (-2.76) 0.16 (1.88) -0.25 (-2.80) 0.40 (4.40) -0.10 (-0.99) -0.14 (-1.60) | -0.10 (-1.01)
Cognitive Effort
ABB 0.11 (1.29) 0.32 (3.74) 0.11 (1.30) 0.04 (0.41) 0.36 (3.91) 0.17 (1.66) 0.15 (1.57)
Syntex -0.07 (-0.73) -0.00 (-0.05) 0.19 (2.04) 0.06 (0.61) 041 (4.22) 0.32 (341) 0.01 (0.06)
Discussion Quality
ABB 0.07 (0.83) 0.35 (4.19) 0.22 (2.74) 0.40 (4.08) 0.26 (2.71) 0.04 (0.38)
Syntex 0.00 (0.01) 0.34 (3.81) 0.29 (3.35) 0.44 (4.94) 0.35 (3.96) -0.01 (-0.08)
Decision Alternatives
ABB 0.03 (0.41) -0.02 (-0.25) 0.14 (1.79) -0.09 (0.96) 0.13 (1.45)
Syntex 0.11 (1.30) 0.13 (1.57) 0.06 (0.62) -0.02 (-0.22) 0.13 (1.28)
De-Anchoring
ABB -0.48 (-5.92) -0.00 (-0.01) -0.03 (-0.38) 0.00 (0.01)
Syntex 0.36 (4.52) -0.05 (-0.56) 0.01 (0.17) 0.07 (0.85)
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R-Square
ABB 0.38 0.33 0.32 0.17

Syntex 0.38 0.25 .0.25 0.34

Chi-Square (df=30) 34.73 (p=0.25) | 38.87 (p=0.13) | 38.37 (p=0.14) | 37.00 (p=0.18)

CFI 0.98 0.97 0.97 0.97

In thistable we present the relationships of the path analyses. The data are standardized regression coefficients between the decision outcome and decision process variables (in
the columns) and the experimental factors and decision process variables (the rows). Differences significant at the 0.10 level are shown in bold.



Table8: Thedirect, indirect, and total impact of DSS Availability on decision outcomes
(Standardized regression coefficient, t-value)

Incremental Return Satisfaction Learning Usefulness
ABB SYNTEX ABB SYNTEX ABB SYNTEX ABB SYNTEX

Direct Effect of DSS Availability 0.60 (7.28) 0.32 (3.97) 0.06 (0.76) 0.07 (0.81) | -0.07 (-0.84) | -0.06 (-0.67) | 0.03 (0.33) 0.15 (1.75)
Indirect Effect of DSS Availability -0.17 (-2.99) | 0.5 (2.81) 0.02 (0.39) 0.10 (1.71) | -0.09 (-1.60) | 0.02 (0.33) 0.03 (0.62) 0.13 (2.21)
(through the Decision Process)
Total Effect of DSS Availability 0.42 (5.06) 0.47 (5.81) 0.08 (1.01) 0.17 (1.94) | -0.15 (-1.91) | -0.04 (-0.47) | 0.07 (0.72) 0.29 (3.20)
R-Square 0.17 0.23 0.05 0.02 0.02 0.01 0.02 0.10
Model without Process Variables
R-Square 0.38 0.38 0.33 0.25 0.32 0.25 0.17 0.34
Model with Process Variables

Difference dgnificant a 0.10 leve in bold
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Figure 1: Sample of ABB Data, availableto all groups
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The four suppliersare A (ABB), B, C, and D. The variables were measured on a1l —9 scale, except for
“Choice,” which represents the supplier chosen by the customer in the immediately prior purchase occasion.
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Figure 2: ABB DSS -- Resour ce allocation model, giving purchase
likelihood by brand for each potential customer
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4 A: ABB 18

5 B: GE 23

G C: Westingh. 26

7 D: McGraw-E. 21

] Sum | 83

g

10 | Potential RFQ Estimated Firm Consultant Becommended Target

11 | Customer *urchase ¥ol. [$K District Chosen A[ABB] Supplier B Supplier C Supplier O
12 1 F7E1 1 B 15.3% g2 3% 2.4% 0.0%
13 2 FE27 1 D 0.0% 0.0% 2.6% a7 4%
14 3 F643 2 A 747 % 2553% 0.0% 0.0%
15 4 Fo62 3 D 45 5% 38.% 0.0% 11.5%
16 5 F453 3 C 20% 0.0% 95.0% 0.0%
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15 [ FE64 3 D 40 5% 7% 0.1% 21 8%
19 8 ¥767 3 O 0.0% 56.4% 0.0% 43 6%
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The modd supported groups could run an MNL modd to obtain the choice probabilities of each supplier for each
customer. The Model menu option in the program enables the subjects to access the MNL model and obtain the result above.
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Figure 3: Syntex data, available to all groups
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Figure 4: Syntex DSS output -- Unconstrained optimization, showing what the model recommends with
no restrictions on the amount of sdlling effort
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Figure5: LISREL mode showing overall framework and pathsincluded in the model
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Figure 6: Specific pathsincluded in the LISREL model

M odel Process Outcomes

Process

Incremental
Revenue

Decision
M odel
(ABB and

Syntex)

Discussio

Anchoring

A solid lineindicates a sgnificant path in our modd for both ABB and Syntex. Note that we used dl the paths indicated in this chart for model
edimation. See Table 7 for the complete set of significant relationships.
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