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# Holding Period Return-Risk Modeling : 

## Ambiguity in Estimation


#### Abstract

In this paper we explore the theoretical and empirical problems of estimating average (excess) return and risk of US equities over various holding periods and sample periods. Our findings are relevant for performance evaluation, for estimating the historical equity risk premium, and for investment simulation.

Using a unique set of US equity data series, comprising monthly prices and dividends based on consistent definitions over the 132 year period 1871-2002, we investigate the complex effect of temporal return aggregation and sample estimation error. Our major finding is that holding period risk and return statistics show an extraordinary sensitivity to the choice of the starting point in calendar time. For example, over the period 1926-2002 there is a difference of almost 140 basis points between the average annual total return starting in January compared to starting in July, and a difference of almost 7 (!) percentage points in estimated annual volatility. This is yet another way in which stock price seasonality manifests itself, but this ambiguity in the underlying estimation process seems completely neglected in the current literature.


Keywords: holding period return, equity risk premium, temporal aggregation, stock price seasonality
"So over the period 1926 - 2002, the total return on US equities was on average $11.6 \%$ p.a. with a volatility of $18.4 \%$ ?

- "Yes."
"...Or was it $13.2 \%$ and $26.7 \%$...?
- "Yes!"
"?????"


## 1. Introduction and summary

In this paper we explore theoretical and empirical problems of estimating average (excess) return and risk of US equities over various holding periods and sample periods. Our findings are relevant for investment simulation (cf. Freeman [1992]), performance evaluation and for estimating the historical equity risk premium. We use a unique set of revised and corrected US equity data series, comprising monthly prices and dividends based on consistent definitions over the period 1871-2002 (132 years). These data are based on the S\&P500 Index and Cowles's extensions as described in Wilson \& Jones [2002]. This long history enables us to avoid overlapping bias when estimating risk and return statistics for longer hold ing periods.

We investigate the complex effect of temporal return aggregation. This is relevant when estimating risk-return statistics (such as the expected equity return, or its standard deviation, or the equity risk premium) over longer holding periods, especially for one year. There are several methods for estimating the equity risk premium; see for example Welch [2000]. One popular approach is to gauge the average annual equity (excess) return over a long period; cf. Siegel [1992,1994]. Jones, Wilson \& Lundstrum [2002] even document the full historical frequency distribution of equity returns over the period 1871-2001 to evaluate future return scenarios for different holding periods. The need for very long data series when estimating the mean - and even the quantiles - of the equity return distribution is apparent; cf. Merton [1980]. Aside from data problems this approach carries the burden of a questionable stationarity assumption; cf. Black [1993].

In addition we here pinpoint a stability problem: given a total sample period of $T$ years, annual return statistics can be estimated by using January to January returns. This is common practice, cf. Ibbotson \& Sinquefield [1976a,b] and Dimson \& Marsh [2001], for example. Alternatively, annual return statistics can be derived from yearly holding period returns starting in each of the other months. We do not expect to see much difference between considering January-January returns or even July-July returns, where the difference in months is greatest. However, our empirical findings show that holding period risk and return statistics show an extraordinary sensitivity to the choice of the starting point in calendar time. For example, over the period 19262002 there is a difference of almost 140 basis points between the average annual total return starting in January compared to starting in July, and a difference of almost 7 (!) percentage points in estimated annual volatility. This is yet another way in which stock price seasonality manifests itself, but this ambiguity in the underlying estimation process seems completely neglected in the current literature. The only example we are aware of is Ball, Kothari \& Shanken [1995] who observe that the
returns on contrarian strategies are very sensitive to the choice of the starting point in calendar time. Our results suggest that the problem is much more general.

This paper is organized as follows. Section 2 introduces notation and summarizes various return definitions. Section 3 discusses and describes the data set. Section 4 explores the temporal aggregation issue.

## 2. Notation and definitions

## Discretely and continuously compounded returns

We introduce the following notation and definitions. We start from the price index PI which represents a equity price series adjusted for stock splits and stock dividends. The discretely compounded price return (capital appreciation or "price relative") $p_{t}$ over period $t$ is defined by:
(1) $1+p_{t}=\frac{P I_{t}}{P I_{t-1}}$
where $P I_{t}$ and $P I_{t-1}$ denote the price index at the end of period $t$ and $t-1$, respectively. The discretely compounded dividend yield $y_{t}$ over the period $t$ is:

$$
\begin{equation*}
y_{t}=\frac{D_{t}}{P I_{t-1}} \tag{2}
\end{equation*}
$$

where $D_{t}$ is the cash dividend paid at the end of period $t$. Combining (1) and (2), the discretely compounded total return (or "value relative") over period $t, r_{t}$, is given by:
(3) $\quad 1+r_{t}=1+p_{t}+y_{t}=\left(1+p_{t}\right)\left(1+d_{t}\right)$
where $d_{t}$ denotes the dividend ratio:

$$
\begin{equation*}
d_{t}=\frac{y_{t}}{1+p_{t}}=y_{t} \frac{P I_{t-1}}{P I_{t}}=\frac{D_{t}}{P I_{t}} \tag{4}
\end{equation*}
$$

The dividend ratio relates the dividend to the stock price at the payment date, not to the previous price. The dividend ratio (and not the dividend yield) is relevant when considering continuous compounded returns. ${ }^{1}$

In addition to equity, we cons ider a riskfree investment opportunity (Treasury Bills, e.g.). Denoting the discretely compounded riskfree rate over the period $t$ by $b_{t}$, the excess return on equities is defined as $r_{t}-b_{t}$. When the equities are representative

[^1]for the stock market as a whole, the market risk premium is the expected excess return, $E\left\{r_{t}-b_{t}\right\}$. ${ }^{2}$

The continuously compounded return is obtained by taking the natural logarithm of one plus the discretely compounded return. Using (3), the continuously compounded total equity return over the period $t$ is $\ln \left(1+r_{t}\right)=\ln \left(1+p_{t}\right)+\ln \left(1+d_{t}\right)$. Considering the dividend ratio instead of the dividend yield allows us to express the log total return as the sum of the $\log$ price return and the $\log$ dividend ratio. ${ }^{3}$

## Arithmetic and geometric mean returns

When studying returns over a long horizon, the compounded average growth rate or geometric mean return becomes relevant. The geometric mean of the returns
$\left\{\tilde{r}_{t}\right\}_{t \in T}$ over $T$ periods, $G\left(\tilde{r}_{t} ; T\right)$, is defined as:

$$
\begin{equation*}
G\left(\tilde{r}_{t} ; T\right)=\left[\prod_{t=1}^{T}\left(1+\tilde{r}_{t}\right)\right]^{1 / T}-1 \tag{5}
\end{equation*}
$$

When returns are intertemporally independent and identically distributed, then (according to the strong law of large numbers) the geometric mean converges almost surely to the constant $\exp \left[E\left\{\ln \left(1+\tilde{r}_{t}\right)\right\}\right]-1$ as $T \rightarrow \infty$. This implies that the distribution of the geometric mean degenerates and converges to a point distribution.

In practice, this limit is not reached. However, when $T$ is sufficiently large and when the stationarity and independence assumption is satisfied, the distribution of the logarithm of one plus the geometric mean is approximately normal with mean $\mu$ and variance $s^{2} / T$, where $\mu$ and $s^{2}$ are the mean and variance of the log returns $\ln \left(1+\tilde{r}_{t}\right)$. Hence, the distribution of the geometric mean is approximately lognormal with mean $\exp \left[\mu+1 / 2 \sigma^{2} / T\right]-1$ and variance $\exp \left[2 \mu+\sigma^{2} / T\right]\left\{\exp \left[\sigma^{2} / T\right]-1\right\}$; see Michaud [1981], e.g. Note that a confidence interval of the log of one plus the geometric mean will be symmetric, whereas confidence intervals of the geometric mean and the end-of-horizon value will be asymmetric. For large $T$, this lognormal distribution has properties similar to that of a normal distribution; hence the expected value approaches the median.

The geometric mean is the rate of return that compounds initial value $V_{0}$ to $T$ period terminal value $V_{T}: V_{T}=V_{0}\left[1+G\left(\tilde{r}_{t} ; T\right)\right]^{T}$. Given the previous results, it follows that the asymptotic distribution of $T$-period terminal value is lognormal. The

[^2]$\alpha$-quantiles of the distributions of final value and geometric mean are related by $V_{T}^{(\alpha)}=V_{0}\left[1+G^{(\alpha)}\left(\tilde{r}_{t} ; T\right)\right]^{T}$. Since for large $T$ the expected geometric mean approaches the median value, the expected geometric mean relates to the median terminal value, $V_{T}^{(0.5)}=V_{0}\left[1+E\left\{G\left(\tilde{r}_{t} ; T\right)\right\}\right]^{T}$. The arithmetic mean $m$ of the discretely compounded returns, in contrast, relates to the expected terminal value, $E\left\{V_{T}\right\}=V_{0}[1+m]^{T}$, from which we recognize the familiar valuation maxim. It also follows that the arithmetic mean is an estimator of the risk premium (and not the geometric mean). Since $E\left\{G\left(\tilde{r}_{t} ; T\right)\right\}<m$ for $\sigma^{2}>0$, the median of the final value distribution is lower than the mean, indeed implying a right-skewed distribution.

When the number of observations $T$ used to estimate the geometric mean is not equal to the horizon $T^{\prime}$ over which the geometric mean is compounded in order to compute the expected terminal value, the geometric mean is a biased estimator. Blume [1974] derived an approximately unbiased estimator, which is a weighted average of the arithmetic mean $m$ and the geometric mean:

$$
\begin{equation*}
\hat{E}\left(\frac{V_{T^{\prime}}}{V_{0}}\right) \approx \frac{T-T^{\prime}}{T-1}(1+m)^{T^{\prime}}+\frac{T^{\prime}-1}{T-1}\left(1+G\left(\tilde{r}_{t} ; T\right)\right)^{T^{\prime}} \tag{6}
\end{equation*}
$$

Given the mean $m$ and variance $s^{2}$ of the discretely compounded returns, a very accurate approximation to the geometric mean can be obtained through: ${ }^{4}$

$$
\begin{equation*}
G\left(\tilde{r}_{t} ; T\right) \approx(1+m) \exp \left[-\frac{1 / 2 s^{2}}{(1+m)^{2}}\right]-1 \tag{7}
\end{equation*}
$$

This approximation (actually, all of the derived approximations) clearly reveals the "variance slippage": the negative relationship between the geometric mean and the variance of returns.

## 3. Data and descriptive statistics

The data set runs from December 31, 1871 through December 31, 2002. ${ }^{5}$ We use a unique set of revised and corrected US equity data series, comprising monthly prices and dividends based on consistent definitions over the period 1871 through 2002 (132 years). These data are based on the S\&P500 Index and Cowles's extensions as described in Wilson \& Jones [1987, 2002]. All prices are measured ultimo month except for the sub-period 1871:01 through 1885:02, for which only mid-month prices are available. However, important is that prices are not averaged over each month. Compared to other available data sets this is a distinguishing feature; it is well known

[^3]that the use of within-month averaged prices generates various statistical biases in the return series. ${ }^{6}$ From the monthly prices, a price index is constructed. Monthly dividends were estimated from trailing quarterly dividends by Wilson \& Jones [2002] and used to construct a cumulative total returns index with monthly reinvestment.

As a proxy for the riskfree rate we use the monthly total return on US Treasury Bills. Since T-Bills were only introduced in 1929, the riskfree rate series consists from 1870:12 through 1912:12 of $75 \%$ of the commercial paper yield, and from then on until 1928:12 of the yield on short-term government bonds.

We have divided the total sample period in various sub-periods. Since 1926 is the base year of the S\&P Indexes (i.e. the S\&P90 and from 1957:03 on the familiar S\&P500) we consider 1871-1925 and 1926-2002. The period 1963-2002 is consistent with an evaluation horizon of 40 years. To allow putting recent developments in a broader historical context, we finally set a breakpoint at 1983.

Table 1 presents some descriptive statistics over various sub-periods, obtained from monthly return data. We have annualized the means and medians by simply multiplying monthly figures with 12 . In this way, the average price return and average dividend yield sum to the average total return. All return series exhibit excess kurtosis and to some lesser degree skewness. A Jarque-Bera test rejects normality for all series and all (sub-) periods at $p=0.0000$, except for the riskfree return over the most recent sub-period 1983-2002 ( $p=0.085$ ). Comparing means and medians we see that the distributions of price returns, total returns and excess returns are skewed to the left, except for the period 1963-1982. ${ }^{7}$ The distributions of the dividend yield and the dividend ratio (and to a lesser extent the T-Bill return), in contrast, are skewed to the right. This can be explained by the fact that these return figures are restricted to nonnegative values.

Over the total sample period the total return on stocks was on average almost $10 \%$ p.a. with an annualized volatility of $16.7 \%$ (monthly volatility times $\sqrt{12}$ ). The period after 1926 shows both a higher average return and a higher standard deviation. However, although the mean returns over 1926-1962 and 1963-2002 are almost the same, the volatility is substantially higher in the first sub-period.

The average excess return is an estimate of the annualized historical monthly equity risk premium, since the riskfree rate is measured over the same interval as the stock returns (we will consider the annual risk premium in section 4). Over the full 132 years it equals about $6 \%$ p.a. Over the most recent 40 -year period it is about $5 \%$ p.a. where the risk premium of about $7.5 \%$ over the most recent 20 years sharply contrasts with the $2.5 \%$ over the period 1963-1982. In the latter period the average total return on stocks is 80 basis points below the overall period average whereas at the same time the average riskfree rate reached its historical high.

Comparing their statistics, the dividend yield and the dividend ratio are almost identical. The level of the average dividend yield / ratio has declined steadily over time. This seems consistent with Fama \& French [2001] who argue that the propensity

[^4]to pay cash dividends has declined over time. However, at the same time the level of the average price return has increased, most markedly over the last 20 years. Since the dividend yield is a function of both dividends and stock prices, dividend yields can also decrease because of increasing prices. Indeed, the level of S\&P500 dividends has increased steadily over time, until September 2000 when stock prices started plunging and the dividend level stabilized.

The standard deviation of the dividend yield / ratio is very low, comparable to the volatility of the riskfree rate over time. Although the dividend yield does contribute its share to the total stock return, it does not contribute to the volatility: the standard deviations of price and total stock returns are virtually the same. Even when average total return remains the same, decreasing dividend yield (and hence increasing average price return) implies that a larger portion of the total return is subject to risk. The importance of dividends is further explored in Hallerbach [2003b].

Table 3 displays the annualized arithmetic mean and standard deviation of the price and value relatives. In contrast to Table 1, the means are now compounded to per annum figures. ${ }^{8}$ In addition, the actual geometric mean return according to eq.(5), its approximation eq.(7) and its $95 \%$ confidence interval is provided. The effect of variance slippage is pronounced for the price return and total return, and almost absent for the dividend ratio and the riskfree rate. The geometric mean approximation according to eq.(7) is outstanding. For the price and total returns, the $95 \%$ confidence interval is quite wide, even for the overall period of 132 years. One dollar invested in the stock market in January 1871, with dividends reinvested, has grown to $(1.0879)^{132}$ $=\$ 67,679$ in December 2002; this is the median horizon value. The expected horizon value was a staggering $(1.1031)^{132}=\$ 419,765$ and the difference with the median value clearly indicates how skewed the distribution of horizon value is. The $95 \%$ confidence interval of horizon value is between a modest $(1.0574)^{132}=\$ 1,578$ and an astounding $(1.1193)^{132}=\$ 2,902,588 \ldots$ For some periods, the confidence interval of the geometric mean price return extends to negative compound growth rates, but for the total return the confidence interval is strictly positive.

Striking is that the overall period geometric means of the price return and the riskfree rate are almost the same. This implies that the end value obtained by a rollover strategy of one-month riskfree Bills from 1871:12 on was approximately equal to the cumulative price return obtained in the stock market. Stated otherwise: the equity risk premium was fully generated by the (reinvested) cash dividends. Figure 1 plots the total return Bill index and the stock price index over time. Many empirical studies start their sample in 1926, but there are fundamental differences between the pre and post 1926 periods. Comparing the geometric means in Table 2, we see that in the period 1871-1925 the largest part of the equity return was generated by (reinvested) dividends, whereas in the period 1926-2002 the importance of dividends has decreased and the contribution of the risky price return to the total return was higher. ${ }^{9}$ Finally note that in the 1926-2002 period, the $95 \%$ confidence intervals of the total equity return and the riskfree rate do not overlap; at this confidence level, equities "dominate" T-Bills.

[^5]
## 4. Temporal return aggregation

Long data sets are relevant for gauging long term average returns which in turn can be used for estimates of long term expected returns and equity risk premiums. These estimates are interesting in their own right, but they can also be used as inputs for investment simulations per se (an early example is Ibbotson \& Sinquefield [1976b]), or in an asset-liability management context. The returns underlying the estimates are not only expressed per annum (i.e. annualized), they are also measured on an annual basis. This means that January on January value relatives are computed and the means and standard deviations of these annual returns are estimated.

This raises the issue of temporal return aggregation: do annual returns have the same statistical characteristics as monthly returns, and have January on January value relatives the same characteristics as annual holding period returns starting in each of the other months? Common practice is to estimate annual return statistics from January to January returns; likewise quarterly returns are estimated using January quarters, not February or March quarters. We do not expect to see much difference between considering January-January returns or evaluating February-February returns; after all these annual returns share eleven months. Since the starting point and end point of the index series is given, we wouldn't even expect to see much difference between January-January statistics or July-July statistics (where the difference in months is greatest). However, this argument applies to the geometric mean return, not to the arithmetic mean that is (correctly) used as an estimator of the risk premium or the mean of the annual return distribution.

In order to investigate the effect of temporal return aggregation we considered various annual return specifications. Firstly, we computed 12 different sets of annual returns, each starting in a different month. The first of this set, comprising January-toJanuary returns, is commonly used in empirical studies.

Secondly, annual return statistics can be derived from higher frequency (in our case: monthly) data under the iid assumption. From the monthly arithmetic average return $m$ the annual average return is obtained by compounding over 12 months:
$(1+m)^{12}$. Since the monthly mean is an estimate, we also applied Blume's [1974] adjustment eq.(6). The annual volatility is obtained by scaling the monthly volatility with $\sqrt{12}$. This annualization of statistics goes at the cost of making assumptions such as intertemporal independence and stationarity. Christoffersen, Diebold \& Schuermann [1998] and Estrada [2000] already showed that simple volatility scaling fails when returns are not iid. (They considered holding periods up to one month, we here consider longer holding periods.)

For this reason we also performed bootstrap analyses. In bootstrapping, the sample is substituted for the unknown population, where after repetitively same-sized sub-samples are drawn with replacement from the original sample; cf. Efron [1979]. Bootstrapping fails when the resampling scheme does not match the structure of the actual sampling mechanism. Here this feature is turned into a virtue: sampling monthly returns with replacement provides sub-samples in which annual returns are formed by aggregating independent monthly returns. Hence, the annual return statistics obtained from the bootstrapped samples satisfy the iid assumption and serve as a benchmark for the other estimates. We generated 1,000 sub-samples. Within each sample period we used the same set of sub-samples in order to guarantee comparability.

Table 3 presents estimates of annual(-ized) means and standard deviation of total returns. The arithmetic mean return, compounded from monthly to annual basis, corresponds very closely to the mean of the bootstrapped annual returns (in square brackets). Since the iid assumption underlies both approaches, this is indeed exactly what we expect. The differences with the actual January-January mean returns are somewhat larger, up to 40 basis points. The Blume correction proves not material for scaling monthly means to an annual basis, but perhaps we could have expected this. Turning to the annual(-ized) standard deviations the picture is different. Each period shows quite large differences between the $\sqrt{12}$-scaled monthly volatilities and the annual estimates from bootstrapping. Given that both estimators are based on the iid premise, this is surprising. In addition we observe small to substantial differences with the estimates based on actual January annual returns.

These results spurred us to consider estimates derived from actual annual returns, with varying starting months. The results are in Table 4. Below the estimates of the mean and standard deviation are the quantiles derived from the frequency distribution of bootstrapped estimates. For example, for the period 1926-2002, the mean of the actual January returns is $11.79 \%$ and the quantile indicates that $49.6 \%$ of the bootstrapped samples showed a lower mean. Turning to the July annual returns, the mean is $13.18 \%$, which is surpassed in only $28.2 \%$ of the bootstrap samples. There is no clear pattern in the annual means. In the post 1926 periods the means of January returns correspond quite closely to those of the bootstrapped samples. However, the mean estimates for different starting months show variations between the $30 \%$ and $65 \%$ quantiles of the iid distribution from bootstrapping.

Would these results lead one to believe that the iid assumption is not too bad, the situation is radically different for the volatility estimates. The discrepancies between the different estimates are very large with quantiles ranging from $6.6 \%$ to $99.9 \%$.... Given the relatively limited number of observations, the estimates from the periods 1963-1982 and 1983-2002 will suffer from sample error, but even the longer 1963-2002 and 1926-2002 periods clearly show the large differences that can arise between the point estimates. For the popular 1926-2002 period both the mean and standard deviation are much larger for the July returns than for the January returns. There is a difference of almost 7 percentage points in estimated annual volatility and a difference of almost 140 basis points between the average annual total returns. Of course, we are reasoning within the bounds of sampling error. After all, the standard deviation of the annual returns generates the standard error of the estimate of the mean return. We would therefore expect some variation in the estimates, which could be captured by constructing confidence intervals around the point estimate. However, we do not know the distribution of, say, the July annual returns and the standard error of their mean and their volatility is not easily obtained. ${ }^{10}$ But although the reported quantiles relate to the iid benchmark, they suggest that the differences between the different point estimates are substantial. In addition, it is commonplace in practice to work with point estimates (and not with confidence intervals) and the results show that it is at least advisable to take account of the discrepancies in point estimates that arise from different starting points in calendar time.

Our results seem to uncover in an indirect way the complex effects of stock price instability and seasonality. We have tried to correct for the January effect by adjusting monthly returns in such a way that the means of the different monthly

[^6]returns are identical (but preserving the overall arithmetic mean return). We then computed annual-(ized) return statistics from these adjusted data sets. However, this yielded comparable results. ${ }^{11}$ Unfortunately, this ambiguity in the underlying estimation process seems unrecognized in the current literature. Uncovering the relationship between the return generating process and temporal aggregation seems to be an interesting area for further research.

[^7]Table 1 : Descriptive statistics.
Mean, median and standard deviation of monthly discretely compounded price returns, dividend returns, dividend ratios, total returns and excess returns on stocks, and of T-Bill returns, expressed in percent per annum. Means / medians and standard deviations are annualized simply by multiplying monthly figures with 12 and $\sqrt{12}$, respectively. Normality is rejected (Jarque-Bera) for all periods at the $p=0.0000$ level, except for the riskfree T-Bill return over the period 1983-2002 $(p=0.085)$.

| in \% |  | stocks |  |  |  |  | T-Bill |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | price return | dividend yield | dividend ratio | total return | excess return | total return |
| $\begin{aligned} & \text { 1871-2002: } \\ & \text { (132 yrs) } \end{aligned}$ | mean : | 5.31 | 4.53 | 4.53 | 9.85 | 5.92 | 3.93 |
|  | median : | 7.05 | 3.97 | 3.96 | 12.15 | 7.80 | 3.69 |
|  | st.dev. : | 16.73 | 0.77 | 0.78 | 16.71 | 16.72 | 0.82 |
| $\begin{aligned} & 1871-1925 \\ & \text { (55 yrs) } \end{aligned}$ | mean : | 2.78 | 5.14 | 5.14 | 7.91 | 4.02 | 3.89 |
|  | median : | 3.38 | 4.88 | 4.83 | 9.00 | 5.12 | 3.76 |
|  | st.dev. : | 13.03 | 0.71 | 0.71 | 13.02 | 13.00 | 0.51 |
| $\begin{aligned} & \text { 1926-2002 : } \\ & \text { (77 yrs) } \end{aligned}$ | mean : | 7.13 | 4.10 | 4.10 | 11.23 | 7.27 | 3.96 |
|  | median : | 10.68 | 3.11 | 3.08 | 15.03 | 11.03 | 3.58 |
|  | st.dev. : | 18.93 | 0.80 | 0.81 | 18.91 | 18.93 | 0.99 |
| $\begin{aligned} & 1926-1962: \\ & \text { (37 yrs) } \end{aligned}$ | mean : | 6.46 | 4.86 | 4.87 | 11.32 | 9.84 | 1.48 |
|  | median : | 11.18 | 4.34 | 4.37 | 16.95 | 15.70 | 1.04 |
|  | st.dev. : | 22.38 | 0.88 | 0.90 | 22.35 | 22.35 | 0.43 |
| $\begin{aligned} & 1963-2002: \\ & (40 \mathrm{yrs}) \end{aligned}$ | mean : | 7.75 | 3.40 | 3.39 | 11.15 | 4.89 | 6.25 |
|  | median : | 9.97 | 2.64 | 2.65 | 12.80 | 7.35 | 5.60 |
|  | st.dev. : | 15.06 | 0.64 | 0.64 | 15.07 | 15.08 | 0.89 |
| $\begin{aligned} & 1963-1982: \\ & (20 \mathrm{yrs}) \end{aligned}$ | mean : | 5.06 | 3.99 | 3.99 | 9.05 | 2.36 | 6.69 |
|  | median : | 3.58 | 2.94 | 2.94 | 6.85 | 2.67 | 5.60 |
|  | st.dev. : | 14.52 | 0.77 | 0.77 | 14.50 | 14.53 | 1.08 |
| $\begin{aligned} & 1983-2002 \text { : } \\ & \text { (20 yrs) } \end{aligned}$ | mean : | 10.43 | 2.81 | 2.78 | 13.24 | 7.42 | 5.82 |
|  | median : | 13.08 | 2.52 | 2.52 | 16.21 | 11.35 | 5.60 |
|  | st.dev. : | 15.58 | 0.43 | 0.42 | 15.63 | 15.60 | 0.63 |

Table 2 : Arithmetic and geometric mean returns.
Annualized arithmetic mean $m$ and standard deviation $s$ of monthly discretely compounded returns. One plus the arithmetic mean is annualized by exponentiating to the power 12 ; the standard deviation is annualized by multiplying with $\sqrt{12} . G(\cdot ; T)$ is the actual geometric mean according to eq.(5). $G(\cdot ; T)^{\sim}$ denotes the approximation by eq.(7) on the basis of monthly data. Both the geometric mean and the approximation are annualized by exponentiating to the power 12. " $95 \%$ confid." indicates the $95 \%$ confidence interval of the geometric mean.

| \% |  | price return |  | dividend ratio |  | total return |  | T-Bill return |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & 1871-2002 \text { : } \\ & (132 \text { yrs) } \end{aligned}$ | $m$ |  |  |  |  |  |  |  |  |
|  | $s$ |  |  |  |  |  |  |  |  |
|  | $G(\cdot ; T)$ |  |  |  |  |  |  |  |  |
|  | $G(\cdot ; T) \sim$ |  |  |  |  |  |  |  |  |
|  | 95\% confid. | 1.05 | 7.00 | 4.48 | 4.76 | 5.74 | 11.93 | 3.86 | 4.15 |
| $\begin{aligned} & 1871-1925: \\ & (55 \text { yrs) } \end{aligned}$ | $m$ |  |  |  |  |  |  |  |  |
|  | $s$ |  |  |  |  |  |  |  |  |
|  | $G(\cdot ; T)$ |  |  |  |  |  |  |  |  |
|  | $G(\cdot ; T) \sim$ |  |  |  |  |  |  |  |  |
|  | 95\% confid. | -1.53 | 5.53 | 5.06 | 5.45 | 3.66 | 11.06 | 3.82 | 4.10 |
| $\begin{aligned} & \text { 1926-2002 : } \\ & \text { (77 yrs) } \end{aligned}$ | $m$ |  |  |  |  |  |  |  |  |
|  | $s$ |  |  |  |  |  |  |  |  |
|  | $G(\cdot ; T)$ |  |  |  |  |  |  |  |  |
|  | $G(\cdot ; T) \sim$ |  |  |  |  |  |  |  |  |
|  | 95\% confid. | 1.09 | 10.03 | 3.99 | 4.36 | 5.34 | 14.60 | 3.80 | 4.26 |
| $\begin{aligned} & 1926-1962: \\ & \text { (37 yrs) } \end{aligned}$ | $m$ |  |  |  |  |  |  |  |  |
|  | $s$ |  |  |  |  |  |  |  |  |
|  | $G(\cdot ; T)$ |  |  |  |  |  |  |  |  |
|  | $G(\cdot ; T) \sim$ |  |  |  |  |  |  |  |  |
|  | 95\% confid. | -3.20 | 11.82 | 4.67 | 5.28 | 1.66 | 17.33 | 1.35 | 1.63 |
| $\begin{aligned} & 1963-2002 \text { : } \\ & (40 \mathrm{yrs}) \end{aligned}$ | $m$ |  |  |  |  |  |  |  |  |
|  | $s$ |  |  |  |  |  |  |  |  |
|  | $G(\cdot ; T)$ |  |  |  |  |  |  |  |  |
|  | $G(\cdot ; T) \sim$ |  |  |  |  |  |  |  |  |
|  | 95\% confid. | 1.91 | 11.94 | 3.23 | 3.64 | 5.43 | 15.78 | 6.14 | 6.72 |
| $\begin{aligned} & 1963-1982: \\ & (20 \text { yrs) } \end{aligned}$ | $m$ |  |  |  |  |  |  |  |  |
|  | $s$ |  |  |  |  |  |  |  |  |
|  | $G(\cdot ; T)$ |  |  |  |  |  |  |  |  |
|  | $G(\cdot ; T) \sim$ |  |  |  |  |  |  |  |  |
|  | 95\% confid. | -2.30 | 10.90 | 3.71 | 4.41 | 1.70 | 15.37 | 6.39 | 7.39 |
| $\begin{aligned} & 1983-2002 \text { : } \\ & \text { (20 yrs) } \end{aligned}$ | $m$ |  |  |  |  |  |  |  |  |
|  | $s$ |  |  |  |  |  |  |  |  |
|  | $G(\cdot ; T)$ |  |  |  |  |  |  |  |  |
|  | $G(\cdot ; T) \sim$ |  |  |  |  |  |  |  |  |
|  | 95\% confid. | 2.28 | 17.45 | 2.63 | 3.01 | 5.15 | 20.77 | 5.68 | 6.27 |

Table 3 : Annual and annualized means and standard deviations of total return. Actual annual returns are measured from January to January. Between the square brackets are the mean and standard deviation averaged over 1,000 bootstrap samples. One plus the monthly arithmetic / geometric mean returns are compounded annually by raising to the power 12 . The volatility is annualized by scaling with $\sqrt{12}$.

| in \% | mean |  |  |  | standard deviation |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | actual annually Jan.-Jan. | annually co <br> monthly <br> arithmetic | mpounded means geometric | Blume estimator eq.(9) | actual annually Jan.-Jan. | $\begin{aligned} & \text { annualized } \\ & (\mathrm{mo} \cdot \sqrt{12}) \\ & \hline \end{aligned}$ |
| $\begin{aligned} & \text { 1871-2002: } \\ & \text { (1584 mo) } \end{aligned}$ | $\begin{gathered} 10.45 \\ {[10.34]} \end{gathered}$ | 10.31 | 8.79 | 10.30 | $\begin{gathered} 18.67 \\ {[18.40]} \end{gathered}$ | 16.71 |
| $\begin{aligned} & \text { 1871-1925 : } \\ & (660 \mathrm{mo}) \end{aligned}$ | $\begin{gathered} 8.56 \\ {[8.16]} \end{gathered}$ | 8.21 | 7.30 | 8.19 | $\begin{gathered} 16.65 \\ {[13.98]} \end{gathered}$ | 13.02 |
| $\begin{aligned} & \text { 1926-2002 : } \\ & \text { (924 mo) } \end{aligned}$ | $\begin{gathered} 11.79 \\ {[11.84]} \end{gathered}$ | 11.83 | 9.87 | 11.80 | $\begin{gathered} 19.99 \\ {[21.06]} \end{gathered}$ | 18.91 |
| $\begin{aligned} & \text { 1926-1962 : } \\ & (444 \mathrm{mo}) \end{aligned}$ | $\begin{gathered} 11.79 \\ {[12.19]} \end{gathered}$ | 11.93 | 9.21 | 11.86 | $\begin{aligned} & 23.20 \\ & {[24.72]} \end{aligned}$ | 22.35 |
| $\begin{aligned} & 1963-2002 \text { : } \\ & (480 \mathrm{mo}) \end{aligned}$ | $\begin{gathered} 11.80 \\ {[11.70]} \end{gathered}$ | 11.74 | 10.48 | 11.71 | $\begin{gathered} 16.80 \\ {[16.72]} \end{gathered}$ | 15.07 |
| $\begin{aligned} & \text { 1963-1982 : } \\ & (240 \mathrm{mo}) \end{aligned}$ | $\begin{gathered} 9.63 \\ {[9.64]} \end{gathered}$ | 9.44 | 8.32 | 9.39 | $\begin{gathered} 16.85 \\ {[15.48]} \end{gathered}$ | 14.50 |
| $\begin{aligned} & \text { 1983-2002 : } \\ & \text { (240 mo) } \end{aligned}$ | $\begin{gathered} 13.96 \\ {[13.92]} \end{gathered}$ | 14.08 | 12.69 | 14.01 | $\begin{gathered} 16.89 \\ {[17.32]} \end{gathered}$ | 15.63 |

Table 4 : Annual means and standard deviations of total return. Actual annual returns are measured from the month in the column heading. The quantiles are derived from 1,000 bootstrapped samples (assuming independence of monthly returns; same sub-samples for each sub-period).

|  | in \% | Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep | Oct | Nov | Dec |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1871-2002: | mean $m$ | 10.45 | 10.62 | 10.74 | 11.02 | 10.69 | 11.03 | 11.19 | 10.68 | 10.44 | 10.43 | 10.36 | 10.46 |
|  | quantile | 52.80 | 57.00 | 59.90 | 66.40 | 58.70 | 66.50 | 70.40 | 58.40 | 52.50 | 52.30 | 50.50 | 52.90 |
|  | st.dev. s | 18.67 | 18.31 | 19.68 | 20.82 | 18.89 | 21.39 | 23.34 | 19.95 | 18.76 | 18.95 | 18.04 | 18.58 |
|  | quantile | 61.30 | 49.20 | 82.60 | 94.90 | 66.60 | 97.90 | 99.90 | 85.90 | 63.70 | 68.50 | 41.90 | 58.00 |
|  | median | 10.23 | 10.48 | 10.62 | 10.13 | 9.53 | 9.52 | 10.04 | 8.96 | 10.02 | 9.88 | 12.29 | 11.91 |
| 1871-1925 : | mean $m$ | 8.56 | 8.04 | 8.13 | 7.97 | 7.81 | 7.99 | 8.24 | 8.31 | 8.16 | 8.26 | 8.65 | 8.48 |
|  | quantile | 59.50 | 48.30 | 49.90 | 46.20 | 43.00 | 46.90 | 51.90 | 53.20 | 50.20 | 52.30 | 61.60 | 57.40 |
|  | st.dev. s | 16.65 | 15.32 | 16.22 | 16.31 | 15.45 | 16.23 | 17.64 | 17.34 | 16.47 | 16.73 | 17.74 | 16.97 |
|  | quantile | 97.20 | 83.70 | 94.30 | 95.80 | 86.00 | 94.60 | 99.70 | 99.30 | 96.30 | 97.40 | 99.70 | 98.70 |
|  | median | 6.50 | 7.01 | 4.29 | 6.07 | 4.91 | 4.81 | 5.04 | 6.88 | 6.53 | 6.41 | 10.65 | 8.53 |
| 1926-2002 : | mean $m$ | 11.79 | 12.26 | 12.50 | 13.08 | 12.61 | 13.14 | 13.18 | 12.24 | 11.93 | 11.88 | 11.61 | 11.86 |
|  | quantile | 49.60 | 57.90 | 61.80 | 70.10 | 63.40 | 71.10 | 71.80 | 57.70 | 52.10 | 51.00 | 46.70 | 50.70 |
|  | st.dev. s | 19.99 | 20.13 | 21.82 | 23.48 | 20.95 | 24.41 | 26.71 | 21.67 | 20.27 | 20.46 | 18.38 | 19.75 |
|  | quantile | 33.80 | 36.40 | 66.90 | 86.30 | 52.90 | 92.80 | 98.40 | 64.00 | 38.90 | 42.50 | 10.60 | 28.90 |
|  | median | 13.80 | 14.63 | 12.69 | 14.08 | 10.85 | 13.35 | 13.39 | 12.84 | 12.15 | 11.63 | 13.15 | 15.46 |
| 1926-1962 : | mean $m$ | 11.79 | 12.62 | 13.36 | 14.19 | 13.30 | 14.06 | 13.86 | 12.20 | 11.53 | 11.28 | 11.11 | 11.75 |
|  | quantile | 48.00 | 56.00 | 62.40 | 69.40 | 61.70 | 68.50 | 66.40 | 51.80 | 45.80 | 43.10 | 41.10 | 47.70 |
|  | st.dev. s | 23.20 | 25.20 | 28.40 | 29.97 | 26.17 | 31.61 | 34.45 | 25.31 | 22.71 | 21.72 | 20.82 | 23.01 |
|  | quantile | 36.40 | 57.60 | 83.90 | 91.60 | 67.60 | 95.60 | 98.60 | 58.90 | 31.60 | 23.00 | 15.60 | 34.10 |
|  | median | 11.95 | 13.54 | 13.79 | 16.08 | 19.13 | 15.69 | 10.64 | 13.76 | 9.34 | 9.37 | 10.27 | 10.42 |
| 1963-2002 : | mean $m$ | 11.80 | 12.25 | 12.14 | 12.42 | 12.02 | 12.03 | 12.09 | 12.00 | 11.93 | 11.93 | 11.47 | 11.71 |
|  | quantile | 50.80 | 57.90 | 55.70 | 59.90 | 53.70 | 54.10 | 54.90 | 53.30 | 52.30 | 52.30 | 46.70 | 49.80 |
|  | st.dev. s | 16.80 | 14.50 | 13.71 | 15.93 | 15.32 | 15.85 | 17.45 | 18.26 | 18.17 | 19.51 | 15.90 | 16.74 |
|  | quantile | 51.00 | 13.90 | 6.60 | 35.20 | 24.90 | 33.00 | 64.70 | 78.50 | 77.00 | 90.90 | 34.30 | 50.40 |
|  | median | 15.39 | 14.87 | 12.16 | 14.39 | 10.34 | 11.78 | 13.40 | 12.73 | 12.48 | 12.62 | 14.92 | 16.47 |
| 1963-1982 : | mean $m$ | 9.63 | 8.24 | 7.85 | 7.75 | 7.59 | 7.43 | 7.54 | 7.37 | 7.84 | 8.57 | 8.51 | 9.00 |
|  | quantile | 52.10 | 36.00 | 31.00 | 30.10 | 28.60 | 26.80 | 27.90 | 26.20 | 31.00 | 40.20 | 38.70 | 45.80 |
|  | st.dev. s | 16.85 | 14.44 | 12.70 | 14.13 | 12.90 | 13.65 | 14.58 | 13.77 | 14.36 | 18.02 | 15.39 | 17.37 |
|  | quantile | 70.50 | 37.90 | 15.70 | 31.70 | 17.40 | 25.70 | 39.40 | 27.00 | 36.70 | 82.60 | 51.10 | 75.80 |
|  | median | 13.38 | 11.85 | 7.82 | 6.82 | 6.90 | 8.09 | 10.73 | 7.35 | 9.85 | 10.19 | 13.72 | 11.91 |
| 1983-2002 : | mean $m$ | 13.96 | 15.44 | 15.05 | 15.41 | 14.50 | 14.50 | 14.06 | 14.13 | 14.33 | 13.58 | 13.55 | 13.69 |
|  | quantile | 48.30 | 64.70 | 60.80 | 64.50 | 54.70 | 54.70 | 49.20 | 49.80 | 52.60 | 43.90 | 43.80 | 45.20 |
|  | st.dev. s | 16.89 | 13.93 | 13.01 | 15.72 | 15.04 | 14.97 | 16.46 | 19.05 | 20.26 | 20.15 | 16.37 | 16.35 |
|  | quantile | 46.30 | 11.50 | 7.10 | 31.90 | 22.50 | 22.00 | 40.80 | 72.90 | 82.60 | 82.10 | 39.60 | 39.20 |
|  | median | 17.59 | 15.23 | 14.65 | 17.92 | 17.43 | 16.55 | 16.45 | 12.77 | 16.29 | 13.25 | 14.92 | 20.30 |

Figure 1: Stock price index and T-Bill index.
Stock price index PI is the S\&P500 price index, cash dividends excluded. The T-Bill index $B I$ is the total return index from a roll-over strategy in one-month T-Bills. The series start ultimo 1871:12 at 1.00 (logscale) and ends ultimo 2002:12.
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[^1]:    ${ }^{1}$ Note that one plus the dividend yield is the arithmetic difference between the value and the price relatives, whereas one plus the dividend ratio is the geometric difference between the value and the price relatives.

[^2]:    ${ }^{2}$ Since the risk premium is the return on a self-financing portfolio, it does not make sense to distinguish between a nominal and a real risk premium. After all, expected inflation is contained in the equity return as well as in the riskfree rate. Another way to see this is to consider a portfolio of $x$ in equities and 1-x in riskfree assets. The nominal portfolio return is $r_{p, t}=x\left(r_{t}-b_{t}\right)+b_{t}$, where expected inflation is contained in the riskfree rate.
    ${ }^{3}$ This approach is not to be confused with the dividend ratio model developed by Campbell \& Shiller [1988a,b]; see also Campbell, Lo \& MacKinlay [1997]. Since they want to model log dividend growth, they approximate the log of the sum of price and dividend with a weighted average of log price and $\log$ dividend.
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[^4]:    ${ }^{6}$ See for example Schwert [1990], Wilson, Jones \& Lundstrum [2001] and Hallerbach [2003a].
    ${ }^{7}$ This is confirmed by visual inspection of the empirical frequency distributions. All skewness statistics, however, are positive. This is caused by some extreme observations in the right tails. Hence the positive skewness suggested by the positive third moment is not real but apparent. Indeed, a zero third order moment is a necessary and not a sufficient condition for distributional symmetry and knowledge of the third moment gives almost no clue about the shape of the distribution; see Mood, Graybill \& Boes [1974, pp.75-76].

[^5]:    ${ }^{8}$ Under the simple annualization used in Table 1, the artifact can arise that the arithmetic mean p.a. is smaller than the geometric mean p.a.
    ${ }^{9}$ For more details we refer to Hallerbach [2003b].

[^6]:    ${ }^{10}$ Confidence intervals for each of the 12 different annual mean returns could be obtained from bootstrapping separately from each of the corresponding annual return sets.

[^7]:    ${ }^{11}$ In addition, Gu [2003] shows that the January effect is declining since 1988. However, in our subperiod 1983-2002 we still observe the same phenomenon.
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