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We propose a method to include seasonality in any diffusion model that has a closed-form solution. The
resulting diffusion model captures seasonality in a way that naturally matches the original diffusion

model’s pattern. The method assumes that additional sales at seasonal peaks are drawn from previous or future
periods. This implies that the seasonal pattern does not influence the underlying diffusion pattern. The model is
compared with alternative approaches through simulations and empirical examples. As alternatives, we consider
the standard Generalized Bass Model (GBM) and the basic Bass Model, which ignores seasonality. One of the
main findings is that modeling seasonality in a GBM generates good predictions but gives biased estimates. In
particular, the market potential parameter is underestimated. Ignoring seasonality in cases where data of the
entire diffusion period are available gives unbiased parameter estimates in most relevant scenarios. However,
ignoring seasonality leads to biased parameter estimates and predictions when only part of the diffusion period
is available. We demonstrate that our model gives correct estimates and predictions even if the full diffusion
process is not yet available.
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1. Introduction
Sales of new products typically follow a diffusion pro-
cess that has an S-shaped pattern for cumulative sales,
whereas the corresponding pattern for sales is hump-
shaped. There is a variety of models that can cap-
ture such a diffusion pattern. In marketing, the Bass
(1969) Model is most often used. The main application
of diffusion models concerns forecasting sales. For
new products, one can use the parameter estimates
based on data of similar products. And, after having
observed the diffusion of a product for a while, one
can also use these observations to estimate the rel-
evant parameters and forecast the remainder of the
diffusion pattern.

Most diffusion models are set in a continuous-
time context and assume a smooth development of
sales. This smooth development often matches well
with observed diffusion data at a yearly frequency.
However, at a higher frequency, the sales develop-
ment tends to be less smooth. For example, within a
year, sales data are likely to show a strong seasonal
pattern. Seasonality systematically generates periods
with higher sales followed by periods with lower
sales. For example, Christmas sales usually generate
a sales spike in the month of December. In this paper,
we present a model that allows for such seasonality
while preserving the basic diffusion pattern.

The importance of having a diffusion model that
incorporates seasonality is amplified by the increasing
availability of high-frequency data. Although high-
frequency diffusion data are nowadays often avail-
able, researchers usually opt to aggregate such data
to the yearly level. For example, Venkatesan et al.
(2004) mention this practice of aggregating to annual
data to get rid of seasonal fluctuations. Although
this aggregation reduces or even removes seasonal-
ity, it comes with a loss of information. Using only
a small number of (annual) data points leads to
the so-called ill-conditioning problem, which, in turn,
leads to biased estimates; see Van den Bulte and Lilien
(1997) and Bemmaor and Lee (2002). Putsis (1996)
and Non et al. (2003) find that the use of quarterly
or monthly data significantly improves estimates of
diffusion model parameters compared to only using
annual data. The main reason for this improvement is
the reduction in the data-interval bias that originates
from the discrete-time approximation of the underly-
ing continuous-time diffusion model. Neither study,
however, explicitly covers seasonality for monthly or
quarterly data.

From a managerial point of view, seasonal patterns
also contain valuable information. This information
can be used to predict short-term demand as well
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as to support inventory management. Hence, filter-
ing out seasonal effects, which is common practice in
the literature on financial and macroeconomic time
series, is not a preferable solution in case of diffusion
models.

The conclusion is that seasonality must somehow
be incorporated in a diffusion model. In this paper,
we propose a natural way to do this for any diffusion
model that has a closed-form solution. We build on
the Bass Model for expository purposes but indicate
that many other models can be considered. The main
idea that underlies our approach is that seasonality in
a peak period is a result of consumers who delay or
speed up their purchases. In other words, the model
captures the pattern of intertemporal demand shifts
that cause seasonal peaks. We treat the underlying
diffusion model as the appropriate model for time-
aggregated sales and study how these aggregates are
distributed over, say, the months of a year.

We contrast our model with other approaches
on theoretical grounds and using empirical exam-
ples. The first alternative approach we consider is
to include seasonal dummies in a way that matches
with the Generalized Bass Model (GBM) (Bass et al.
1994). We show that for this model, the estimates
for the diffusion parameters are biased; the market
potential parameter especially gets underestimated.
Estimates based on our model are intuitively more
appealing and do not lead to a bias. The second
alternative approach is the traditional Bass Model,
which ignores seasonality even when it is present.
Our results give reassuring outcomes for the com-
mon practice of “guessing by analogy,” because for
the case where the full diffusion series is available,
we demonstrate that the traditional Bass estimates are
not biased.1 However, if seasonality is ignored when
the diffusion process is before its saturation level, the
estimates as well as the forecasts are biased.

Next to our model, we also propose another varia-
tion to the Generalized Bass Model with seasonality.
In many practically relevant cases, this variation has
the same nice statistical features as our model; that
is, the parameter estimates are unbiased. Contrary to
our model, this variation of the GBM is not based
on intertemporal demand shifts. This results in biased
estimates if the diffusion is fast.

The outline for the rest of our paper is as follows.
In §2 we start by showing typical diffusion data, where
we consider the monthly sales of flat-screen television

1 Guessing by analogy is a popular method among researchers and
managers to predict the diffusion parameters of a new product
based on the diffusion parameters of earlier introduced similar
products; see Ofek (2005) and Lilien et al. (2000). Thus, if published
or obtained estimates are biased by ignoring seasonality, this would
affect the prediction of the diffusion of the new product as well.

sets (LCD and plasma). In §3 we propose our model
and theorize why the alternative approaches are less
useful when seasonality is present. In §4 we return to
actual sales data and demonstrate that the new sea-
sonal diffusion model fits naturally to these data and
that it gives plausible forecasts. In §5 we conclude with
some suggestions for further research.

2. An Example of Seasonality in
Diffusion Data

Before we start modeling seasonality in diffusion mod-
els, we first take a look at a typical example of season-
ality in diffusion data. In particular, we have available
monthly sales figures (in millions) of flat-screen tele-
visions for 10 countries in Europe.2 We obtained the
diffusion data from a European consumer electronics
firm that operates around the globe. This firm bought
these data from a market research company. The
period covered by the data ranges from February 2004
to December 2009 or January 2010. This means that
we have 71 or 72 monthly observations per country,
implying the presence of six seasonal cycles.

In Table 1, we present some summary statistics
on the diffusion series. The second column gives the
average sales over all monthly observations. Table 1
also presents the averages over a particular month
of the year relative to the overall average. These fig-
ures give a rough impression of the seasonal pattern
in the different countries. For example, the sales in
December tend to be above the overall average for
all countries. This is an indication that there is a sea-
sonal spike in sales because of Christmas. The month
with the lowest sales seems to be April. Next, in the
period from May to September, there are large differ-
ences across countries. Note that Table 1 can only be
used as a first indication of the seasonal patterns as
the presented statistics completely ignore the curva-
ture in the diffusion series. Also, for some countries,
we do not have data for January 2010. This results in
a relatively lower average for January, as this last year
is around the moment of peak sales.

To give a graphical example of the feature we study
in this paper, we present in Figure 1 monthly sales
of flat-screen televisions in 2 of the 10 countries: the
United Kingdom and the Netherlands.

From Table 1 and Figure 1, we conclude that the
series clearly show systematic seasonal patterns. Fur-
thermore, the graphs suggest that the seasonal pat-
tern is proportional to the speed and position of the

2 Austria, Belgium, France, Germany, Italy, the Netherlands, Portu-
gal, Scandinavia, Spain, and the United Kingdom. The data con-
cern aggregated sales figures for the Scandinavian countries. For
simplicity, we refer to Scandinavia as a “country.”



Peers, Fok, and Franses: Modeling Seasonality in New Product Diffusion
Marketing Science 31(2), pp. 351–364, © 2012 INFORMS 353

Table 1 Summary Statistics on Monthly Sales of Flat-Screen Televisions Across Various Countries

Difference of the average per month with overall average (%)
Overall avg.

Country (millions) Jan. Feb. March April May June July Aug. Sept. Oct. Nov. Dec.

United Kingdom 00491 4004 −2902 −2708 −3009 −1100 −3207 −909 −1807 −1607 2208 3108 8806
France 00323 6508 −2808 −3103 −3605 −1406 −2306 −1100 −2000 −1104 1209 1209 8505
Germany 00355 4607 −2409 −2002 −3007 −1509 −2107 −1503 −1909 −1006 2201 2904 6100
The Netherlands 00096 5201 −2501 −2603 −3007 403 −806 −002 −1301 −1608 2001 1003 3309
Italy 00265 2208 −3008 −3103 −3609 −1207 −2300 −1600 −2005 201 3307 2509 8606
Spain 00225 6203 −2406 −2709 −2804 −302 −1507 301 −1909 −1304 1708 600 4307
Austria 00035 2004 −2107 −2205 −3002 −1202 −2002 −904 −2004 −802 2004 2504 8201
Belgium 00046 8201 −2109 −2507 −2802 −1003 −1901 2104 −2104 −1702 604 −301 3702
Portugal 00034 405 −2609 −3008 −2702 −707 −2406 −900 −1503 −506 1809 2104 10301
Scandinavia 00125 3401 −2306 −1809 −2808 −2106 −1607 −606 −705 −304 1300 209 7703

diffusion process; that is, the seasonal peaks become
larger closer to the moment of peak sales. Next, the
seasonal patterns are not similar across countries.
For example, in the Netherlands, the January peak is
larger than the December peak, whereas in the United
Kingdom, it is the other way around. This shows
that we need to allow for different seasonal structures
across countries.

Figure 1 Flat-Screen Television Sales Data of (a) the United Kingdom
and (b) the Netherlands
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3. A Diffusion Model with
Seasonality

Although seasonality is a major issue for many mar-
ket processes, the literature on seasonality in mar-
keting is small. Shugan and Radas (1999) give an
overview of seasonality-related issues in the context
of services marketing. They consider how to over-
come these issues and how managers should react to
them. Fok et al. (2007) look at weekly seasonality in
sales in a panel of fast-moving consumer goods. There
are, to our knowledge, only two papers that focus
on modeling seasonality in diffusion processes: Radas
and Shugan (1998) and Einav (2007). Both papers con-
sider the movie industry. Einav (2007) uses a struc-
tural model to distinguish between seasonal demand
and seasonal supply effects. Sales could be higher
because more people go to the movies in holiday sea-
sons or because better movies are screened during
these periods. The view on seasonality discussed in
Radas and Shugan (1998) comes closest to our setting.
These authors interpret seasonality as a time trans-
formation process; that is, it is as if the service or
product ages more quickly along its life cycle in peak
seasons. In off-peak seasons, it is as if the product
ages more slowly. The resulting diffusion model is to
some extent in line with the Generalized Bass Model
(Bass et al. 1994). However, the seasonal structure—
that is, the set of periods that corresponds to seasonal
peaks and troughs—is imposed rather than estimated
in their model. Our model and the benchmark sea-
sonal models we consider allow for a selection of the
seasonal structure based on the observed diffusion
process. In the model presented in §3.1.2, we even
make the intertemporal demand shift pattern endoge-
nous; that is, we estimate the proportion in which
one month contributes to the seasonal peak in another
month. Finally, the paper of Radas and Shugan (1998)
does not consider the impact of seasonality on the
estimation and interpretation of the standard diffu-
sion parameters.
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In the following subsection, we build up to our
proposed methodology, where we make a distinc-
tion between a given fixed intertemporal demand shift
pattern (§3.1.1) and an estimated flexible intertempo-
ral demand shift pattern (§3.1.2). Next, in §3.2, we
discuss the alternative approaches and indicate why
these approaches are less satisfactory. Further, we con-
sider the consequences of ignoring seasonality. In the
last subsection, we consider model selection; that is,
we suggest a procedure that leads to a parsimonious
model specification for the seasonal pattern.

3.1. Our Proposed Model
Our aim is to create a seasonal model that is
consistent with any (closed-form) diffusion model.3

To emphasize this, we first start with a general closed-
form function for the cumulative diffusion curve, F 4t5.
F 4t5 specifies the cumulative fraction of adopters rel-
ative to the market potential at time t. At the end of
this subsection, we will use the Bass (1969) Model as
the leading example for the functional form of F 4t5.

We first discuss two general features of diffu-
sion modeling: linking F 4t5 to observed sales and
heteroscedasticity. Concerning the former, we adopt
the nonlinear estimation technique of Srinivasan and
Mason (1986). In their paper, the authors measure
sales as the difference in the cumulative adopters
between period t and t−1, multiplied by the eventual
number of adopters. Although Srinivasan and Mason
(1986) do this specifically for the Bass Model, this
estimation technique can be used for other functional
forms for F 4t5 as well.

The second issue is heteroscedasticity. Recently,
Boswijk and Franses (2005) addressed the possibility
that the observed diffusion deviates from the under-
lying S shape. They introduced a specification that
contains a heteroscedastic error process and a ten-
dency for the diffusion to return toward its equilib-
rium growth path. The heteroscedasticity implies that
larger fluctuations are more likely to occur around the
moment of peak sales. In the (seasonal) models intro-
duced in this paper, we take this feature into account.
Although the models can also be specified without
heteroscedasticity, we believe that heteroscedastic-
ity occurs in almost every empirical diffusion pro-
cess. Heteroscedasticity also affects the estimation
of the seasonal structure. In particular, it helps to
disentangle seasonality from random shocks.

3 In cases where there is no closed-form solution, the differential
equation for the diffusion model can be solved numerically. The
numerical solution can then be used instead of the closed-form
solution. In these cases, the seasonal method we present in this
paper can also be used. In the rest of the paper, however, we focus
on the cases with a closed-form solution.

The dependent variable in all models in this paper
is the monthly sales4 of a new product at month t,
denoted by St . The basis for our model, as well as for
the alternatives presented later, is

St =m4F 4t5− F 4t − 155+ �t �t ∼ N401 f 4t52�251 (1)

where F 4t5 is the fraction of cumulative adopters at
time t, and f 4t5 is the fraction of current adopters.
F 4t5 and f 4t5 are the solutions of the differential
equation associated with a continuous-time diffusion
model. The m is the parameter capturing the market
potential—that is, the ceiling of the typical S-shaped
sales curve. The variance of the error term is propor-
tional to f 4t52. This variance specification is slightly
different from that proposed by Boswijk and Franses
(2005), as they scale the variance with the square of
the sales of the previous period. The advantage of our
specification is that it leads to a smoother pattern for
the variance, especially in case of seasonality.

To model seasonal peaks and troughs, we need to
increase or decrease the sales in some months rela-
tive to the general specification in (1). The seasonal
effect should be proportional to the speed and posi-
tion of the diffusion process (see also Figure 1). This
proportionally additional effect of seasonality can be
represented as

St =m4F 4t5− F 4t − 155
(

1 +
∑

k∈K

�kD
01
kt

)

+ �t1

�t ∼ N401 f 4t52�251

(2)

where D01
kt represents a 0/1 dummy for each month

k in the set K, where K can consist of one month or
more. To put it more formally,

D01
kt =















1 if observation t is in month k, that is,
�4t5=k1

0 otherwise1

(3)

where �4t5 gives the month number corresponding
to observation t. In this formulation, there is a maxi-
mum of 11 months that can be included in the set K,
because otherwise the model parameters would not
be identified.

In (2), the summation of the seasonal effects over a
year is not necessarily equal to zero. This affects the
interpretation of the diffusion parameters, especially
m. As we will show in §3.2, model (2) introduces a
bias in the parameter estimates.

4 In this paper, we take months as the frequency of the observed
data, as the empirical data we use also have a monthly frequency.
Furthermore, in the diffusion literature, a month is the most often
used data interval for which seasonality is relevant. Of course, our
model can be considered for any other data interval.
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To avoid this bias, we need to introduce the sea-
sonal pattern in such a way that it does not inter-
fere with the underlying S shape. Thus, the added
seasonal effect should have mean zero. This means
that the additional sales at a seasonal peak should be
compensated in other months. For monthly data, we
can define dummies such that the effect in the focal
month is still 1, whereas the effect in the other months
is minus 1/11. Over an entire year, this results in a
dummy that has mean zero. This zero-mean dummy
is formally defined as

DZM
kt =











1 if �4t5= k1

−
1
11

otherwise0
(4)

This zero-mean dummy (DZM) can replace the 0/1
dummy (D01) in (2). In §3.2, we will show that the
resulting model has some preferable features. How-
ever, there is a counterintuitive feature as well. Con-
sider again the case of a seasonal peak at some
period t corresponding to month k. The additional
sales equals m�k4F 4t5 − F 4t − 155. In other words, it
is a fraction of the sales predicted by the underly-
ing diffusion model. The “compensating” decrease in
sales in the next month is 41/115m�k4F 4t + 15− F 4t55.
The counterintuitive aspect here is that the compen-
sation is associated with the “predicted” sales for the
next period. Intuitively, it would be more appealing
if the compensation equals 41/115m�k4F 4t5− F 4t − 155,
that is, a fraction of the current increase itself. Stated
differently, although the dummies have mean zero,
the seasonal effect itself, m4F 4t5−F 4t−155�kD

ZM
kt , does

not have mean zero. If the diffusion is relatively fast,
this may have a substantial impact, as we will also
show in §3.2.

In our final model, we want to correct for this
above-mentioned counterintuitive feature. As a result,
we impose that a seasonal peak originates from con-
sumers delaying or speeding up their purchases.
In this case, the additional sales during a seasonal
peak is the summation of the postponed and accel-
erated purchases of the other months. Hence, the
seasonal peak equals the sum of a fraction of the
underlying adoption curve of all the months influ-
encing the focal month. The extent to which a month
contributes to the seasonal peak in another month is
referred to as the intertemporal demand shift pattern, or
seasonal structure for short. This seasonal structure
can be fixed from the outset (the fixed version of our
model), or it can be estimated (the flexible version of
our model).

3.1.1. Fixed Seasonal Structure. First, we define
the set of months that influence a focal month k.
We denote this set as Hk; the number of elements

in Hk is denoted by �Hk�. For example, if Hk =

8−31−21−111129, a fraction of the sales from up to
three months before the focal month is delayed to
the focal month, and a fraction of the sales from up
to two months after is accelerated toward the focal
month, and �Hk� = 5. For monthly data, one may
also consider all the other months; for example, Hk =

8−61 0 0 0 1−1111 0 0 0 159.
The seasonal diffusion model now becomes

St =m

[

F 4t5− F 4t − 15+
∑

k∈K

�k�Hk�
−1

·

(

D01
kt

∑

h∈Hk

f 4t +h5−DOM
kt f 4t5

)]

+ �t1 (5)

where still �t ∼ N401 f 4t52�25. The first dummy, D01
kt ,

is a 0/1 dummy as used in Equation (3). The second
dummy is defined as

DOM
kt =















1 if period t influences month k, that is,
4�4t5− k5 ∈Hk1

0 otherwise0

(6)

The corresponding part of the specification concerns
the decrease in sales at time t because of individu-
als delaying or speeding up their purchase. The first
dummy, D01

kt in (5), makes sure that the delayed and
accelerated sales are added to the sales of the focal
month. The summation

∑

h∈Hk
f 4t + h5 sums the sales

from the months influenced by the focal period. The
seasonal effect parameter (�k) is divided by the num-
ber of elements in Hk—that is, �Hk�. This ensures that
�k has a similar interpretation as in the previous mod-
els. More specifically, no matter which other months
(hence the superscript OM) influence a seasonal peak,
the resulting �k parameter is comparable to that in the
other models.

An additional advantage of model (5) is that the
parameters for all months are identified. In case
the monthly effects are not strong, a model with
12 monthly dummies is, of course, not advisable, but
the intuition behind our formulation is in this case
still preferable.

3.1.2. Flexible Seasonal Structure. Above, we
assumed that the pattern of purchase acceleration or
postponement is given. Although the model allowed
to specify the moments of seasonal peaks through the
set K and allowed to specify the origin of seasonal
peaks through the sets Hk1 k = 11 0 0 0 1K, we assumed
that the additional sales in the seasonal peak is pro-
portionally drawn from all months in the set Hk. We
will now relax this assumption and propose a method
to estimate the pattern of the intertemporal shifts.

We suggest a functional form for the intertempo-
ral demand shift pattern that is flexible and parsimo-
nious. The two main features to capture are (i) the



Peers, Fok, and Franses: Modeling Seasonality in New Product Diffusion
356 Marketing Science 31(2), pp. 351–364, © 2012 INFORMS

percentage of sales as a result of purchase acceleration
versus postponement and (ii) the extent to which spe-
cific months contribute to the sales of a focal month.

The specification we propose introduces three addi-
tional parameters. The parameter �, 0 ≤ � ≤ 1, indi-
cates the relative influence of the months before on
the focal month (purchase postponement). The rel-
ative influence of the months after the focal month
(purchase acceleration) is given by 1 − �. For the
period before the focal month, the relative influence of
l months prior to the focal month is �l

1. For l months
after the focal month, the relative influence is �l

2. Both
parameters are restricted to the 40117 interval. Finally,
we normalize the weights by considering the relevant
months before, denoted by the set H−

k , and after the
seasonal month, denoted by H+

k . For example, H−

k =

8−21−19 indicates that the two months just before the
seasonal peak contribute to the seasonal sales. Note
that the setting � = �H−

k �/4�H−

k �+ �H+

k �5 and �1 = �2 = 1
corresponds to the model specification we had before,
that is, equal weights for all months in Hk =H−

k ∪H+

k .
The combination of the weights gives the function

gflex
k 4t5=



































































�
�

−4�4t5−k5
1

∑

h∈H−
k
�−h

1

if t is before the focal
month k, that is,
4�4t5− k5 ∈H−

k 1

41 − �5
�
4�4t5−k5
2

∑

h∈H+

k
�h

2

if t is after the focal
month k, that is,
4�4t5− k5 ∈H+

k 1

0 otherwise0

(7)

This function replaces the dummy DOM in our pro-
posed model (5), and at the same time, we drop the
factor �Hk� as this factor is now contained in the def-
inition of gflex

k 4 5. The parameter � indicates the rel-
ative influence of the period before the focal month
in determining the seasonal peak. If � = 1, only the
period before the focal month determines the peak.
Note that if � equals 0 or 1, one of the two � param-
eters is not identified. The fact that 0 < �i ≤ 11 i =

1121 makes sure that the effect for months further
from the focal month does not increase. In Figure 2,
we show the resulting seasonal pattern for different
parameter settings, where we arbitrarily choose the
focal month to be December. In these examples, as
well as in the empirical section, we include all 11
months before and after this focal month in the set Hk.
Note that this does not necessarily mean that all these
months influence the focal month, as this depends on
the shape of gflex

k 4t5. The figure shows that we can deal
with a wide variety of patterns. The figure also shows
that smaller � parameters result in more mass in the
months close to the focal month.

The model with a flexible seasonal structure is now
as follows:

St = m

[

F 4t5−F 4t−15+
∑

k∈K

�k

(

D01
kt

∑

h∈Hk

gflex
k 4t+h5f 4t+h5

−gflex
k 4t5f 4t5

)]

+�t1 (8)

where, as before, the seasonal peak in the focal month
is the summation of “lost” sales in the months in Hk,
and where �t ∼ N401 f 4t52�25.

As argued above, for certain combinations of �, �1,
and �2, the flexible version of our model is equivalent
to the fixed version. An advantage of the flexible ver-
sion over the fixed version is that it can be used for
a wider variety of intertemporal demand structures.
In particular, the flexible model is helpful if one does
not have a well-defined idea about the intertemporal
structure. However, a disadvantage is that the flexible
model asks more of the data, as one needs to esti-
mate three additional parameters. This might become
tedious when there are only a few seasonal cycles in
the data set.

Models (5) and (8) can both be applied to any dif-
fusion model with a closed-form solution. In Table 2,
we give an overview of possibly relevant diffusion
models.

For expository purposes, we use the Bass Model in
the rest of the paper. The closed-form solution of the
Bass (1969) Model is

F 4t5 =
1 − exp8−4p+ q5t9

1 + 4q/p5exp8−4p+ q5t9
and

f 4t5 =
44p+ q52/p5exp8−4p+ q5t9

41 + 4q/p5exp8−4p+ q5t952
1 (9)

where p and q are the traditional Bass parameters cap-
turing innovation and imitation, respectively.

3.2. Alternative Approaches
In this subsection, we briefly discuss some alterna-
tive approaches to our model. All alternatives will
be compared to the fixed version of our model (5).
A comparison with the flexible model is not straight-
forward, as this model depends on three additional
parameters. Note though that all advantages of the
fixed version of our model over the alternatives also
apply to the flexible version. As alternatives we con-
sider (i) the standard Bass Model without seasonality,
(ii) the Bass Model with additive dummies, (iii) the
Generalized Bass Model with 0/1 seasonal dummies,
and (iv) the Generalized Bass Model with zero-mean
seasonal dummies. In this section, we give arguments
for the strengths and weaknesses of these alternative
approaches. All features of the alternative models dis-
cussed in this subsection are validated by a simulation
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Figure 2 Several Intertemporal Patterns
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(a) �1 = 1.0, �2 = 1.0, and � = 0.5

(b) �1 = 0.75, �2 = 0.75, and � = 0.5

(c) �1 = 0.75, �2 = 0.75, and � = 0.75 (f) �1 = 1.0, �2 = 1.0, and � = 1.0

(e) �1 = 0.75, �2 = 0.25, and � = 0.1

(d) �1 = 0.75, �2 = 0.75, and � = 0.25

Notes. �1 determines the pattern before the focal month, �2 determines the pattern after the focal month, and � determines the relative importance of these
parts on the focal month. Note that smaller � parameters result in more mass in the months near the focal month.

study, which we include in an electronic companion
(at http://mktsci.journal.informs.org/).

Of course, a first thought may be to ignore season-
ality altogether. In general, if seasonality is not prop-
erly dealt with, the parameter estimates are biased.
However, it turns out that if the full diffusion pro-
cess is used for parameter estimation, this problem
disappears to a large extent for almost all relevant
cases. The seasonal fluctuations will then simply be
seen as (large) errors. The symmetry in the diffu-
sion curve helps to identify the underlying diffu-
sion curve. Therefore, fitting a basic nonseasonal Bass
curve to a completed diffusion series—that is, where

sales have become zero at the end—yields sensible
results. However, if the diffusion process is before its
saturation level and seasonality is not explicitly mod-
eled, parameter estimates are likely to be strongly
biased.

One could also extend the Bass Model with additive
dummies; that is,

St =m4F 4t5− F 4t − 155+
∑

k∈K

�kD
01
kt + �t0 (10)

However, in such a model, the size of the seasonal
effect is the same throughout the diffusion process.
Furthermore, seasonal peaks will keep occurring even



Peers, Fok, and Franses: Modeling Seasonality in New Product Diffusion
358 Marketing Science 31(2), pp. 351–364, © 2012 INFORMS

Table 2 Diffusion Models with a Closed-Form Solution of the Differential Equation

Model Differential equation Closed-form solution Explanation parameters

Bass (1969)
dF

dt
= 4p+ qF 541 − F 5 F =

1 − exp8−4p+ q5t9

1 + 4q/p5 exp8−4p+ q5t9
p = innovation parameter
q = imitation parameter

Gompertz curve
(Hendry 1972, Dixon 1980)

dF

dt
= qF ln

(

1
F

)

F = exp8− exp8−4c+ qt599 c = constant
q = imitation parameter

Mansfield (1961)
dF

dt
= qF 41 − F 5 F =

1
1 + exp8−4c+ qt59

c = constant
q = imitation parameter

Nelder (1962)
(see also McGowan 1986)

dF

dt
= qF 41 − F ê5 F =

1
61 +ê exp8−4c+ qt5971/ê

c = constant
q = imitation parameter
ê = shape parameter

von Bertalanffy (1957)
(see also Richards 1959)

dF

dt
=

q

1 − �
F �41 − F �5 F = 61 − exp8−4c+ qt5971/41−�5 c = constant

q = imitation parameter
� = shape parameter

Stanford Research Institute
(e.g., Teotia and Raju 1986)

dF

dt
=

q

t
F 41 − F 5 F =

1
1 + 4T ∗/t5q

q = imitation parameter
T ∗ = moment of peak sales

Flexible logistic growth
(Bewley and Fiebig 1988)

dF

dt
= q641 + kt51/k 7�−k F =

1
1 + exp8−4c+ qt4�1 k559

c = constant
q = imitation parameter
t4�1 k5= based on � and k; this
model has different shapes

Gamma/shifted Gompertz curve
(Bemmaor 1994)

— F =
1 − exp8−4p+ q5t9

61 + 4q/p5 exp8−4p+ q5t97�
p = innovation parameter
q = imitation parameter
�= shape parameter

Note. This overview is based on earlier overviews of Mahajan et al. (1990, 1993), complemented with the Gamma/shifted Gompertz curve from
Bemmaor (1994).

as t → �. These two aspects rule out the practical use
of this specification. We will therefore only consider
models where the seasonality appears in a multiplica-
tive form.

We compare our model with two seasonal alterna-
tives. Both these alternatives are inspired by the Gen-
eralized Bass Model (Bass et al. 1994), where, instead
of marketing mix variables, we use seasonal dummies
as explanatory variables. The first seasonal alternative
is the GBM with a 0/1 dummy, which we presented
in Equation (2), and which we call the SGBM01. The
second seasonal alternative is the GBM model with
zero-mean dummies. This model is the same model
as the SGBM01 but now with a zero-mean dummy (4)
instead of the 0/1 dummy. This model we call the
SGBMZM. Both seasonal models assume that seasonal
effects are largest around the moment of peak sales.

In Figure 3, we give two examples to illustrate
the main differences between our model and the
two seasonal GBMs. The top two graphs show the
(cumulative) diffusion curves for the case p = 0001,
q = 0025, and m = 100. The other two graphs corre-
spond to a speedy adoption; that is, p = 00071 q = 0041
and m= 100. In both cases, a seasonal peak occurs
every 12th period, say, each December. We set �2 = 0.
For our model, we specify the seasonal structure such
that the additional sales in December are a result of

postponed sales in earlier months of the same cal-
endar year. Overall, a model should follow the basic
shape that is implied by the Bass parameters. The fig-
ures therefore also show both F 4t5 and f 4t5.

From Figure 3(a), it is clear that SGBM01 is not
appropriate. In this model, the sales are equal to
m4F 4t5 − F 4t − 155 ≈ mf 4t5, but for each 12th month,
the sales are higher. Therefore, the cumulative sales
in this model eventually exceed m. In other words,
the market potential parameter in this model does
not have its natural interpretation. Note that this is
a different kind of bias than the “traditional” esti-
mation bias. In fact, if one generates data with the
SGBM01 and estimates parameters using the SGBM01
itself, one will find the true parameter values as in
the data-generating process. In this sense, there is
no traditional bias. However, the actual ceiling of
the cumulative sales will be higher than the market
potential estimate, where this estimate should repre-
sent the ceiling. Hence, the SGBM01 model finds an
inappropriate estimate of the market potential.

The difference between the SGBMZM and our pro-
posed model Figure 3(a) is more subtle. As we assume
that the additional sales are a result of postponed
sales, the cumulative sales at the end of every last
month of the year are exactly equal to mF 4t5. This is
not the case for the SGBMZM. The seasonal peaks also
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Figure 3 Two Examples of Differences Between the SGBM with 0/1
Dummies, the SGBM with Zero-Mean Dummies, and Our
Proposed Model 4OMfixed5
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differ, which is also because in our model, seasonal
peaks are a result of postponed sales. If consumers
postpone sales to the seasonal peak, seasonal peaks
before the inflection point must be small relative to
seasonal peaks after this point. Both curves in the end
attain m, and in that sense, the differences between
the two models are not extremely large.

Figure 3(b) shows the case where the seasonal peak
occurs after the inflection point of the underlying dif-
fusion curve. As the zero-mean dummy is positioned
relative to the current adoptions, the resulting sea-
sonal peak in SGBMZM is too low relative to the post-
poned sales. This implies that the cumulative sales
do not reach m. In this situation, the SGBMZM will
therefore also give misleading parameter estimates.

In Figure 3, we assumed that the seasonal peak
only consists of postponed sales. This clearly shows
the differences between our proposed model and the
SGBMZM. If the seasonal peak originates from con-
sumers delaying and speeding up their purchases, the

differences between these two models, including the
bias in SGBMZM, become smaller. Note that the prob-
lem in SGBM01 does not depend on the intertemporal
pattern.

Summarizing, in this subsection we discussed four
alternatives to our proposed seasonal model. The
model with an additive dummy clearly is not a good
option. Furthermore, the standard Bass Model, ignor-
ing the seasonal fluctuations, gives biased results
unless the full diffusion process is used. The graphs
in Figure 3 show that the SGBM01 is theoretically not
appropriate. Furthermore, there are potentially sub-
stantive differences between SGBMZM and our model.
However, in some cases, the overall shape of the
diffusion process for SGBMZM closely resembles that
generated by our model and the real data.

3.3. Deciding on the Seasonal Structure
For our model, as well as for the seasonal alterna-
tives we consider, one needs to decide on which sea-
sonal dummies to include. On top of that, we need to
decide from which months the corresponding months
may draw sales, that is, the pattern of the intertem-
poral demand shifts. In §2 we showed that different
countries can have different seasonal patterns. The
researcher can use the data to decide on both issues.
We now propose guidelines for doing so.

First, note that trying all combinations of dum-
mies and sets Hk for each country is a cumbersome
and unnecessary task. Our suggestion is to select a
limited number of seasonal structures and then to
use information criteria to select the best-fitting one,
correcting for the number of parameters. The first
step in limiting the number of structures is based on
visual inspection. For example, for our data, there
seems to be a seasonal peak in January and Decem-
ber. So all seasonal structures should at least include
dummies for these months. Next, one sometimes can
limit the number of seasonal dummies by excluding
some months from further consideration, again based
on visual inspection. These two steps will substan-
tially reduce the number of possible models. As a next
step, one should estimate the relevant parameters for
various seasonal structures. From all these models,
some can be rejected, for example, when the esti-
mation routine does not converge or when there are
improbable parameter estimates. The final step is to
choose the best seasonal structure from the remaining
set. For this step, we recommend to use the Bayesian
information criterion (BIC), because it penalizes the
number of parameters more than other information
criteria.

4. Empirical Illustration
In this section, we consider the performance of var-
ious models for the actual diffusion data, which we
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Table 3 The Moment of Peak Sales in Months (T ∗) and Market Potential in Millions per Country (m), as Estimated by the Different Models

T ∗ Market potential (m)

Country OMfixed OMflex SGBMZM SGBM01 BM OMfixed OMflex SGBMZM SGBM01 BM

United Kingdom 111048 110091 111033 111039 111098 49081 49023 49068 40039 50090
France 117087 117033 117070 117074 119074 38020 37079 38005 31031 40094
Germany 117024 116072 117009 117013 118035 41011 40080 40098 35012 43002
The Netherlands 100016 99069 100002 100008 100094 10000 9095 9098 8022 10030
Italy 124002 123057 123086 123089 125040 37090 37056 37078 32030 40017
Spain 114098 114050 114088 114090 115096 24055 24032 24050 22011 25053
Austria 91081 91040 91064 91068 92041 3096 3093 3095 3040 4008
Belgium 111044 111006 111034 111037 112022 4060 4056 4059 4004 4076
Portugal 105026 104064 105007 105011 106099 3092 3086 3090 3028 4020
Scandinavia 106050 106028 106043 106046 107020 11041 11038 11040 9099 11066

presented in §2. The data concern the sales figures (in
millions) of flat-screen televisions for 10 countries in
Europe and cover February 2004 until January 2010
(or in some cases, December 2009). The first months
of the diffusion process are not available. This has
no major consequences for the estimation procedures,
which is one of the benefits of the Srinivasan and
Mason (1986) approach. With this approach, it is only
necessary to know the number of months since the
introduction (Jiang et al. 2006).

The models we compare are the two seasonal GBMs
(SGBMZM and SGBM01), the standard Bass Model
(BM), and the two versions of our proposed model (to
be labeled as OMfixed and OMflex). The OMfixed has the
given intertemporal demand shift pattern as in the
previous section; that is, Hk = 8−61 0 0 0 1−1111 0 0 0 159.
In OMflex we estimate the intertemporal demand shift
pattern using the model in (8). The seasonal structure
of each model for each country is selected based on
the method described in §3.3.

The results are summarized in Tables 3–5 and
in Figure 4. Table 3 gives the estimated moment
of peak sales (T ∗ = 4log4q/p5/4p + q5) and market
potential based on the different models per country.
Table 4 gives the in-sample performance of the mod-
els based on information criteria. To be more pre-
cise, this table gives the Akaike information criterion
(AIC) and BIC values for our flexible model, whereas
the other values represent the relative performance
of the other models. A positive percentage indicates
a higher information criterion and thus a worse in-
sample fit. In Figure 4, we give a graphical insight
in this in-sample fit for the United Kingdom and
the Netherlands. Finally, in Table 5, a more complete
overview of the results for the same two countries is
shown.5

The results in Table 3 show that the Bass Model
finds similar moments of peak sales; that is, the

5 The tables and figures of the other eight countries are excluded
from the paper but can be obtained from the authors upon request.

difference with the seasonal models is only one or
two months. For the market potential, the difference
is often between 3% and 7%. If we look more closely
at the estimation results for the Netherlands and the
United Kingdom (see Table 5), we see that param-
eters from the Bass Model have larger confidence
intervals compared to the seasonal models. Based on
in-sample fit (see Table 4), the Bass Diffusion Model
is outperformed by the seasonal models by a large
margin.

If we now evaluate the seasonal models, we first
find that the major difference between the seasonal
models concerns the market potential (see Table 3),
where our proposed two models and SGBMZM give
a higher estimate than SGBM01. This matches with
our discussion in §3.2. Another difference is that
the seasonal parameters are estimated to be higher
for the SGBM01, which is partly because this model
uses a different (lower) underlying diffusion curve.
For OMflex, we have sometimes selected a slightly
different set of seasonal effects. The latter is partly
explained by the difference across the models in
the months influenced by a seasonal peak. To get
a similar seasonal peak, the magnitude of the sea-
sonal effect can be slightly different in OMflex versus
OMfixed.

Based on the in-sample performance (see Table 4),
our flexible model outperforms the other seasonal
models in 8 of the 10 countries, as the other mod-
els have higher values of the information criteria. For
the other three seasonal models, this fit is similar. Fig-
ure 4 shows that the seasonal models fit the actual
in-sample data well. The standard Bass Model only
manages to roughly fit the underlying curve. The fit-
ted curve matches neither the seasonal months nor
the nonseasonal months.

Table 5 and Figure 4 also show that seasonal
patterns differ across countries. These differences
are present in the seasonal components included
in the model, as well as in the levels of the sea-
sonal parameters. For example, the Netherlands have
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Table 4 In-Sample Performance (AIC and BIC) of Diffusion Models for Flat-Screen Televisions in Europe

OMflex (Absolute) OMfixed SGBMZM SGBM01 BM

Country AIC BIC AIC (%) BIC (%) AIC (%) BIC (%) AIC (%) BIC (%) AIC (%) BIC (%)

United Kingdom −23007 −22107 005 005 005 005 004 005 5705 5808
France −27208 −26307 002 100 102 102 102 102 4200 4206
Germany −25205 −24101 −103 −203 −104 −204 −104 −204 2904 2809
The Netherlands −49204 −47605 009 100 008 008 007 007 2003 1900
Italy −28000 −27009 007 007 006 006 006 006 2901 2903
Spain −29807 −29109 107 108 106 106 106 106 1604 1608
Austria −60404 −59009 −002 −100 −003 −101 −003 −101 1603 1505
Belgium −52201 −51503 101 101 009 009 009 009 1204 1205
Portugal −59202 −58302 003 007 002 005 002 005 1606 1605
Scandinavia −34304 −33809 102 109 102 109 102 109 1708 1807

Notes. The results for our proposed model with flexible intertemporal demand (OMflex) are the absolute values of the information criteria; for the other models,
the results are given relative to the flexible model. A positive percentage represents a higher AIC or BIC. For example, the in-sample performance for the United
Kingdom is best for the flexible model, because the information criteria are higher for the other models.

many seasonal fluctuations compared to the United
Kingdom—respectively, seven and four peaks. How-
ever, the peaks in the Netherlands are relatively
small compared to the United Kingdom. The seasonal
models can clearly capture these different seasonal
patterns across countries. Additionally, from Figure 4,
it seems that the flexible model we propose captures

Table 5 Results of the Diffusion Model for Flat-Screen Televisions in the United Kingdom and the Netherlands

United Kingdom The Netherlands

OMfixed OMflex SGBMZM SGBM01 BM OMfixed OMflex SGBMZM SGBM01 BM

p 2.2E−05 2.2E−05 2.2E−05 2.2E−05 2.0E−05 7.9E−05 8.1E−05 8.1E−05 8.0E−05 7.6E−05
(2.1E−06) (2.2E−06) (2.3E−06) (2.3E−06) (5.1E−06) (5.1E−06) (5.9E−06) (5.4E−06) (5.4E−06) (1.0E−05)

q 00073 00073 00073 00073 00073 00067 00067 00067 00067 00067
4000015 4000025 4000015 4000015 4000045 4000015 4000015 4000015 4000015 4000035

m 49081 49023 49068 40039 50090 10000 9095 9098 8022 10030
410495 450125 410345 410305 430945 400265 400945 400235 400255 400545

Jan. 0048 0061 0050 0067 — 0049 0056 0050 0067 —
400065 400215 400065 400085 — 400055 400215 400055 400065 —

May — — — — — 0023 0020 0023 0031 —
— — — — — 400055 400065 400045 400065 —

June — — — — — 0012 0009 0012 0016 —
— — — — — 400045 400055 400045 400065 —

July — — — — — 0018 0013 0018 0024 —
— — — — — 400045 400065 400045 400065 —

Oct. 0028 0026 0029 0039 — 0030 0029 0030 0040 —
400065 400105 400055 400075 — 400055 400125 400045 400065 —

Nov. 0037 0039 0038 0051 — 0019 0023 0020 0026 —
400065 400125 400055 400075 — 400055 400125 400045 400065 —

Dec. 0086 0094 0087 1017 — 0039 0044 0039 0052 —
400075 400265 400065 400085 — 400055 400165 400045 400065 —

�1 — 0073 — — — — 0070 — — —
— 400105 — — — — 400125 — — —

�2 — 0078 — — — — 0058 — — —
— 400125 — — — — 400125 — — —

� — 0068 — — — — 0069 — — —
— 400265 — — — — 400165 — — —

RMSE 0.069 0.072 0.069 0.069 0.189 0.010 0.011 0.010 0.010 0.024
AIC −229.6 −230.7 −229.7 -229.7 −98.1 −487.9 −492.4 −488.7 −488.9 −392.7
BIC −220.6 −221.7 −220.6 −220.7 −91.4 −471.9 −476.5 −472.8 −472.9 −385.8

Notes. Standard errors are in parentheses. RMSE, root mean square error.

the periods between the peaks better than the other
seasonal models.

Furthermore, there are differences in the intertem-
poral demand shift parameters (mainly �2). In com-
paring the seasonal components, we note that the
selected seasonal dummies can differ across the mod-
els we considered. However, for the United Kingdom
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Figure 4 The In-Sample Fit for Two Countries: (a) United Kingdom and
(b) the Netherlands
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and the Netherlands, the optimal structure was sim-
ilar across models. Concerning the shape of the
intertemporal demand shift, the � parameters are
between 0057 and 0085 for all countries. This means
that the effect on the focal month becomes negligi-
ble after five to eight months from the focal month.

Table 6 Forecasting Performance of Diffusion Models for Flat-Screen Televisions in Europe, for up to Three-Month- or Six-Month-Ahead Forecasts

OMflex (Absolute) OMfixed SGBMZM SGBM01 BM

Country Three Six Three (%) Six (%) Three (%) Six (%) Three (%) Six (%) Three (%) Six (%)

United Kingdom 26018 23098 12026 17054 9098 16033 8066 17030 139095 93010
France 41036 29038 −34010 −3081 −35006 −5083 −35037 −6023 31084 51093
Germany 18044 22008 10059 3040 6014 1044 6065 0082 132082 69079
The Netherlands 4019 4043 17098 8000 16082 7075 15052 8006 89095 53061
Italy 20021 32001 10046 −0094 8099 −1089 8027 −1097 98099 31062
Spain 21011 19074 5097 −7006 5005 −8076 5049 −7089 44026 22023
Austria 2033 2004 13065 14091 10019 13078 9088 14023 107051 75013
Belgium 5010 4023 −10085 −5035 −12013 −5015 −11066 −5045 25080 16062
Portugal 2051 2067 9093 12059 4017 11061 4083 12044 117084 59043
Scandinavia 8093 11009 7097 −0030 7020 −0049 7053 −0056 50022 17012

Notes. The results for the proposed with flexible intertemporal demand (OMflex) are the absolute RMSPEs; for the other models, the results are given relative
to the flexible model. A positive percentage represents a higher RMSPE. For example, the out-of-sample performance for three months ahead in the United
Kingdom are best for the flexible model, because all other models have a higher RMSPE. The RMSPEs are multiplied by 100 for convenience.

Furthermore, � across countries is between 0067 and
0076, which means that more consumers postpone
than speed up their purchase, which is an interesting
and managerially relevant insight.

In Table 6, the models are compared on their
out-of-sample performance relative to our flexible
model. In this table, we compare the root mean
squared prediction error (RMSPE) for up to three or
six months ahead out-of-sample forecasts. The table
gives the RMSPE for our flexible model. The val-
ues for the other models are relative to this model,
where a higher percentage represents a higher RMSPE
and thus worse out-of-sample performance. To obtain
these RMSPE values, we reestimated the models, after
leaving out the last three or six months of the sales
figures. From Table 6, we find that in terms of out-
of-sample forecasting, the seasonal models OMfixed,
SGBMZM, and SGBM01 perform almost equally well.
This suggests that for short-term prediction, all sea-
sonal models can be useful. The Bass Model is out-
performed by all seasonal models.

Note that the seasonal models, including our
model, do not solve all issues common to diffusion
models. In particular, if the moment of peak sales is
not in the data, the predictions are downward biased.
However, by distinguishing the seasonal fluctuations
from the random fluctuations, the seasonal models do
outperform the standard diffusion models.

Our flexible model outperforms most models on the
three-month-ahead prediction horizon. However, for
six-month-ahead forecasting, our flexible model per-
forms worse, as it only outperforms the other sea-
sonal models in 5 out of 10 cases. The reason for this
might be that for this longer horizon, there are less
data left for estimation, and our flexible model by def-
inition asks more from the data. This is supported by
the fact that in these cases, the flexible model also per-
forms worse in-sample. This shows that we can only
accurately estimate the intertemporal pattern if there
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are enough data. The results show that in these cases,
our model with a fixed pattern is more suitable, as it
outperforms the other models on fit.

Next to the increased fit and the better short-term
forecasting, our model also allows to study the sea-
sonal structure across countries. Of course, the quality
of generalizing conclusions is limited by the num-
ber of countries in our empirical case. To give an
example of differences across countries, we compare
the seasonal peaks in December and January. In the
Netherlands and Belgium, the seasonal peaks are
higher in January compared to December, where the
reverse is true for the United Kingdom and other
countries. This relatively higher January peak in the
Netherlands and Belgium is probably because in the
Netherlands and Belgium, the prices of flat-screen
televisions are often reduced in January, as prod-
uct line extensions are often introduced in February.
Another likely factor to influence seasonal peaks is
the timing of additional income, such as new year’s
or vacation bonus, as consumers often use these for
large expenditures such as a flat-screen television.

5. Conclusion
In this paper, we addressed seasonality in diffusion
models. The current availability of high-frequency
data makes this a subject of increasing importance.
Using high-frequency diffusion data can prove to be
very helpful in academic research and in practice.
This has actually been acknowledged in the literature,
both implicitly and explicitly. To incorporate season-
ality in diffusion models, we developed a seasonal
structure that can be used in combination with stan-
dard diffusion models. We based our models on the
classic Bass diffusion model using monthly data, but
our seasonal structure works with any closed-form
diffusion model. Also, extensions of diffusion mod-
els can be used in combination with our method (for
example, cross-country diffusion models, generational
diffusion models, and multilevel diffusion models),
which shows the relevance of this paper for future
academic research. Concerning the data frequency,
our method works for any interval as long as there
is periodicity in the peaks. Furthermore, because esti-
mated diffusion parameters are often used for the
practice of “guessing by analogy,” it is important that
the seasonal component in the model does not influ-
ence the estimates and interpretation of the underly-
ing diffusion pattern.

Through a detailed empirical case, we showed that
our proposed model lives up to all these goals. In con-
trast, the use of the Generalized Bass Model with
seasonal dummies, which may seem a straightfor-
ward way to take seasonality into account, produces
biased estimates. In particular, the market potential

is biased. Next to our model, we also have put for-
ward a variation of this Generalized Bass Model,
which uses a zero-mean dummy. This variation seems
to give results similar to our model in most practi-
cal cases, with the additional benefit that it can be
used more straightforwardly in standard statistical
software packages.

Our model allows to estimate the seasonal pat-
tern. The basic premise is that the seasonal peak in a
focal month consists of sales drawn from the months
around it. In our proposed model, we made a dis-
tinction between a flexible, estimated, intertemporal
demand pattern and a fixed pattern. The flexible pat-
tern allowed to study intertemporal demand shifts,
and in most cases, the corresponding model outper-
formed the other models on in-sample fit and short-
term forecasting. However, with less data the flexible
pattern is less suitable, and in these cases, it is safer to
set a fixed pattern. In this paper, we showed that the
given pattern, six months before the focal months and
five months after influence a seasonal peak, works
well for the empirical cases in our paper, but in prac-
tice, other underlying structures are possible as well.
For example, it may be true that a focal month is influ-
enced only by the months in the quarter surrounding
it. Such structures are all possible in our setup.

An additional advantage of our proposed model
is that it can be used to give managers a tool to
handle practical challenges concerning seasonal fluc-
tuations, such as inventory management. Also, the
shape parameter (�) and balance parameter (�) of the
intertemporal pattern hold useful information. In our
set of countries, however, the differences are relatively
small. In future research, it would be interesting to
compare more countries and products.

It is obvious that ignoring seasonality is not suit-
able for estimating and predicting seasonal peaks.
However, for the estimation of the basic diffusion
parameters the current practice is often to ignore sea-
sonality. In this paper, we found the reassuring result
that if the completed diffusion series is available, this
practice indeed finds the underlying diffusion pat-
tern. However, if the series is truncated, this does not
hold anymore.

The implications for future empirical analysis of
seasonal diffusion data are threefold. First, if the goal
is to find a model that can be used for short-term
forecasting, all three seasonal models described in this
paper can be used. Second, if the interest is only
to elicit the underlying diffusion, ignoring season-
ality seems tempting. However, this only works for
completed diffusion series. The seasonal GBM with
0/1 dummies definitely does not work. Finally, if the
interest lies with both the correct estimation as well
as short-term forecasting, our model is the way to go.
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Electronic Companion
An electronic companion to this paper is available as part of
the online version that can be found at http://mktsci.journal
.informs.org/.
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