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Abstract

The problem of synthesis and design of processing networks corresponds to the gen-
eration, evaluation and selection among alternatives with respect to raw materials,
process technologies and configurations and product portfolio compositions. This
results in a complex and multi-disciplinary problem, in which all the aspects of the
problem (technical, economical, regulatory, logistical, etc.) need to be considered
simultaneously, in order to be able to identify the optimal design.
Through the developments realized in the last decades, Process Systems Engineering
has shown the potential to contribute to this problem, through the development of
methods, tools, and solution approaches, under the general framework of Enterprise-
Wide Optimization. Despite the level of maturity which these tools have reached
and the potential which they have demonstrated, the acceptance of systematic meth-
ods and tools for synthesis and design of processing networks in the industrial sector
is still lower than what could be expected. One of the key reasons for this lack of
acceptance lays in their complexity. The formulation of these problems, in fact, of-
ten results in a time-consuming activity, due to the number of data that need to be
gathered and of equations that need to be specified. The solution of the optimization
problem formulated, moreover, requires expertise in discrete optimization, which is
often not part of the standard skills set of design engineers and decision-makers.
This Ph.D. project, therefore, aims at the integration of methods, tools and solu-
tion strategies for synthesis and design of processing networks in a computer-aided
framework, in order to optimize and facilitate the workflow of problem formulation
and solution, allowing simpler, faster and more robust use of such tools. Through
the integration of different methods, tools, algorithms and databases, the framework
guides the user in dealing with the mathematical complexity of the problems, allow-
ing efficient formulation and solution of large and complex optimization problem.
In this thesis, all developed methods, tools and solution strategies are described, em-
phasizing their integration in the computer aided framework. The framework is then
applied to the formulation and solution of 3 challenging and relevant case studies,
highlighting the importance of the tools integration realized in the framework.
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Resumé p̊a Dansk

Denne afhandling omhandler udviklingen af en fremgangsmåde til syntese og design
af procesnetværk. Dette problem best̊ar i at generere, evaluere og udvælge blandt
alternativer med hensyn til r̊avarer, procesteknologier og produkter.
Syntese og design af procesnetværker er et komplekst problem, fordi alle dens as-
pekter (tekniske, økonomiske, lovgivningsmæssige og logistiske, etc.) må overvejes
samtidig, for at være i stand til at bestemme det optimale design.
I de sidste par årtier er problemstillingen vedrørende af procesnetværk blevet un-
dersøgt som en del af enterprise-wide optimization (optimering af hele virksomhe-
den); og optimeringsmetoder er blevet udviklet til løsning af syntese- og designprob-
lemet. Anvendelsen af disse nye metoder er stadig yderst begrænset, p̊a grund af
den matematiske kompleksitet.
Dette projekt sigter derfor mod at integrere metoder, værktøjer og løsningsstrategier
til syntese og design af procesnetværk i et computerunderstøttet framework. Dette
er med henblik p̊a at optimere og lette arbejdsgangen for problemformulering og
løsning, der giver enklere, hurtigere og mere robust anvendelse af s̊a danne værktøjer.
I denne afhandling er alle metoder, værktøjer og løsningsstrategier beskrevet, og
deres integration i det computerunderstøttetede framework er præsenteret.
Frameworket er derefter anvendt til formulering og løsning af 3 komplekse og rele-
vante casestudier.
Casestudierne fremhæver betydningen af integrationen af værktøjerne, hvilket re-
aliseres ved hjælp af frameworket. Som følge af integrationen er formuleringen og
løsningen af casestudierne forenklet.
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1

Introduction

1.1 Introduction to chemical processing networks

In general terms, a chemical company is an enterprise which operates the business of
transforming raw materials into value-added products, through a series of physical
and chemical operations, which constitutes a chemical process.
Chemical processes can have different levels of complexity, spanning from simple
cases in which the transformation is constituted by a single processing step, to more
complex cases, in which several transformation steps are operated in an integrated
manner, so that the product of a process step becomes the raw material for the
next one. In the latter case, each individual process becomes a node of a complex
processing network, through which the transformation of several resources and raw
materials into different products is realized. An example of a processing network is
shown in figure 1.1.
For multinational companies, processing networks can integrate a large number of
processes located in different geographical locations, and complex material flow pat-
terns may exist. Notable examples include, among others, BASF’s Verbund sites, in
which a large number of processes are operated in an integrated manner (Brugge-
mann et al., 2008).
For a chemical company, a processing network represents a key asset, since it deter-
mines the ability of the company to perform its core activity, which is the production
of value-added products. Consequently, the design of a new processing network (as
well as of a major modification of an existing one) is a task of major importance,
which have a crucial impact on every chemical company.

Raw mat.
1

Proc.
step 1

Proc.
step 3

Proc.
step 2

Proc.
step 4

Raw mat.
3

Raw mat.
2

Product 1

Product 2

Waste 1

Figure 1.1. Illustration of a processing network
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Chapter 1. Introduction

1.1.1 Construction and modification of processing networks

Processing networks are constantly subject to modification, because of the dynamic
changes occurring in the business environment (Kurkkio et al., 2011). In particular,
alterations of the processing network structure may occur due to:

• Capacity expansion/reduction

• Process development

• Supply chain optimization

• Product portfolio modification

• Raw materials modification

Capacity expansions/reductions aim at modifying the productivity of one or more
products, in order to respond to changes in market size and market shares.
Process developments focus on the improvement of the production process, through
optimization of the operating conditions or modification of the process technology
employed. Usual drivers for process developments include improvement of product
quality or yield, as well as reduction of processing cost or environmental footprint.
In some cases project developments can also be motivated by the emergence of dis-
ruptive technologies, new regulations or market trends which require the transition
to a different process technology.
Supply chain optimizations focus on the material flows through the network, aiming
at improvement from a cost/benefit perspective, including optimization of inventory
levels, planning, scheduling, centralization/ decentralization of storage and produc-
tion sites, etc.
Product portfolio modifications are concerned with the introduction of new products
and/or the discontinuation of existing ones, based on consumer needs and market
trends, as well as on the company strategy.
Raw materials modifications aim at modifying the network in order to adapt to
changes in the supply of one or more raw materials, with respect to both quality
and quantity.
Any major modification of a processing network requires the construction of a pro-
cessing plant or of a part of it. In most cases, this is a complicated and expensive
activity, which in general is associated to long-lasting capital-intensive projects. In
order to design and build a large production plant, in fact, a massive capital invest-
ment is needed to sustain the activity of process design and detailed engineering,
the purchasing of all necessary equipment, and all cost associated to plant construc-
tion, commissioning and start-up. Moreover, the completion of each of these tasks
requires a considerable amount of time, and consequently the overall project may
span over several years.
In addition, the construction of a chemical processing plant has an environmental
impact, related to the land covered by the plant footprint, as well as the emissions
for production, transportation and assembly of the equipment. Furthermore, a cer-
tain amount of resources is also committed by the community in which the plant
is located, and public investments are done to favour the construction of the new
plant, for example by ensuring services to plant workers (housing, schooling, etc.)

4
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1.1. Introduction to chemical processing networks

or building infrastructure for transportation or telecommunication.
In order for all these investments to be fruitful, the chemical processing plant which
is built needs to be able to operate in a profitable way for a sufficient time, gen-
erating revenues to achieve at least the minimum expected return on investment,
hence paying back the investment committed by all the stakeholders involved. As
a consequence, the decision-making problem associated to the synthesis and design
of a processing network is of crucial importance for the chemical company involved,
as well as for the human society to which such a company contributes.

1.1.2 Design of processing networks: a complex and multi-
disciplinary problem

The optimal design of a processing network from an enterprise-wide perspective is
a complex decision-making problem, which requires the integration of a number of
different disciplines and knowledge. In fact, while chemical engineering knowledge
remains the key competence required to design a process (given raw materials and
products specifications), many other considerations and expertises are needed when
the design problem is extended to the enterprise-wide level, incorporating decisions
such as the selection of raw materials and products, the geographical location of
production plants, etc.
In particular:

• Marketing knowledge is needed in order to estimate market prices and volumes
for different products and different product specifications, as well as their
trends over time.

• Supply chain knowledge is required to select the raw material source, in order
to ensure a stable supply and good pricing.

• Regulatory expertise is required in order to ensure that both process and
products comply with all relevant regulations, with respect to Environmental
Health and Safety (EHS) and product quality.

• Intellectual Property (IP) expertise is needed in order to evaluate whether the
proposed network violates any existing patents, and in that case to establish
a strategy to ensure freedom-to-operate (for example through licensing).

• Financial expertise is required in order to optimize the investment from a
cash-flow point of view, and elaborate strategies to obtain the credit needed
for it.

It is important to reflect on the fact that these different aspects are not independent,
but interdependent. For example, the design of the process requires the definition of
raw materials and product specification. At the same time, the selection of a given
product requires the knowledge of its market value and of its production cost, which
is a function of the design of the process which has been selected.
Therefore, when seeking to determine the optimal processing network design from
an enterprise-wide perspective, all aspects of the problem have to be considered
simultaneously in the decision-making problem. Consequently, the problem becomes
complex and multidisciplinary.
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1.1.3 Uncertainty

As underlined above, the synthesis and design of a processing network is based on
a number of multidisciplinary data and premises. Most of these aim at describing
events which will realize in the future. Consequently, at the time at which design
decisions are taken, only hypothesis can be made on the value of these data, based
upon past and current observations (e.g. market fluctuations of a product). These
data are therefore subjected to a certain degree of uncertainty.
Uncertainty needs to be carefully managed at the design phase, through the im-
plementation of strategies aiming at minimizing it or at mitigating its potential
negative consequences on the performances of the processing network.
Minimization of data uncertainty can be achieved by further analysis and investi-
gation of the uncertain phenomena, in order to accumulate more information and
achieve a ”more certain” knowledge about them. Modelling studies, lab or pilot-
scale experiments are examples of investigations aiming at reducing the technical
uncertainty, while marketing studies are related to market uncertainty.
Mitigation strategies, on the other hand, aim at reducing the impact that a negative
realization of those uncertain data may have on the performances of the process-
ing network. Safety factors used in equipment and process design are examples of
mitigation strategies used to manage technical uncertainty. Long-term agreements
with suppliers and customers, aiming at defining prices and volumes are examples
of mitigation strategy for market uncertainties.
In both cases, the protection against negative consequences related to uncertainty
is obtained at a price. Extended investigations of uncertain phenomena, in fact, are
in general resource-intensive, and delay the overall project. Similarly, uncertainty
mitigation strategies are in general associated to additional cost or performances de-
cay. As a consequence, in most of cases practical reasons suggest not implementing
these strategies for every source of uncertainty, but instead directing them on those,
which have a significant impact on the performances of the overall network.
Depending on the case, the dominating source of uncertainty may be associated with
different data. For example, if the design is related to a new product, the estima-
tion of its market price and volume is likely to be subjected to a large uncertainty.
Likewise, if a new process technology is considered, its performance data are likely
to be a non-negligible source of uncertainty.

1.1.4 Industrial practice: iterative solution

Processing industries are in general organized in a functional structure, with sep-
arate departments working in a coordinated and integrated manner on enterprise-
wide projects and activities. As pointed out in section 1.1, an important example
of enterprise-wide activity is the design and retrofit of processing networks.
As explained in section 1.1.2, this requires different knowledge and expertise in order
to shape the core activity of the company by making strategic decisions (e.g. the
selection of raw materials and product portfolio) and tactical decisions (e.g. the
determination of operating conditions for the process and of material flows through
the network).
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1.1. Introduction to chemical processing networks

In industrial practice, this problem is usually tackled by business-oriented and
engineering-oriented departments, which work in a coordinated manner on the strate-
gic and tactical aspects of the synthesis and design problem. Business-oriented de-
partments deal primarily with strategic decisions, which are taken on the basis of
marketing and financial considerations, employing tools or indicators such as Bal-
anced Scorecard and project NPV. On the other hand, engineering-oriented depart-
ments focus on tactical decisions, related to design and optimization of processes
with the help of tools such as process simulators (Quaglia et al., 2012).
Because of the interdependencies between the different decision-making layers (strate-
gic and tactical) explained above, a sequential solution of the two layers (e.g. fixing
the strategy first, and then define a tactic for it) is often not possible, and the two
aspects of the problem need to be solved iteratively. A schematic representation of
the required workflow is given in figure 1.2.

Business

Engineering

Process
Performance
indicators

Alternative
ranking and
selection

STRATEGIC
LAYER

”do the right project”

TACTICAL LAYER
”do the project 

right”

Economy

Process
Engineering

Project
Initiated

Selected
Processing
Network

Initial
Guess

Needs and
Objectives

Implementation

Figure 1.2. Schematic representation of iterative solution of enterprise-wide decision-
making problems (Quaglia et al., 2012)

The uncertainty involved in the decision-making problem is in general tackled through
the evaluation of the performances of the given network under a ”worst”, ”average”
and ”best” case scenario, defined with respect to the value of the uncertain data.
Although widely adopted, this approach presents some drawbacks. Because of its
complexity and multidisciplinary nature, the design procedure cannot be automated,
and its execution may become time consuming and cumbersome, especially when
large problems are considered. As a consequence, in the design procedure it is of-
ten possible to evaluate only a limited number of alternatives. Moreover, analysis
techniques such as sensitivity analysis and scenario planning are in general applied
to each of the layers separately, and therefore are not able to capture the interde-
pendencies between the business and engineering aspects of the problem.
In order to partially overcome these drawbacks, in many cases a second level of de-
composition is employed, based on the so called development funnel approach (see
figure 1.3). The basic idea of the development funnel is the decomposition of the
problem into a sequence of design sub-problems, which are solved with an incre-
mental level of accuracy (Clark, 1993). In the first phase of the funnel, a simplified
version of the design problem is solved, disregarding part of its complexity. Because
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of the simplifications, limited time and resources are needed to complete the task,
and therefore a wider range of alternative designs can be explored to identify the
optimal one. On the other hand, because of the simplifications, an approximated
solution is obtained, whose performances are therefore subject to high level of un-
certainty.
The solution of the first phase is evaluated in a gate decision point. If the perfor-
mances meet the expectations, the design project is transferred to the second phase.
In this second phase, the design is performed again in a more detailed version, evalu-
ating the alternatives which appeared of most interest in the previous phase; a more
detailed design is obtained and evaluated in a second gate decision. The procedure is
repeated until the project is either discarded at a gate point because no satisfactory
design can be found, or when the full complexity of the problem has been considered
(Wheelwright, 1992).

Figure 1.3. Development funnel and stage-gate project management

1.2 Systematic synthesis and design of processing

networks

In this section, a formal definition of the problem of synthesis and design of pro-
cessing networks is given, and the approaches developed in the scientific literature
in order to obtain a systematic solution of this problem are discussed.

1.2.1 Problem definition

The problem of synthesis and design of processing networks in its general form can
be stated as follows (Quaglia et al., 2012):
Given:

1. a supply and demand equilibrium between different market goods

2. process technologies that allow the transformation of a set of low value goods
(raw materials) in a mixed set of:

(a) high value goods (products),

(b) medium-low value goods (by-products),

(c) cost items (wastes)
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at the expense of:

(d) operational costs (OPEX)

(e) capital investment (CAPEX)

3. a mathematical model describing each of the processes in the network

4. a quantitative definition of optimality (objective function), as a scalar function
of process parameters through a number of fixed parameters (prices or weights).

The objective is the selection of:

1. the subset of raw materials, product and by-products

2. the processes topology

and the calculation of:

3. the material flow through the processing path

4. the value of all the optimization variables

Which maximize the objective function.
Furthermore, for the identified optimal conditions, the following is calculated:

1. sizing parameters and utilities and chemicals consumption for each of the se-
lected processes

2. process, sustainability and economical indicators (i.e. products yields, LCA
etc.).

From this general formulation, specific problems can be generated by different
variable specification, such as:

• Resources allocation problem: by fixing the raw material selection and incom-
ing flow.

• Supply chain problem: by fixing the product selection and material flow.

• Strategic planning problem: by fixing the processing network topology.

• Retrofit problem: by fixing all or part of the processing network topology and
raw material and product selection and flows.

1.2.2 Systematic methods for synthesis and design of pro-
cessing networks

Because of the relevance of the problem, in recent years many authors have focused
on the development of systematic methods for synthesis and design of processing
networks. Through their work, these researchers aimed at developing methods, tools
and formal approaches allowing designers to identify better design, while at the same
time reducing the time and resources needed for the design problem. Depending on
the type of methodology developed, these systematic approaches can be classified
into 4 main categories:
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• evolutionary modifications

• insight-based methods

• mathematical programming

• hybrid methods

In the next sections, these approaches will be briefly described.

Evolutionary modification

Evolutionary modification is a design strategy consisting in devising minor modifica-
tions to an existing design, in order to obtain an improvement in its performances.
The modification procedure is iterated, producing several design generations ex-
hibiting progressively improved characteristics. The procedure is stopped when no
further improvement can be obtained, or when the outcome is considered satisfac-
tory, or after a fixed number of generations.
In order to perform design through evolutionary modification, algorithms, methods
and tools are needed to:

1. generate an initial design (if not available)

2. identify which parts of the design are less promising, and should therefore be
modified

3. suggest a modification which can improve the characteristic of the design ob-
ject

The development of such methods and tools have been the focus of many authors in
the scientific literature, starting from the early work of King and Barnes (1972) who
developed an heuristic-based approach to flowsheet design via evolutionary modifi-
cation, and applied it to 2 case studies obtaining a local solution.
McGalliard and Westerberg (1972) developed an evolutionary algorithm for flow-
sheet design, based on the application of structural sensitivity analysis to quickly
screening among modified design.
Stephanopoulos and Westerberg (1976) studied and systematized the logic used in
evolutionary modification, and applied the method to the synthesis of a separation
process.
More recently, Halim and Srinivasan (2002) developed an insight-based methodol-
ogy for evolutionary modification of process design, aiming at waste minimization.
Carvalho et al. (2008) proposed a sensitivity-based methodology for the design of
sustainable processes, based mass and energy indicators, and implemented it in the
software package SustainPro (Carvalho et al., 2013).

Insight-based methods

Insight-based methods are based on the hierarchical decomposition of the design
problem into sub-problems, such as reaction systems, separation systems, etc.
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1.2. Systematic synthesis and design of processing networks

In each sub-problem, design decisions are taken based on insights, obtained from
heuristics (based on design experience) or engineering knowledge (such as physical
properties or thermodynamics) (Barnicki and Siirola, 2004).
Because of the interconnections existing between these sub-problems (Douglas, 1988),
an iterative procedure is required for the solution of the overall design problem.
Siirola (1996) and Barnicki and Siirola (2004) developed and applied a task-oriented
hierarchical systematic generation approach, based on an artificial intelligence plan-
ning paradigms such as means-ends analysis (Simon, 1973), and applied it success-
fully to the synthesis and design of processes at the Eastman chemical company.
Many contributions have been focusing on the use of insight-based methods for
the design of separation-based systems (Barnicki and Fair, 1990; Brunet and Liu,
1993). Among these studies, Bek-Pedersen and Gani (2004) focused on the design
of distillation-based separation systems based on the driving-force concept.

Mathematical programming

Mathematical programming approaches, developed under the general framework of
enterprise-wide optimization (Grossmann, 2005), are based on the decomposition of
the synthesis and design problem in three steps. The first step consists of the repre-
sentation of the solution space for the design problem by means of a superstructure,
containing a finite number of processing units together with their possible inter-
connections. The second step consists of the formulation of the design problem as
a mathematical optimization. This requires the definition of an objective function
indicating the goal of the synthesis and design problem, as well as models for each
of the elements of the superstructure. As a result, the design problem is cast as a
Mixed Integer Non Linear Program (MINLP), in which binary variables are used
to represent boolean decisions. In the third step the problem is solved, in order
to determine (within the search space defined by the superstructure) the optimal
design, according to the criteria defined by the objective function.
The main feature of optimization-based approaches is the possibility of screening
among a large number of design alternatives, through a procedure which simultane-
ously considers all the aspects of the design problem, as well as the interdependen-
cies existing between them. This powerful feature comes at the price of an increased
mathematical complexity.
In most of cases, these methods result in the formulation of large and complex Mixed
Integer Non Linear Programming (MINLP) problems, and considerable computa-
tional resources are needed to obtain the solution (Duran and Grossmann, 1986b).
Over the last decades, many authors focused on the development of solution al-
gorithms for such problems, based on generalized bender decomposition (Floudas,
1995), outer approximation (Duran and Grossmann, 1986a), extended cutting plane
methods (Westerlund, 1998) and branch-and-bound (Gupta and Ravindran, 1985).
In particular, the complexity of the mathematical problem is driven by i) problem
size, especially with respect to number of discrete variables, ii) constraints complex-
ity, with respect to non-linearity and non-convexity and iii) number of uncertain
data.
Many contributions have been made that overcome these challenges. Turkay and
Grossmann (1996) introduced a logic-based framework for problem formulation
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known as Generalized Disjunctive Programming (GDP). The main feature of GDP
is to employ big-M or convex hull reformulation to formulate mathematically the
logic of the design decisions.
Similarly, reformulations of complex (non-linear, non-convex) constraints have been
developed, in order to provide an approximated solution or a under/overestimator
to be employed in bi-level decomposition schemes. Examples include piecewise lin-
earization of bilinear and non-linear terms (Bergamini et al., 2005, 2008; Karuppiah
and Grossmann, 2006; Bogataj and Kravanja, 2012), as well as non-linear reformula-
tion of non-convex terms (Karuppiah and Grossmann, 2006; Bogataj and Kravanja,
2012).
With respect to data uncertainty, among the different approaches which have been
developed, the dominant methods appearing in the literature are:

• optimization under uncertainty

• optimization with flexibility

• multi-parametric programming

Optimization under uncertainty methods are based on the reformulation of the prob-
lem as a two stage stochastic programming (Birge and Louveaux, 1999), which is
solved in order to identify a design which is feasible over the whole uncertainty do-
main, and whose expected performance is optimal.
Optimization with flexibility, on the other hand, aims at identifying solutions which
are optimal for the expected realization of the uncertain data, and at the same
time have the flexibility to remain feasible over the entire uncertainty domain (Pis-
tikopoulos and Mazzuchi, 1990; Straub, 1993), or over a fraction of it (Swaney and
Grossmann, 1985a,b).
Multi-parametric programming exploits the sensitivity information contained in the
Lagrange multiplier to provide an explicit map of the optimal solution as function of
the uncertain data (Dua and Pistikopoulos, 1998; Pistikopoulos, 2007; Dominguez
and Pistikopoulos, 2010).

1.2.3 Hybrid methods

Alongside the above described approaches, some authors focused on the develop-
ment of hybrid methods, based on the integration of insight-based methods and
mathematical programming, in which the insight-based logic is used to reduce the
computational burden for the mathematical optimization.
As an example, Jaksland et al. (1995), Hostrup et al. (2001), Tay et al. (2011) in-
tegrated thermodynamic insights and mathematical optimization methods for the
synthesis and design of optimal flowsheets for separation of multicomponent mix-
tures and biorefinery. Similarly, Barnicki and Siirola (2004) proposed an approach
in which means-ends analysis is used in order to generate a superstructure, which
is then treated with mathematical optimization to obtain the optimal flowsheet.
Moreover, Lutze et al. (2013) developed a phenomena-based framework for the syn-
thesis and design of process flowsheets including process intensification options, in
which engineering insights are used in order to identify the desirable phenomena,
and generate the search space for the mathematical optimization.
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1.2.4 Use of systematic design methods in industrial prac-
tice

As explained above, evolutionary modification and insight-based methods cannot
capture the interdependencies between the different sub-problems in which the de-
sign problem is decomposed. Moreover, these methods focus primarily on the en-
gineering layer of the decision-making problem, and do not integrate the business-
related aspects.
On the contrary, mathematical programming has the capability to consider simul-
taneously all the aspect of the decision-making problem, and therefore it represents
the most suitable approach for the formulation and solution of enterprise-wide prob-
lems, such as the synthesis and design of processing networks. In particular, the
ability of this class of methods to cope with extremely large numbers of alterna-
tives makes them extremely suitable for the early stages of the development funnel
(figure 1.3). Nevertheless, despite these powerful features and the level of maturity
reached through the contribution of many authors in the scientific literature, the
penetration of optimization-based design methods for the synthesis and design of
processing networks in the industrial practice is somewhat less than what might have
been expected (Barnicki and Siirola, 2004), and a gap still seems to exist between
the features and claims of these methods and the requirements of professionals and
industrial practitioners.
While to some extent the cause of this acceptance gap can be identified in the nat-
ural resistance that large organizations offer against the adoption of new modus
operandi, it should be acknowledged that the complexity of such methods represents
an obvious limiting factor for their adoption in industry, since large amount of in-
formation, knowledge and specialized expertises are needed for their use.
The formulation of the design problem, in fact, requires managing large amount of
information, in the form of data and models. Being the problem multidisciplinary,
this knowledge is referred to different disciplines, and requires the use of different
sources and databases. Consequently, data collection and systematization requires
a considerable investment of time and resources. Moreover, the mathematical res-
olution of the problem is often not trivial, and may require specialized skills and
expertise with handling such problems in order to select and implement different
solution strategies, depending on the specific problem which is considered.

1.3 Objective of the Ph.D. project

The objective of this Ph.D. project is to develop a method for the solution of the
problem of synthesis and design of processing networks. To meet this objective, a
systematic workflow for problem formulation and solution is to be developed, to-
gether with all the needed models, methods, tools and solution strategies. Further-
more, all these components need to be integrated in a computer-aided framework
for the execution of the systematic workflow. Finally, application of the workflow
together with the computer-aided framework is to be highlighted through the for-
mulation of three case studies.
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1.4 Structure the Ph.D. thesis

This thesis is organized in 4 parts, divided in 11 chapters.
Part I consists of this chapter, in which an introduction to this Ph.D. project is
given.
In Part II, the integrated business and engineering framework is presented, through
the introduction of its main components. In particular, the key concepts on which
the proposed framework is based are defined in chapter 2. The key components of
the framework are then introduced, through the presentation of the mathematical
models in chapter 3, of the workflow for problem formulation and solution in chapter
4 and of the solution strategies integrated in the framework in chapter 5.
All supporting methods and tools which have been developed in order to facilitate
the formulation and solution of the design problem are described in chapter 6, and
their practical implementation in a software tool is presented in chapter 7.
In Part III, the key features of the framework are highlighted through the solution
of three case studies. The first case study is constituted by the Numerical Bench-
marking Problem (NBP), proposed for demonstration and benchmarking purposes,
presented in chapter 8. The second case study focuses on soybean processing, result-
ing in the formulation of a large synthesis and design problem described in chapter
9. The last one is related to the design of a wastewater treatment and reuse network
for oil refinery wastewater, presented in chapter 10.
Part IV highlights the conclusions from the Ph.D. project and a perspective on
future developments of the framework, presented in chapter 11.

1.5 Dissemination of the results obtained in this

project and presented in this thesis

Along the duration of this Ph.D. project, the concepts and methods developed and
the results obtained have been presented and discussed in 13 international con-
ference presentations. Furthermore, the great majority of the methods, tools and
results developed and obtained have been disseminated through publication in sci-
entific journals. In particular, in Quaglia et al. (2012) the key concepts and models
presented in chapter 2 and 3 have been presented. The workflow for formulation
and solution under uncertainty (chapter 4), the solution methods for the stochastic
problems (chapter 5) and their applications to the first two case studies have been
described in Quaglia et al. (2013a). In Quaglia et al. (2013b), the data management
structure (chapter 6) is described, and its role in supporting and facilitating the
workflow of problem formulation is highlighted. Finally, in the recently submitted
Quaglia et al. (submitted) the strategies for the solution of non-convex problems
presented in chapter 5 are presented, and their application in solving large scale
multi-scale problems such as the oil refinery wastewater treatment and reuse (chap-
ter 10) are demonstrated.
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2

Definition of key concepts

The developed framework for synthesis and design of processing networks employs
an ontological representation of processing network structures. In this chapter, the
key elements constituting this representation are defined.

2.1 Superstructure, process steps and process in-

tervals

As explained in the previous chapter, in mathematical programming a superstruc-
ture representation of the search space for the design problem is employed. Through
the superstructure, all possible alternatives with respect to the topology of the pro-
cessing network are represented based on elementary graph theory, in which raw
material options are represented as inputs, product alternatives as outputs, process-
ing elements as nodes and connections between processing elements as arcs (Floudas,
1995). The developed framework for synthesis and design of processing networks is
based on a stage-wise superstructure representation, as the one shown in figure 2.1.
In the stage-wise representation, raw material alternatives are represented as first
column of the superstructure, while product alternatives constitute the last column.
The overall process, therefore, proceeds from the left to the right hand-side of the
superstructure.
The process to convert raw materials into products is represented as a sequence
of process steps, which are represented as columns of the superstructure. As the
name indicates, each process step constitutes a step in the transformation of raw
materials into products. An example of process step is the removal of a given con-
taminant from a process stream. Each process step contains one or more process
intervals (represented as boxes in the superstructure). A process interval is de-
fined as a technological alternative for the execution of a process step. Examples
of process intervals for the above mentioned contaminant removal step may include
separation via distillation, via extraction, via selective conversion of the contami-
nant, etc. Finally, possible material flows through the network of process intervals
are represented by connections. These include forward connections (in which the
flow is in the same direction as the overall processing flow), recycles and backward
connections (when the flow is opposite to the overall processing flow).
The structure of above described stage-wise superstructure representation presents a
strong analogy with the stage-wise approach developed for heat exchanger networks
design (Yee et al., 1990). With respect to the approach developed by Yee, in this
representation incoming and outgoing hot streams are substituted by raw materials
and products, temperature intervals by process step, and heat exchangers by process

17

33



Chapter 2. Definition of key concepts

Products
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II-2raw mat. 2 prod. 2

prod. 1

Figure 2.1. A superstructure for processing network synthesis and design

intervals.

2.2 Elementary process tasks

As described in the previous section, a process interval is a segment of a process,
through which a process step is performed. Depending on the step and of the process
technology employed, process intervals can be characterized by process flowsheets
of different structure. Moreover, a process interval may contain multiple unit oper-
ations, and have multiple material input and output.
Within the developed framework, the complexity related to the structural variability
of process intervals is managed through a functional representation, based on process
tasks. Process tasks are functional descriptors, through which the transformations
occurring to a stream in a process are described in a generic manner (Zondervan
et al., 2011). Within the developed framework, six process tasks are employed to
describe the variety of transformations occurring in a chemical process. These tasks
are flow mixing, utility dosage, reaction, waste separation, separation and stream
divider (figure 2.2).
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Figure 2.2. Elementary process tasks
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The process tasks are defined as follows:

• Flow mixing: represents the task of mixing of two or more process streams

• Utility dosage: represents the consumption of utilities or chemicals, either
mixed together with the process stream (e.g. chemicals) or kept separate (e.g.
electricity)

• Reaction: represents the occurring of a chemical reaction changing the com-
position of the process stream

• Waste separation: represents the separation of a waste stream from the process
stream

• Separation: represents the separation of the process stream into two streams
of different composition

• Stream divider: represents the separation of the process stream into two
streams of equal composition

The above described process tasks constitute the building blocks, which can be
combined in different configuration, to obtain a description of the process segment
represented by a process interval, in a generic manner.

2.3 Generic process interval model

A simple and generic representation of a process interval, based on the elementary
process tasks described above, is constituted by the generic process interval model,
represented in figure 2.3.

MIXER

FLOW DIVIDER

REACTION

SEPARATION

WASTE SEP.

UTILITY

1
3 4 5

6

LEGEND:

2

7

Figure 2.3. Generic process interval model structure, represented as a sequence of process
tasks

In the generic process model, the chemical process performed within a process in-
terval is represented. All incoming flows are mixed, utilities and chemicals are then
applied to the process stream before feeding it to the reaction task. After the reac-
tion, a waste stream is separated and the process stream is fed to a separation task.
Both primary and secondary outlets of the separation are fed to stream dividers,
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whose different outlets are fed to different process intervals. The structure allows
the possibility of bypassing one or more of the above mentioned task, in case those
are not executed in the process. The generic process interval model allows the repre-
sentation of a wide variety of processes through a common structure, hence greatly
simplifying the task of modeling and data handling.
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3

Models

In this chapter, all mathematical models adopted for the formulation of the synthesis
and design problem are reported. These include the models for each of the process
tasks defined in the previous chapter, the generic process interval model, the model
of the superstructure, the economical indicators and the objective function models.

3.1 Mathematical notation

In an attempt to simplify the understanding of the mathematical models and equa-
tions reported in this thesis, a standard mathematical notation has been adopted.
Equations are reported in matrix form, where index i represents the chemical species,
k the process intervals (from which streams are originated), kk the process inter-
vals (to which streams are fed) and rr the chemical reactions. In general, constant
terms (data or parameters) are represented by greek letters, while latin alphabet is
used to describe optimization variables. Exception to this notation is constituted
by the molecular weight, for which the standard notation in latin alphabet (MW )
is maintained. All flow variables F indicate mass flows.
A complete list containing all symbols, indexes and operators employed in the thesis
is reported in the appendix.

3.2 Process task models

In this section, the linear models employed to describe each of the process tasks
presented in figure 2.2 are introduced.

3.2.1 Flow mixing

The task of mixing f flows is calculated from the material balance as:

F i =
∑
f

(F i
0,f ) (3.1)

where the index i indicates the chemical species and f incoming streams; the variable
F i
0,f represents the mass flow of component i in the incoming stream f , while F i is

referred to the outlet mixed stream.

3.2.2 Utility dosage

The flow of utility and chemicals F ut
U required in the utility task is calculated as:

F ut
U = μut,i · F i

0 (3.2)
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where μut,i is the specific consumption of utilities and chemicals ut with respect to
incoming flow of component i. The utility task model is given as:

F i =
∑
f

(F i
0,f ) + αi,kk · F ut

U (3.3)

Where αi,kk is the fraction of chemical or utility mixed with the process stream.

3.2.3 Reaction

The reaction task is modeled through a stoichimetric reaction model as:

F i = F i
0 +

∑
rr,react

(γi,rr · θreact,rr · F react
0 · MW i

MW react
) (3.4)

where rr is the index identifying the reaction and react is the element of i which
represents the key reactant for the reaction; γi,rr is the molar stoichiometry for
reaction rr, θreact,rr is the conversion with respect to the key reagent react and MW
is the molecular weight.

3.2.4 Waste Separation

The waste separation task model is given as:

F i = F i
0 · (1− δi) (3.5)

where δi is the fraction of component i which is separated in the waste flow. Simi-
larly, the separated waste flow F i

W is calculated as:

F i
W = F i

0 · δi (3.6)

3.2.5 Separation

The primary outlet from a separation task is given as:

F i = F i
0 · σi (3.7)

while the secondary flow F i
S is:

F i
S = F i

0 · (1− σi) (3.8)

where σi is the split factor for separation of component i.

3.2.6 Flow divider

The primary outlet from a stream divider is calculated as:

F i = F i
0 · ω (3.9)

while the secondary F i
S is:

F i
S = F i

0 · (1− ω) (3.10)
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where ω is the fraction of incoming flow which is sent to the primary outlet.
In cases where the divider fraction is not specified as data it is considered an opti-
mization variable. In such cases, the model becomes:

F i
f = F i

0 · SMf (3.11)∑
f

(SMf ) = 1 (3.12)

Where SMf is the fraction of incoming flow which is sent to the outlet f

3.3 Generic process interval model

Employing the process task models presented in equations 3.1 - 3.12, the generic
process interval model presented in chapter 2.3 is obtained as equations 3.13 - 3.20,
where the internal flows are named according to figure 3.1.

MIXER

FLOW DIVIDER

REACTION

SEPARATION

WASTE SEP.

UTILITY MIX

TRANSPORTATION/
PUMPING

FINi,kF i,k,kk FMi,k FRi,k

Wi,k

FWi,k FOUT1i,k

FOUT2i,k

F1i,k,kk

F2i,k,kk

LEGEND:

Ri,k

Figure 3.1. Process Interval model structure. Highlighted, the internal flow variables

F i,kk
IN =

∑
k

(
F i,k,kk

)
(3.13)

Ri,k = μut,i,k · F i,k
IN (3.14)

F i,k
M = F i,k

IN +Ri,k · αi,k (3.15)

F i,k
R = F i,k

M +
∑

rr,react

(
γi,rr,k · θreact,rr,k · F react,k

M · MW i

MW react

)
(3.16)

F i,k
W = F i,k

R · (1− δi,k) (3.17)

W i,k = F i,k
R − F i,k

W (3.18)

F i,k
OUT1 = F i,k

W · σi,k (3.19)

F i,k
OUT2 = F i,k

W − F i,k
OUT1 (3.20)

The formulation of the generic process interval model for an example process is
described in appendix B.
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3.4 Superstructure model

The superstructure model is composed of two parts: the logic model, which describes
the logic related to the selection of process intervals, and the flow model, which
describes the material flow through the network of process intervals.

3.4.1 Logic model

The logic model is consists of logical and activation constraints.

Logical constraints

Logical constraints are equations based on the binary variables representing the
selection of process intervals, and are used to eliminate undesired or infeasible solu-
tions from the search space. From a design perspective, logical constraints represent
the mathematical formulation of all conditions that the structure of a processing
network should satisfy, in order to be a feasible solution of the design problem.
These conditions may reflect engineering knowledge (e.g. with respect to process
technology), commercial insights (e.g. with respect to product portfolio) or regula-
tory considerations (e.g. with respect to EHS or freedom-to-operate).
Examples of logical constraints are given in table 3.1, where yk is a binary vari-
able which is equal to 1 if interval k is selected, and zero otherwise. Other logical
conditions can be formulated as constraints through the use of propositional logic
(Raman and Grossmann, 1991).

Table 3.1. Examples of formulation of logical constraints through propositional logic
Condition Proposition Logical constraint
select at least one interval between a, b and c ya ∨ yb ∨ yc ya + yb + yc ≥ 1
select a and at least one between b and c ya ∧ (yb ∨ yc) ya = 1; yb + yc ≥ 1
select one between a, b and c ya ⊕ yb ⊕ yc ya + yb + yc = 1
if a is selected, b should also be selected ya ⇒ yb ya − yb ≤ 0

Activation constraints

Activation constraints are used to express relations between binary and continuous
variables, hence providing a model to describe the consequence of the decisions
represented by the binary variables (Floudas, 1995).
An example of an activation constraint is given as:

yk · xk
LO ≤ xk ≤ yk · xk

UP (3.21)

Through this constraint, variable xk is bounded by xk
LO and xk

UP if the corresponding
interval k is selected (yk = 1). Otherwise, the variable xk is set to zero.

3.4.2 Flow model

The flow model describes the material flows through the network of process intervals.
Depending on the problem specification with respect to the selection of process
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intervals within a process step, the flow model may be defined as multi-stream or
single-stream.

Multi-stream flow model

The multi-stream flow model represents the most general formulation of the flow
model, and corresponds to the case in which more than one interval can be selected
for each process step. In this case, a stream is divided and multiple sub-streams are
originated, hence the name “multi-stream”.
The multi-stream flow model is given as:

F i,k,kk
f =

∑
f

(F i,k
OUT,f · SMk,kk

f · ζk,kkf ) (3.22)

Where F i,k,kk
f is the flow of component i between treatment k and treatment kk;

ζk,kkf is a parameter defining the connections existing in the superstructure, which is
1 if a connection exists between the outlet f of interval k and the inlet of interval kk,
and is zero otherwise; SMk,kk

f is the fractions of outlet flow f from interval k which
is fed to interval kk (split factor), which is subject to the consistency condition:∑

kk

(SMk,kk
f ) = yk ∀f ; ∀k 
∈ PROD(k) (3.23)

Where yk is a binary variable which is equal to 1 if the interval k is selected and 0
otherwise.
In the general case, when the split factors SMk,kk

f are optimization variables, the bi-

linear term F i,k
OUT,f · SMk,kk

f contained in eq. 3.22 makes this constraint non-convex
(Bergamini et al., 2005).

Single-stream flow model

The single-stream flow model represents a simplified case, which is obtained when the
problem is subjected to the condition of selecting one process interval per process
task. For this class of problems, a linear model formulation can be adopted, as
described through equations 3.24-3.26.

F i,k,kk
f ≤

∑
f

(F i,k
OUT,f · ζk,kkf ) (3.24)

∑
kk

Fi,k,kk =
∑
f

(F i,k
OUT,f ) (3.25)

∑
k

(
yk · υk,st

) ≤ 1 (3.26)

where st is the index of the process steps contained in the superstructure and υk,st

is the data defining the allocation of intervals to steps (equal to 1 if interval k is
allocated to step st and zero otherwise).
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3.5 Economic models

In this section, some economic models used to calculate the financial part of the
decision-making process are reported.

3.5.1 Operating Expenses

The operating expense OPEX represent the expenses related to the operation of
the process network, calculated as:

OPEX = Rcost + Ucost +Wcost + Tcost (3.27)

Where Rcost is the cost for raw materials, Ucost for utilities and chemicals, Wcost the
cost for disposal of wastes and Tcost the transportation cost, calculated as:

Rk
cost =

∑
k∈RAW

∑
i

(F i,k
OUT · πk

R) (3.28)

Uk
cost =

∑
f,i

(F i
ut,f · πut,k

U ) (3.29)

Tcost =
∑
k,kk

(F i,k,kk · πk,kk
T · ηk,kk) (3.30)

W k
cost =

∑
f,i

(F i
W,f · πi

W ) (3.31)

where πk
R is the price of raw material k, πut,k

U is the price for utility ut in interval
k, πk,kk

T is the price of transportation/ pumping between interval k and interval
kk (in $/km/kg for transportation or $/bar/kg for pumping), ηk,kk is the distance
(expressed in km) or the pressure drop (in bar) between interval k and interval kk
and πi

W is the cost of disposal of component i.
The price associated to waste emission can either reflect the price for waste disposal,
as for example in case of wastewater dischage to sewer system, or a penalty related
to the waste emission, as for example in case of emission of greenhouse gases.

3.5.2 Gross revenues

The gross revenue GREV is obtained through the sales of the products of the
processing network, calculated as:

GREV =
∑

k∈PROD(k)

(F i,k
OUT · πi,k

P ) (3.32)

where πi,k
P is the price of product k with respect to its composition i, and PROD(k)

is the subset of k representing product alternatives, based on the allocation defined
by νk,st.
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3.5.3 Capital investment

The capital investment represents the expense required for the construction of pro-
cess intervals, calculated as:

CAPEX =
∑
k

(INV k) (3.33)

where INV k is the investment cost related to process interval k, which is calculated
as a function of the throughput as:

INV k = (πk
Ca · Fk)

πk
Cb (3.34)

where πk
Ca and πk

Cb are coefficients for the capital investment model.

3.6 Objective functions

In investment projects and process optimization, commonly used objective functions
are the maximization of financial indicators such as Gross Operating Income (GOI),
Earning Before Interests and Tax (EBIT) and Net Present Value (NPV) (Perry and
Green, 2008).
The GOI is a measure of the cash flow related to a certain operation, given as:

GOI = GREV −OPEX (3.35)

where GREV are the gross revenues and OPEX the operating expenses.
The EBIT represents the yearly profit from a given operation, before calculating
the interests on the capital investment depreciation, and taxes contribution. It is
calculated as:

EBIT = GREV −OPEX − CAPEX

τ
(3.36)

where CAPEX is the capital investment and τ is the investment time horizon.
The NPV is a measure of the value that the investment brings to the company, and
it can be defined as:

NPV =
τ∑

t=1

GOIt − CAPEXt

(1 + dr)t
(3.37)

Where t is the time variable (in years), CAPEXt is the capital invested in year t,
dr is the discount rate and τ is the investment time horizon, which can be tuned to
reflect short-term or long-term optimization perspectives.
Depending on the design problem specifications, other objective functions can also be
used, for example considering the simultaneous maximization of NPV and profitabil-
ity, or including sustainability indicators such as carbon footprint, etc. (Douglas,
1988; Perry and Green, 2008).
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4

Workflow for processing network
synthesis and design

In this chapter, the workflow for problem formulation and solution is presented.
This general structure of the workflow allows the formulation of:

• deterministic problems, for which no data uncertainty is considered

• stochastic problems, for which some of problem data are uncertain

The workflow for stochastic problems is constituted by 7 main steps. The first two
steps are related to the definition and formulation of the design problem under uncer-
tainty, which is then solved through steps 3-6. The last step deals with the analysis
of the results, and their consolidation in a report, containing all results and infor-
mation useful for the decision-making process, as well as problem documentation.
The workflow for deterministic problems, on the other hand, requires the execution
of steps 1 and 3 only, therefore steps 2 and 4-7 are skipped for these problems.
A schematic representation of the framework, in which the integration between work-
flow, dataflow, and supporting methods and tools is highlighted as reported in figure
4.1. In the next sections of this chapter, each step of the workflow is described. The
supporting methods, tools and solution strategies are presented in chapter 5-7.

4.1 Step 1: Problem Formulation

In the first step of the workflow the synthesis and design problem is formulated, by
defining its goal, objectives and scope, as well as by collecting and systematizing all
necessary data and information. Being based on inputs with respect to all aspects
of the problem (engineering, commercial, financial, etc.), different databases and
expertise are required for its execution.

4.1.1 Problem definition

The first task of the workflow is the problem definition. The goal, objectives and
scope of the problem are identified and stated. The objective function for the op-
timization problem is selected, based on the main goal of the synthesis and design
problem.
All additional indicators which, together with the objective function, are relevant to
assess the quality of the obtained solution are also identified at this point. These may
include engineering indicators (e.g. raw material to product yield, specific energy
consumption, etc.), sustainability indicators (e.g. carbon footprint, water footprint,
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Chapter 4. Workflow for processing network synthesis and design

1. Problem formulation
- Problem definition
- Superstructure definition
- Data Collection
- Model development and validation

2. Uncertainty domain definition

3. Deterministic solution

5. Solution under uncertainty

4. Uncertainty Mapping
and Analysis

OPTIMAL 
NETWORK

OPTIMAL 
NETWORK u/ 
UNCERTAINTY

Meet objective?

MAP OF 
OPTIMAL 

NETWORKS

STOP

START

6. Optimal flexible solution

7. Report generation

FLEXIBLE 
NETWORK

DATAFLOW

WORKFLOW SOFTWARE TOOLS
RESULTS 
REPORT

EOLO

YES
NO

Figure 4.1. Schematic representation of the workflow: the integration between workflow,
dataflow, and supporting methods and tools

etc.) or financial indicators (e.g. cash flow, return on investment, etc.).
All engineering, commercial or financial considerations, defining criteria for the ac-
ceptance or the success of the project are investigated, and converted to thresholds
with respect to the objective function or indicators values, or constraints. Success
criteria may be derived from financial constraints with respect of the investment
performance (e.g. minimum acceptable return on investment, maximum acceptable
capital investment, etc.), engineering constraints with respect to the complexity of
the network (e.g. maximum number of processing steps or intervals, etc.) or com-
mercial constraints with respect to the composition of the product portfolio (e.g.
minimum acceptable sales of a given product, etc.).
Finally, the problem is identified as greenfield (if related to the design of a new
processing network) or retrofit (in case of expansion or modification of an existing
one).

4.1.2 Superstructure definition and data collection

Superstructure definition

After the problem is defined, the workflow proceeds with the specification of the
alternatives existing with respect to raw materials, process and products, which
constitute the search space for the design problem. As explained in section 2.1, this
framework employs a superstructure representation of the alternatives, in which can-
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didate process network structures are represented as a network of process intervals.
For some problems (especially when new processes or products are concerned), the
generation of the superstructure may result in a complex and time consuming task,
and different methods can be used. In the interest of clarity, within this thesis those
methods are classified as:

• alternative collection

• combinatorial synthesis

• insight-based synthesis

The alternative collection method consists of listing all known processing network
configurations (based on previous experiences, known alternatives or scientific liter-
ature), and organize them in a superstructure representation. Examples of super-
structure definition by alternative collection can be seen in the work of Rojas-Torres
et al. (2013) and Khor et al. (2011).
The main drawback of this simple method is constituted by the possibility of in-
cluding only known alternatives in the search space, hence not allowing to obtain
innovative solutions. Furthermore, for the same reason this method does not allow
to formulate problems related to new processes or products, for which production
configurations are not known.
In combinatorial synthesis methods, the superstructure is generated by listing all
relevant raw materials, products and process interval alternatives, and connecting
them in all possible ways. This results in general in the definition of very large
search space for the design problem, allowing the potential identification of inno-
vative design. On the other hand, the combinatorial nature of the method may
result in the generation of a large number of redundant configurations, in which
the process elements contained in the superstructure are connected in implausible
sequences (for example a product separation step prior to a product synthesis step).
The enlargement of the search space results in an increase of computational effort
required for the solution of the optimization problem, making this method arguably
not suitable when large and complex problems are concerned. Examples of combi-
natorial superstructure generation can be found in the work of Tan et al. (2009) and
Karuppiah and Grossmann (2006).
Finally, insight-based synthesis methods employ a synthesis algorithm, which use
commercial and engineering insights as input for the systematic generation of the
superstructure. The main feature of these methods is their ability to generate super-
structures containing innovative solutions, while at the same time excluding those
alternatives which, based on the available knowledge, are known to be unfeasible on
non convenient.
By eliminating unfeasible and non convenient alternatives from the search space of
the design problem, the computational resources needed for the solution of the op-
timization are reduced. Although more complex to implement from an algorithmic
point of view, therefore, insight-based methods represent a convenient alternative
for the formulation of large problems superstructure, especially when new products
and processes are concerned. Although generally under-represented in the scientific
literature, reference to these methods can be found in the work of Siirola (1996) and
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Barnicki and Siirola (2004) .
In order to facilitate the task of superstructure generation, an insight-based synthe-
sis method (based on means-ends analysis) has been developed and integrated in
the framework. A complete description of the method will be given in section 6.1.

4.1.3 Data collection and systematization

Once the superstructure is defined, the workflow continues with the collection of
data and information required for the formulation of the design problem. In order
to facilitate the management of the large amount of data which are needed at this
step, a data architecture has been developed and integrated within the developed
framework. Such an architecture provides a structure for the systematization and
storage of data, designed to facilitate the dataflow through the framework. The data
architecture will be presented in section 6.2.
The list of raw materials, processing intervals and products is extracted from the
superstructure, and the component list is defined, incorporating all process compo-
nents and all components used to describe utilities and chemicals.
In most of the problems related to chemical synthesis, components are known and
well identified, and consequently the component list definition results in a routine
compilation task. In some cases, though, the design problem may be characterized
by an extremely large number of non well-defined components. Typical examples of
this type of problems include the design of processing network related to the treat-
ment of natural products, such as in food processing, biotechnology and wastewater
treatment. For these cases, the definition of a component list based on species iden-
tity is often impossible or impractical, due to the lack of data or to the complexity
related to tracking extremely large number of species. Therefore, the component list
is defined based on pseudo-components, in which classes of components are lumped
based on properties or first-principles.
In order to simplify the task of component definition for wastewater network prob-
lems, this framework integrates a characterization method for wastewater composi-
tion, based on ASM components (Henze et al. 1987). The method will be described
in chapter 6.3.
For each of the alternatives included in the superstructure, all relevant engineering,
commercial and regulatory data and information are collected and systematized
in a knowledge structure. Relevant data for raw materials and products include
composition, quality specification, maximum and minimum flowrate, cost price, etc.
Relevant data for processing options include yields, utility consumption, capital cost
etc.
Because of the multidisciplinary nature of the design problem, in general differ-
ent sources and databases (e.g. internal knowledge bases, market reports, scientific
literature, etc) are consulted in order to collect the data. Therefore, particular em-
phasis has to be given to data reconciliation, in order to ensure the consistency of
the formulated problem, and consequently the quality of the obtained solution. In
order to facilitate this task, the above mentioned data architecture is designed in
order to allow automatic execution of data consistency checks, which are used to
identify inconsistency in the problem definition, which may result from faulty data
specifications.
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Finally, the knowledge and insights collected are used to analyze the superstructure,
in order to detect eventual unfeasible or unwanted alternatives. If identified, those
alternatives are eliminated from the search space through the definition of logical
constraints, as explained in section 3.4.1.

4.1.4 Model selection, development and validation

The last task of the problem formulation step is the selection of models describing
each of the elements of the superstructure, as well as of models required for the
calculation of the objective function and of all indicators selected in step 1.
In order to facilitate this task, the integrated business and engineering framework
is coupled with a model database. In particular, as described in chapter 3, the
database contains a generic process interval model, through which a wide variety of
problems can be formulated and solved in a generic manner. If needed, customized
models can also be used within the framework structure.
The superstructure, the interval models, the objective function, the logical con-
straints and the variable bounds defined in the previous steps constitute an MILP
or MINLP problem (equations 4.1 - 4.6).

max
x,y

f(x, y) (4.1)

g(x, y) ≥ 0 (4.2)

h(x, y) = 0 (4.3)

x ∈ X (4.4)

xLO ≤ x ≤ xUP (4.5)

y ∈ {0; 1}n (4.6)

Where f is the objective function, x is the vector of continuous variables representing
operating variables (e.g. flows) defined by their upper and lower bounds xUP and
xLO in a continuous feasible region X, y is the vector of binary variables representing
the selection of a process interval, g and h are the vectors of inequality and equality
constraints, representing the process model and process specifications.

4.2 Step 2: Uncertainty domain definition

In step 2, the domain of uncertainty which is required as input for the optimization
under uncertainty is defined. The execution of this step is required only for the
formulation of stochastic problems, and it is therefore skipped when deterministic
problems are concerned.
Within this step, uncertain data are identified and characterized in terms of statis-
tical distributions. Monte Carlo sampling of these distributions is then performed,
resulting in the definition of a number of future scenarios, each representing a pos-
sible realization of the uncertain data.
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4.2.1 Selection of uncertain data

While in principle almost all data are associated to a certain degree of uncertainty,
in general not all of the sources of uncertainty will have significant impact on the
design problem. Moreover, when large problems are considered, it is not possible
or convenient to consider them all in the optimization under uncertainty problem,
because of the associated mathematical complexity. Therefore, the first step in the
definition of the uncertainty domain is constituted by the selection of the data,
which will be considered uncertain in the optimization problem.
Different considerations can be used as premises for such a selection. Data may be
classified as uncertain because of their intrinsic uncertain nature (such as forecast
of prices, market sizes, etc.), or based on evidences obtained in the data collection
step (for example when different sources report different values for the same data).
In other cases, those data are obtained from off line solution of models (e.g. the
estimation of physical properties from thermodynamic models), to which a certain
degree of uncertainty is associated. Alternatively, heuristics and experience may
drive the selection, for example in order to include data which have shown signif-
icant uncertainty in similar cases. Finally, the selection may be done in order to
study a specific aspect of the problem, which the user wants to investigate.

4.2.2 Uncertainty specification

The uncertainty associated with each of the selected data is described in terms of
probability distribution. For each data, a probability density function representing
the uncertain distribution (e.g. normal, uniform, etc.) is selected, and its specific
parameters defined (e.g. mean and variance for normal distribution; maximum and
minimum bounds for uniform distribution). Additionally, the correlation between
the uncertain data is analyzed, and characterized in terms of covariance between
the probability distributions of each couple of data.
When possible, this characterization is performed by statistical analysis of exper-
imental data or historical observations. Unfortunately, for some of the data com-
monly used in this class of enterprise-wide optimization problems (e.g. prices and
market sizes of new products, performances of new processes etc.), such observa-
tions are not available. In these cases, an expert review approach is usually followed
(Helton and Davis, 2003; Sin et al., 2009), in which the uncertain data are assigned
to different classes of uncertainty (e.g., low, medium and high) where each class has
a predefined distribution with its variance and covariance.

4.2.3 Monte Carlo sampling

The domain of uncertainty defined in this step is sampled to generate a list of pos-
sible future scenarios, with equal probability of realization.
In the further step of the workflow, the generated Monte Carlo samples are used
as discretization points to approximate the probability integral, appearing in the
objective function of optimization under uncertainty problems. Consequently, par-
ticular emphasis is given to the generation of samples which assure a uniform and
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representative coverage of the uncertain space, in order to limit the error introduced
by the approximation (Birge and Louveaux, 1999).
In order to facilitate this task, and assure the quality of the sampling procedure
(in terms of coverage of the uncertain space) the framework integrates a Latin Hy-
percube Sampling (LHS) based sampling technique. The rank correlation control
method proposed by Iman and Conover (1982) is employed, in order to reflect the
correlation between the uncertain parameters in the generated future scenarios.

4.3 Step 3: Deterministic formulation and solu-

tion

In this step, the problem is solved in deterministic conditions.

• for deterministic problems: this corresponds to the solution of the problem
defined in step 1 of the workflow, represented by equations 4.1 - 4.6. As a result,
the solution of the synthesis and design problem is obtained, by identifying the
optimal selection of raw materials, product portfolio and process configuration,
together with the material flow through the network as well as the value of
all variables free for optimization. The workflow for deterministic problems is
therefore concluded.

• for stochastic problems: this corresponds to the solution of the optimization
problem for the expected realization of the uncertainty. The problem formu-
lation is obtained by disregarding data uncertainty and fixing the uncertain
data to their expected value.

4.4 Step 4: Uncertainty mapping

In step 4, the consequences of the data uncertainty on the decision-making problem
are investigated and mapped. To this goal, a separate deterministic optimization
problem is solved for each of the scenarios generated by Monte Carlo sampling in
step 2. According to the stochastic programming terminology, this corresponds to
the solution of a family of wait-and-see optimization problems (Birge and Louveaux,
1999). The main characteristic of wait-and-see optimization is the assumption that
the decision-maker has the possibility to wait until the realization of the uncertain
data is observable, and use this observation in order to take the decision (in oppo-
sition to here-and-now problems, in which the decisions have to be taken prior to
the observation).
When the design of a processing network is concerned, the wait-and-see assumption
is in general non valid, since decision-makers have to take design decisions prior to be
able to observe future data. Nevertheless, some insights into potential consequences
of uncertainties and relevant indications can be obtained through the execution of
this step.
The result of the uncertainty mapping step is constituted by a distribution of op-
timal processing networks and of objective function values, obtained as separate
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wait-and-see solutions for different realization of the uncertain data. While these
distributions do not constitute the solution of the overall design problem, relevant
information can be obtained through their analysis.
The number of different processing network topologies which are obtained as solu-
tions for the different scenarios, for example, gives an indication of the impact of
the data uncertainty specified in step 2 on the decision-making problem. Moreover,
the frequency associated to the selection of each individual processing network is
observed, and can be used as rationale for the simplification of problems whose size
or complexity makes it impossible to solve in the complete form. An example of
simplification strategy based on uncertainty mapping result is constituted by the
superstructure reduction policy, which will be presented in section 5.6. Finally, the
expected value of the distribution of objective function values represents an upper
bound for the value of the solution under uncertainty (in case of maximization),
which can be used to identify and stop projects whose performances are below the
requirements, prior to the execution of the rest of the analysis.
Although based on a simplification of the design problem under uncertainty, the
above mentioned analysis allows estimating the role of the considered data uncer-
tainty in the decision-making problem, without requiring a large computational
investment, and constitute therefore a useful step in problem workflow.

4.5 Step 5: Solution under uncertainty

In this step, the domain of uncertainty defined in step 2 is incorporated in the design
phase, through the formulation and solution of the problem of optimization under
uncertainty.
The problem is formulated as a two stage stochastic programming problem. Through
this formulation, the design problem is considered as resulting of two stages. In the
first stage, the exact realization of the uncertain data is unknown, and the design
decisions (termed first stage decisions in stochastic programming terminology) are
taken, based on the knowledge of the probability distribution of the uncertain data.
In the second stage the uncertainty is disclosed and the exact value of the uncertain
data becomes known. On the base of this additional knowledge, corrective actions
(termed second stage decisions) are taken. In a design problem such as the one
formulated here, the set of future scenarios generated by Monte Carlo sampling in
step 2 is used in order to simulate this second stage. When processing networks
are concerned, corrective actions consist typically in modifications of the operating
conditions (within the flexibility limits imposed by design decisions taken) in order
to adapt the network to the realization of the uncertain scenario, hence obtaining
feasible and optimal operations. Consequently, through the solution of this prob-
lem, a processing network design which is feasible over the entire uncertain space
and whose expected objective function value is optimal, is identified.
From a mathematical standpoint, the formulation of two stage problems requires
classifying variables in first and second stage, with respect to the stage at which
their value has to be fixed. For this class of problems, first stage variables typi-
cally correspond to design decisions, such as the topology of the network and the
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design values for material flows and process conditions; second stage variables are
constituted by operational decision, such as actual material flows and processing
conditions.
In equations 4.7 - 4.14, the two stage stochastic programming problem is reported,
in its deterministic equivalent formulation (Birge and Louveaux, 1999).

max
x,y

fI(xI , y) + EΘ (fII(xI , xII , y,Θ)) (4.7)

s.t.g(xII , y,Θ) ≥ 0 (4.8)

h(xII , y,Θ) = 0 (4.9)

p(xI , xII , y,Θ) ≥ 0 (4.10)

q(xI , xII , y,Θ) = 0 (4.11)

xLO ≤ x ≤ xUP (4.12)

y ∈ {0; 1}n (4.13)

Θ ∈ [ΘLO,ΘUP ] (4.14)

where fI and fII represents the objective function components with respect to first
and second stage decisions, Θ is the vector of uncertain data and EΘ(f) is the ex-
pected value of the objective function f over the Θ space.
Equations 4.10-4.11 enforce limits to the values of second stage variables, based
on the design decisions taken as first stage variables, hence representing the lim-
its for the corrective actions represented by the design decision. For example, the
flow through a process or equipment (second stage variable) has to be less or equal
than the maximum design flow for that process or equipment (first stage variable).
Through these constraints, the link between the two stages of decision making pro-
cess is established.
The calculation of the expected value of the objective function (equation 4.7) re-
quires the evaluation of a multidimensional probability integral. For large problems
considering many uncertain parameters, the evaluation of this integral may result
in a cumbersome and complex procedure, and require a large computational invest-
ment. A common approach in stochastic programming is based on a Monte Carlo
sampling based method for the approximation of the expected value of the objec-
tive function (equation 4.15). This strategy is generally known as Sample Average
Approximation (SAA) (Birge and Louveaux, 1999).

EΘ[f(x, y,Θ)] ≈
NS∑
s=1

(Ps · f(x, y,Θs)) (4.15)

s.t.gs(x, y,Θs) ≥ 0 ∀s ∈ S (4.16)

hs(x, y,Θs) = 0 ∀s ∈ S (4.17)

where s is the index of Monte Carlo samples (representing possible future scenarios),
NS is the number of samples, Θs is the realizations of Θ in sample s and Ps the
probability of realization of sample s.
It is important to underline that, when the problem is reformulated to the SAA,
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each constraint containing an uncertain data is converted into NS constraints, each
one of them related to a different sample s (equations 4.16 - 4.17). Consequently, the
number of constraints constituting the MINLP problem is increased, by a maximum
factor NS. This results in an increase in problem complexity, and consequently in
the computational resources needed for its solution.
Within the framework, this additional complexity is managed through variable ini-
tialization and bounding, which is performed based on the solutions obtained in
the previous steps of the workflow. Moreover, the framework integrates a bi-level
decomposition scheme, which can be adopted for the solution of large complex prob-
lems, involving large number of uncertain data. A more detailed explanation of the
solution algorithm based on the bi-level decomposition is reported in section 5.2.2.
The results identify the network which is feasible over the entire uncertain space and
whose expected objective function value is optimal. This solution is termed optimal
network under uncertainty.
The use of expected value as conditional value for objective function calculation
corresponds to a risk-neutral approach to decision-making (Shapiro, 2012). Other
conditional values (for example, value-at-risk) can be used instead of the expected
value, to reflect different attitudes with respect to risk.

4.6 Step 6: Optimal flexible solution

As explained in the previous section, because of the additional knowledge available
at operational stage (when some of the uncertain data become observable) the op-
erational policy defined in the design stage may become sub-optimal, and a new
optimal operational policy may exist. The problem of identifying the optimal op-
erational policy with respect to production volumes, patterns etc. for an existing
facility or network (i.e. within the flexibility allowed by a given design) is defined as
planning problem (Erdirik-Dogan et al., 2007; Ierapetritou et al., 1996b; Terrazas-
Moreno and Grossmann, 2011).
It is evident that, the higher the flexibility allowed by the design of a network, the
higher the possibility to modify the operational policy and to adapt to a different
realization of the uncertain data will be, once these become observable. At the same
time, higher design flexibility is often obtained at the expense of a larger capital in-
vestment (for example through redundant design or over-design). As a consequence,
a trade-off exists between the capital investment and the ability of mitigating neg-
ative consequences of the uncertainty at planning and operational stage. In the
industrial design practice, the level of design flexibility is determined on the basis
of previous experience, heuristic or safety factors.
In this step, a different formulation of the two stage stochastic programming is
solved, aiming at the identification of the optimal trade-off between operational
flexibility and capital investment. To this end, the binary variables associated to
the selection of process intervals (which were considered as first stage variables in
the previous step) are also partitioned in first and second stage variables. Conse-
quently, the search space for the design problem is enlarged, including redundant
processing network configurations, meaning configurations having the flexibility to
assume different operational topologies (with respect to selection of raw materials,
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processing path and product portfolio), as a result of second stage decisions. Within
this framework, such a solution is termed optimal flexible network.
The identification of the optimal flexible network requires the solution of a two stage
stochastic programming, in which binary variables are included as second stage de-
cisions. The deterministic equivalent formulation of the design problem is reported
in equations 4.18-4.25 (Birge and Louveaux, 1999).

max
x,y

fI(xI , yI) + EΘ (fII(xI , xII , yI , yII ,Θ)) (4.18)

s.t.g(xII , yII ,Θ) ≥ 0 (4.19)

h(xII , yII ,Θ) = 0 (4.20)

p(xI , yI , xII , yII ,Θ) ≥ 0 (4.21)

q(xI , yI , xII , yII ,Θ) = 0 (4.22)

xLO ≤ x ≤ xUP (4.23)

y ∈ {0; 1}n (4.24)

Θ ∈ [ΘLO,ΘUP ] (4.25)

where the subscript I indicates first stage variables and II second stage variables.
With respect to the problem formulated in the previous step, the possibility of
adopting different operational topologies as result of second stage decisions results
in an increase of the number of binary variables by a factor NS. Moreover, addi-
tional constraints are added in order to link the two stages of decision making. For
example, the selection of a process interval as part of the topology defined at the
operational stage (second stage decision) is of course subject to its selection as part
of the processing network defined at design stage (first stage decision). Because of
the increase in search space and in number of variables and constraints, the math-
ematical solution of the problem associated to the design of the optimal flexible
network may be challenging and require large amount of computational time and
resources.
In order to facilitate the execution of this step and cope with the increased com-
plexity, the framework employs previous solutions in order to provide good variable
initialization and bounding. Moreover, the above mentioned bi-level decomposition
strategy (see section 5.2.2), and the superstructure reduction policy (see section 5.3)
can be used to solve the problem.

4.7 Step 7: Report generation

In the last step, the results obtained in the previous steps of the design framework
are analyzed and aggregated in a results report, containing a documentation section,
a results section and a summary section.
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4.7.1 Documentation section

The documentation section contains all information needed to reproduce the design
problem (superstructure, models, data and uncertainty domain definition), provid-
ing a complete documentation of the results obtained, as well as a structure in which
all the collected information can be systematized and stored for future reference and
use.

4.7.2 Results section

The results section is constituted by a collection of all the results obtained through
steps 3 to 6. The solutions obtained for each step are included in this section, by
reporting all variable optimal values in the form of data tables.

4.7.3 Summary section

The summary section contains an overview of the obtained results (in terms of
network structure and objective function value), as well as the value of indicators
calculated from those results, constituting an aggregate input to the decision-makers.
It is important to underline that all results and indicators are obtained under a user-
specified domain of uncertainty (defined in step 2). When those results are used to
take real decisions, therefore, the domain of uncertainty under which those have been
obtained must be considered, since it defines the range of validity for the analysis.
In particular, the summary section include indicators related to the the consequences
of uncertainty on the decision making process such as (Birge and Louveaux, 1999):

• Expected Value of Perfect Information (EVPI)

• Value of Stochastic Solution (VSS)

• Uncertainty Penalty (UP)

Expected Value of Perfect Information (EVPI)

The EVPI is given as:

EV PI = Eθ(max
x,y

(f(x, y, θ)))−max
x,y

(Eθ(f(x, y, θ))) (4.26)

Where, as explained in the previous sections, the first term is the expected value
of the distribution of objective functions obtained in the uncertainty mapping stage
(step 4 result), and the second term is the objective function value obtained for the
optimal network under uncertainty (step 5). The EVPI quantifies the cost of not
knowing the exact value of the uncertain data, calculated as the expected reduction
in objective function value which is caused by the uncertainty. The quantification
of the cost associated to the lack of exact knowledge given by the EVPI constitutes
an extremely relevant information. As described in the introduction, processing
network design projects are in general developed through a stage-gate process, called
development funnel. Through the funnel, the project is developed in a succession
of stages, the design is progressively refined, and the uncertainty is reduced by
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conducting more detailed investigations of the problem (via customer assessments,
lab and pilot scale experiments, rigorous modeling studies, etc.).
The decision of graduating a project from one phase to the successive one is in general
taken based on the judgement of the project manager, in the attempt of finding a
trade-off between the level of detail and precision of the analysis, and the time
and resources limitations which are typical of engineering projects (Wheelwright,
1992). By providing a quantification of the value loss due to lack of information,
the EVPI provides a value-based estimation of the maturity of a given project,
which can be used to support the decision of transferring a project to the next stage
of the development funnel. A large value of EVPI (relative to objective function
value) suggests to keep the project in the exploratory phase (also called Front End
Loading in process management terminology), and to perform further investigations,
aiming (if possible) at reducing the uncertainty associated with the data, since this
promises to largely benefit the performances of the network. Similarly, low EVPI
values indicate more mature projects, which could be advanced to further stages of
development. Finally, the EVPI gives an indication of the upper bound of the cost
which such an exploratory phase should have.

Value of Stochastic Solution (VSS)

The VSS is given as:

V SS = max
x,y

(Eθ(f(x, y, θ)))− Eθ((f(x
∗
det, y

∗
det, θ))) (4.27)

where the first term is the solution of the problem under uncertainty (step 5 and
6), and the second term is calculated by evaluating the performances of the network
selected under deterministic conditions against the uncertainty conditions. In order
to calculate this second term, a NLP or LP problem under uncertainty (obtained by
fixing the value of first stage decisions to the results of step 3 in the problem defined
by equations (4.7 - 4.14) is solved at this step.
The VSS quantifies the difference in performances between the implementation of
the stochastic and the deterministic solutions, both evaluated under the domain of
uncertainty defined in step 2. Such an indicator evaluate the value associated to
performing the optimization under uncertainty, hence providing an estimation of
the payback obtained through the consideration of the uncertainty in the decision
making process.

Uncertainty Price (UP)

The UP is give as:

UP = max
x,y

(f(x, y))−max
x,y

(Eθ(f(x, y, θ))) (4.28)

where the first term is the solution of the deterministic problem (step 3), and the
second term is the solution under uncertainty (step 5 and 6). The UP quantifies the
reduction in performances which is associated to the necessity of considering uncer-
tainty in the data, and therefore provides an estimation of the cost of the uncertainty.
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5

Solution Strategies

In this chapter, the solution strategies integrated in the framework are described.
A general overview of these solution strategies, organized with respect to the class
of problems they are suitable to solve is shown in table 5.1.

Table 5.1. Overview of the solution strategies for the different classes of problems
Single-stream Multi-stream

Deterministic
Direct (5.1) Direct (5.1)

Bi-level decomp. (5.2.1) Bi-level decomp. (5.2.3)

Stochastic
Direct (5.1)

Bi-level decomp. (5.2.2) Bi-level decomp.*
Superstr. reduction (5.3) Superstr. reduction*

*whithin this Ph.D. project, the solution of multi-stream stochastic problems has
not been obtained.

5.1 Direct Solution

The direct solution is the simplest solution method, and it is employed whenever
the size and complexity of the problem allows it. Depending on the type of problem
to be solved, different solvers are employed:

• Linear problems are solved through the Simplex algorithm implemented in the
solver CPLEX version 12 (IBM Corp., 2009).

• Convex non-linear problems are solved via Outer Approximation /Equality Re-
laxation (OA/ER), which is implemented in the solver DICOPT (Viswanathan
and Grossmann, 1990).

• Non-convex problems are solved through the Branch-and-Reduce algorithm
implemented in the solver BARON (Tawarmalani and Sahinidis, 2005).

The above mentioned solvers are implemented in GAMS, and constitute the state
of the art of solution methods for discrete optimization problems. For a detail de-
scription of these algorithms, the reader is invited to refer to the above mentioned
references.
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5.2 Bi-level decomposition method

Bi-level decomposition is a commonly used solution scheme for complex optimization
problems, especially when the problem structure is characterized by the existence
of a certain number of constraints (e.g. non-linear, non-convex) that complicates
the solution (Erdirik-Dogan et al., 2007; Kopanos et al., 2009; Terrazas-Moreno and
Grossmann, 2011). Those constraints are often referred to as complicating con-
straints.
This solution strategy is based on the decomposition of the problem into a relaxed
and a local sub-problem. The relaxed sub-problem is obtained through the relax-
ation of complicating constraints, resulting in a simpler problem formulation, which
is solved to obtain an upper bound (in case of maximization) for the objective func-
tion value of the original problem.
The local sub-problem is obtained by fixing the value of some decision variables
(typically the binary variables) to the solution of the relaxed sub-problem, to obtain
a local solution of the original problem, which represents a lower bound (in case of
maximization) for the objective function of the original problem.
In bi-level decomposition schemes, the 2 sub-problems are solved iteratively, adding
cuts at each iteration to exclude previously obtained solutions from the search space.
The algorithm continues producing a succession of upper and lower bounds for the
solution, until a stopping criterion is met. Typical stopping criteria are related to
the convergence of the two bounds or to the number of iterations performed.
The effectiveness of this solution approach is highly dependent on the tightness of
the relaxation used to define the upper level problem. In the worst case from a com-
putational perspective, bi-level decomposition approaches may require the complete
exploration of the solution space, before the global optimum is identified (Erdirik-
Dogan et al., 2007).
A schematic representation of a generic solution algorithm based on bi-level decom-
position is reported in figure 5.1.
The developed business and engineering framework integrates bi-level decomposition
schemes, which can be used for the solution of optimization problems formulated
through the different steps of the workflow, and whose direct solution is not possi-
ble or inconvenient, due to the size and complexity of the problem. In particular,
the framework integrates bi-level algorithms designed for the solution of 3 classes of
problems:

• problems with non-linear capital cost constraints

• two stage stochastic problems

• multi-stream problems

In the next sections, these solution methods are described.
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Solve relaxed subproblem
Obtain upper bound

feasible?

Solve local subproblem
Obtain lower bound

termination
criteria met?

add cuts

STOP

START

NO

YES

NO

YES

Fix decisions

Figure 5.1. General bi-level decomposition algorithm (for maximization problems)

5.2.1 Bi-level decomposition for non-linear capital cost con-
straints

As described in section 3.5, this framework integrates a capital cost model, which
estimates the capital cost associated to the construction of each process interval as a
power function of the throughput (equation 3.34). For single-stream problems based
on the generic process interval model presented in chapter 3, the capital cost model
represents the only non-linear constraint in the MINLP formulation.
In order to facilitate the solution of such a problem, a bi-level decomposition scheme
is developed.

Relaxed sub-problem

The relaxed sub-problem is obtained through the relaxation of the capital cost con-
straint (equation 3.34), which is substituted by piecewise linear underestimators, as
described by equation 5.1 - 5.3.

INV k =

NL∑
j=1

(
π̂k,j
Ca · F k,j

D + π̂k,j
Cb · vk,j

)
(5.1)

Γk,j · vk,j ≤ F k,j
D ≤ Γk,j+1 · vk,j (5.2)
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NL∑
j=1

(
vk,j

)
= 1 (5.3)

where INV k is the capital cost for interval k, j is the index indicating the lineariza-
tion intervals, NL is the number of intervals, vk,j is the binary variable indicating the
interval containing the flow; F k,j

D is the variable representing the disaggregated flow
F k over the grid Γk,j; π̂k,j

Ca and π̂k,j
Cb are the coefficients for the piecewise linearization

of the capital cost constraint, which are calculated prior to the optimization as:

π̂k,j
Ca =

(
(πk

Ca · Γk,j+1)π
k
Cb − (πk

Ca · Γk,j)π
k
Cb

)
· (Γk,j+1 − Γk,j

)−1
(5.4)

π̂k,j
Cb = (πk

Ca · Γk,j)π
k
Cb − π̂k,j

Ca · Γk,j (5.5)

The piecewise linear underestimator of the capital cost constraint is shown in figure
5.2.

In
v 

[m
io

$]

Flow [MT/h]
Γ j=1 Γ j=2 Γ j=3

ω j=1 ω j=2

Figure 5.2. Schematic representation of the piecewise linear underestimator of capital
cost over 2 intervals

Local sub-problem

The local sub-problem is obtained from the original problem by fixing the topology
(binary variables) to the results of the relaxed problem.

Algorithm

As shown in figure 5.1, the two sub-problems are solved iteratively, adding cuts at
each iteration in order to exclude previous solutions from the search space. At each
iteration, the local sub-problem is solved for a fix topology, using the solution of
the relaxed sub-problem as initial point. The procedure stops when a termination
criterion is met. The best local solution is reported as the result, together with the
associated optimality gap.
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Note 1 In most of the cases studied within the scope of this project, it has been
observed that when 5 or more linearization intervals are considered, the piecewise
underestimator is extremely tight, and the decomposition has shown the ability to
converge within the first iteration, with extremely small optimality gap.
Although this behavior cannot be generalized, it provides an indication of the tight-
ness of the relaxation which can be achieved with piecewise linearization of this kind
of constraints.
Consequently, piecewise linearization of capital cost constraints can in some cases
represent an alternative to the original non-linear cost model, and allow simplifying
the formulation of the problem, at the expense of a moderate or negligible error.

5.2.2 Bi-level decomposition for two stage stochastic prob-
lems

The second solution algorithm based on bi-level decomposition is dedicated to the
solution of the two stage stochastic programming problems, formulated in step 5
and 6 of the workflow (section 4.6).
As described in the previous chapter, this class of problems is characterized by the
existence of constraints linking the two stages of the decision making process, such
as equations 4.16 - 4.17. As the incidence matrix reported on the left side of figure
5.3 shows, being associated to a large number of variables, those constraints com-
plicate the solution procedure.

Relaxed sub-problem

As the structure of the problem suggests, the relaxed sub-problem is obtained
through the relaxation of the complicating constraints (equations 4.16 - 4.17).
As the incidence matrix (figure 5.3) indicates, the structure of the relaxed sub-
problem allows its further decomposition into a series of smaller sub-problems, which
can be easily solved in a specific sequence (Ierapetritou et al., 1996a). It should be
noted that, if this second decomposition is performed, the resulting sub-problems
are equivalent to the one solved as uncertainty mapping (step 4 of the framework).

Local sub-problem

The local sub-problem is obtained from the original problem by fixing the first stage
variables (as defined in the previous chapter) to the results of the relaxed sub-
problem.

Algorithm

Similarly to the previous case, the two sub-problems are solved iteratively, adding
cuts at each iteration in order to exclude previous solutions from the search space.
At each iteration, the solution of the relaxed sub-problem is used as initial point
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for the local sub-problem. The procedure stops when a termination criterion is
met. The best local solution is reported as the result, together with the associated
optimality gap.

Problem constriants
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Figure 5.3. Bi-level decomposition for two stages solution

5.2.3 Bi-level decomposition for multi-stream problems

The third bi-level decomposition scheme is designed for the solution of large multi-
stream problems, which cannot be solved directly with Baron. As described in
chapter 3, multi-stream problems require the formulation of non-convex equations
3.22, which are complicating constraints.

Upper Bound

The Upper Bound problem is obtained through McCormick relaxation of the bi-
linear constraints (McCormick, 1976). In this approach, the bi-linear constraints
(equation 3.22) are substituted by the linear over- and underestimators:

F i,k,kk
f ≥ F i,kLO

out,f · SMk,kk
f + F i,k

out,f · SMk,kkLO

f − F i,kLO

out,f · SMk,kkLO

f (5.6)

F i,k,kk
f ≥ F i,kUP

out,f · SMk,kk
f + F i,k

out,f · SMk,kkUP

f − F i,kUP

out,f · SMk,kkUP

f (5.7)

F i,k,kk
f ≤ F i,kUP

out,f · SMk,kk
f + F i,k

out,f · SMk,kkLO

f − F i,kUP

out,f · SMk,kkLO

f (5.8)

F i,k,kk
f ≤ F i,kLO

out,f · SMk,kk
f + F i,k

out,f · SMk,kkUP

f − F i,kLO

out,f · SMk,kkUP

f (5.9)

where F i,k,kkLO

out,f and F i,k,kkUP

out,f are the lower and upper bound for F i,k,kk
out,f , while

SMk,kkLO

f and SMk,kkUP

f are the lower and upper bounds for the variable SMk,kk
f .

The result is a convex MINLP (if the problem formulation contains other non-linear
constraints) or MILP formulation of the upper bound problem.
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Local sub-problem

The local sub-problem is obtained from the original problem by fixing the binary
variables to the topology obtained as result of the relaxed sub-problem.

Algorithm

The same solution algorithm described for the capital cost case is employed.

Note 2 As many authors in the scientific literature report, McCormick-based re-
laxation of bi-linear terms are in general non-tight, resulting in slow convergence
of the solution algorithm and in large optimization gaps (Bergamini et al., 2005;
Karuppiah and Grossmann, 2006; Bogataj and Kravanja, 2012).

In order to tackle the issue reported in note 2, a number of strategies designed to
tighten the McCormick relaxation and therefore to improve the performances of the
solution method have been integrated in the computer-aided framework, such as:

• variables bounding

• strengthening cuts

• domain partitioning

• multi-level decomposition

Variables bounding

The variables bounding strategy consists of establishing tight upper and lower
bounds for the continuous variables appearing in the bi-linear term.
When large problems are considered, the determination of the most appropriate
value for those bounds may result in a complicated task. In order to facilitate the
solution of the problem without affecting the quality of the solution, those bounds
should be fixed as tight as possible (in order to improve the quality of the McCormick
relaxation). At the same time, those bounds should not be too tight, in order to
avoid eliminating feasible solutions from the search space.
In the proposed problem formulation, the split variables SMk,kk

f are by definition

bounded between 0 and 1. The flow variables F i,kk
out,f , on the other hand, are defined

as positive, but do not have a clearly defined upper bound.
In order to tackle this issue, the framework integrates a problem data analysis tool,
designed to identify good bounds for the flow variables in a systematic manner.
The tool can be employed for all superstructure sections not containing internal or
external recycles.
It can easily be seen that the maximum value of F i,kk

out,f is obtained when all flows
containing the component i are fed to the interval kk. As a consequence, when the
generic process interval model formulation is employed, the upper bound for the
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flow variable F i,kUP

out1 can be calculated according to equation 5.10 for intervals rep-
resenting material sources (e.g. raw materials), and via equation 5.11 for treatment
intervals.

F i,kUP

out1 = φi,k ∀k ∈ RAW (k) (5.10)

where φi,k is the raw material flow of component i for interval k.

F i,kkUP

out1 =
∑
k

(F i,kUP

out1 · ζk,kkP + F i,kUP
out2 · ζk,kkS ) · [(1 + αi,kk · μi,kk)·

(1 +
∑

rr,react

(γi,kk,rr · θreact,kk,rr)) · (1− δi,kk) · σi,kk] ∀kk 
∈ RAW (kk) (5.11)

where ζk,kkf , αi,kk, μi,kk, γi,kk,rr, δi,kk, θreact,kk,rr and σi,kk are the data defining the
connections in the superstructure, utility consumption, reaction, waste separation
and separation respectively.

Similarly, for F i,kUP

out2 :

F i,kUP

out2 = φi,k ∀k ∈ RAW (k) (5.12)

F i,kkUP

out2 =
∑
k

(F i,kUP

out1 · ζk,kkP + F i,kUP
out2 · ζk,kkS ) · [(1 + αi,kk · μi,kk)·

(1 +
∑

rr,react

(γi,kk,rr · θreact,kk,rr)) · (1− δi,kk) · (1− σi,kk)] ∀kk 
∈ RAW (kk) (5.13)

It should be underlined that the proposed analysis is based on simple function eval-
uations based exclusively on problem data, and can therefore be executed prior to
the optimization, without any additional computational burden for the optimizer.
Moreover, in case the above mentioned analysis returns an upper bound equal to
zero for a flow variable, the variable can be fixed to zero and the corresponding
bi-linear constraint can be eliminated from the model, resulting in a reduction of
the mathematical complexity of the problem. Being based on a systematic analysis
of the problem data, this simplification is an exact method, and do not cause any
consequence on the quality of the obtained solution.
As previously mentioned, the described tool can be employed only for a portion of
the superstructure not included in recycles. When recycle streams exist, the tool
can be applied in order to calculate the upper bound based on a user defined max-
imum recycle ratio. As an alternative, engineering insights can be used in order
to determine the upper bounds (e.g. based on maximum flow through a process
interval, solubility, etc.).

Strengthening cuts

Strengthening cuts are linear constraints, which were redundant in the original
MINLP formulation. Due to the relaxation of the non-convex constraints, those
cuts become non-redundant for the lower bound sub-problem, and may therefore
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be included in order to tighten the relaxation and reduce the computational time
(Karuppiah and Grossmann, 2006).
Examples of strengthening cuts are constituted by splitter mass balances, such as
equation 3.25. Other strengthening cuts can be derived from the logical conditions
existing with respect to process interval selection. In particular, in order to assure
material flow through the network, the selection of a certain process interval (not
representing a raw material or a product) implies that at least one of the intervals
upstream and one of the intervals downstream connected to it must be selected.
The logic with respect to the upstream selection can be formulated as:

ykk ≤
∑
k

(
ζk,kkP · yk

)
∀kk 
∈ RAW (kk) (5.14)

while with respect to the downstream selection is given as:

yk ≤
∑
kk

(
ζk,kkP · ykk

)
∀k 
∈ PROD(k) (5.15)

Domain Partitioning

The domain partitioning strategy consists of partitioning the domain of the con-
tinuous variables appearing in the bi-linear term, and use piecewise linear under-
and overestimators over each partition. The domain partitioning can be mono-
dimensional (when one of the variables appearing in the bi-linear term is partitioned)
or bi-dimensional (when both are partitioned) (Bergamini et al., 2005). While pro-
viding a tighter relaxation, this strategy causes an increase in the number of binary
variables due to the piecewise linearization. Typically, it has been observed for sim-
ilar problems that a partitioning over 2-3 intervals represents the best trade-off in
terms of computational time (Karuppiah and Grossmann, 2006).
The McCormick relaxation for a bi-dimensional partitioned domain over a constant
grid is given as:

F i,k,kk
f ≥

∑
o,p

(
Γo · SM i,k,kk,o,p

Df
+ F i,k,kk,o,p

Dout,f
· Λp − Γo · Λp · wi,k,kk,o,p

f

)
(5.16)

F i,k,kk
f ≥

∑
o,p

(
Γo+1 · SM i,k,kk,o,p

Df
+ F i,k,kk,o,p

Dout,f
· Λp+1 − Γo+1 · Λp+1 · wi,k,kk,o,p

f

)
(5.17)

F i,k,kk
f ≤

∑
o,p

(
Γo+1 · SM i,k,kk,o,p

Df
+ F i,k,kk,o,p

Dout,f
· Λp − Γo+1 · Λp · wi,k,kk,o,p

f

)
(5.18)

F i,k,kk
f ≤

∑
o,p

(
Γo · SM i,k,kk,o,p

Df
+ F i,k,kk,o,p

Dout,f
· Λp+1 − Γo · Λp+1 · wi,k,kk,o,p

f

)
(5.19)

where o is the index of partition for the flow variable F and p is the index indicating of
partition over the split variable SM , over which the disaggregated variables F i,k,kk,o,p

Dout,f

and SM i,k,kk,o,p
Df

are defined; Γo and Λp indicate the grid for partitioning of the
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variables F and SM respectively, and wi,k,kk,o,p
f is a binary variable indicating the

active partition o, p for the bi-linear term i, k, kk with respect to the outlet f .
The corresponding convex hull is given as:

Γo · wi,k,kk,o,p ≤ F i,k,kk,o,p
Dout,f

≤ Γo+1 · wi,k,kk,o,p (5.20)

Λp · wi,k,kk,o,p ≤ SM i,k,kk,o,p
Df

≤ Λp+1 · wi,k,kk,o,p (5.21)∑
o,p

(
wi,k,kk,o,p

) ≤ 1 (5.22)

F i,k
out1 =

∑
o,p

(
F i,k,kk,o,p
Dout,f

)
∀kk (5.23)

SMk,kk
f =

∑
o,p

(
SM i,k,kk,o,p

Df

)
∀i (5.24)

Multi-level decomposition

In order to mitigate the increase of complexity due to the definition of additional
binary variables associated to the domain partitioning, recent studies suggested the
use of multi-level domain partitioning strategy (Bogataj and Kravanja, 2012). The
main features of the multi-level domain partitioning is obtaining a progressive tight-
ening of the lower bound over the progression of the algorithm, through multiple
solution of the relaxed sub-problem on an augmented partitioning grid.
The algorithm for the solution of non-convex MINLP through multi-level domain
partitioning and McCormick relaxation is shown in figure 5.4, for two levels of re-
laxation. The algorithm starts with the solution of the relaxed problem, based on
a predefined domain partitioning grid. As a solution, an upper bound (in case of
maximization) is obtained, together with the active partition for the variables ap-
pearing in the bi-linear term (indicated in yellow in figure 5.4).
The binary variables are fixed and the local problem is solved, starting from the
solution of the relaxed problem. If the termination criteria are met, the procedure
is stopped and the lower bound is reported as the solution.
If the termination criteria are not met, the algorithm proceeds with the second level
of relaxation. The active portions of the grid are partitioned, and an augmented
grid is defined. As shown in figure 5.4, the augmented grid is build in order to
increase the resolution in the portion of the search space where the optimal solution
is supposed to be found (based on the first level relaxation), while it is kept coarse in
the portions of space where it is not supposed to be found. In this way, the compu-
tational complexity associated with the increase of resolution is managed, allowing
to identify a better trade-off between computational cost and relaxation tightness.
The second level relaxation is solved, obtaining a new upper bound. Being the sec-
ond level relaxation tighter, the second level upper bound is less or equal to the first
level one, and therefore the optimality gap is reduced.
The solution of the second level relaxation is fixed and the local problem is solved.
If the termination criteria are met, the algorithm is stopped and the optimal lower
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Figure 5.4. Algorithm for multi-level decomposition, based on two level of domain par-
titioning (Bogataj and Kravanja, 2012)

bound is reported as the solution. Otherwise, if any active portion is left the aug-
mented grid is expanded to these portions, and the second level relaxation is iterated.
If no active portion is left, cuts are added to exclude the obtained topology from
the solution space, and the overall procedure is iterated.
Although in principle such a multi-level domain partitioning could be executed over
more than two levels, the increase in relaxation tightness does not appear to compen-
sate the additional algorithmic complexity associated to higher order levels. There-
fore, the framework integrates a two-level domain partitioning algorithm.

Other strategies

As an alternative, the use of a parametric disaggregation strategy to limit the num-
ber of additional binary variables resulting from the piecewise relaxation has recently
been proposed (Teles et al., 2012). At the current status, parametric disaggrega-
tion is not implemented in the framework, but it could be integrated as a further
development.
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5.3 Superstructure reduction policy

As previously explained, decision-making under uncertainty problems are solved
through sampling-based methods. This method results in the increase of problem
size, which may cause the problem to become difficult to solve.
Because of the incremental structure of the workflow integrated in our framework,
a large amount of information and results are generated prior to the formulation of
the problem under uncertainty. This information and intermediate results can be
used in order to facilitate the solution of the later and more complex steps of the
methodology. To this goal, a superstructure reduction policy has been developed
and integrated in the framework. The main feature of this policy is to make use of
information and intermediate results generated prior to the formulation of the two
stage stochastic problem (step 5 of the workflow) as a rationale for the simplification
of large complex problems, to a solvable form.
The superstructure reduction policy is based on the elimination of process intervals
which have not been selected in any of the uncertainty mapping solutions. As a
result, the problem under uncertainty is formulated and solved for a smaller super-
structure, which implies a reduction in terms of problem size (number of constraints
and binary variables) and of search space, and consequently of computational re-
sources necessary for the solution of the problem.
It should be underlined that the superstructure reduction policy is a simplification
scheme. For a general optimization problem, the superstructure reduction policy is
not an exact method, and the solution of the simplified problem may not be the
global optimum of the original problem. As a consequence, this policy should be
applied only for problems which are otherwise not tractable.

Remark 1 Under the condition of i) problem linearity, ii) uniform probability dis-
tribution of the uncertain data, iii) feasibility and optimality of the same base for ev-
ery network over the uncertain domain; the proposed superstructure reduction policy
is an exact method, and the solution of the simplified problem is the global optimum
solution of the original stochastic problem.

Remark 1 states that, under the given conditions, if y∗ is the optimal network under
uncertainty, then a point in the uncertain domain Θo ∈ [ΘLO; ΘUP ] exists, so that
y∗ is the optimal network at Θo.
In mathematical terms the hypothesis is:

∀y∗ : y∗ ∈ {0, 1}m; max
x,y

EΘ(f(x, y,Θ)) = EΘ(f(x, y∗,Θ)) (5.25)

and the thesis is:

∃Θo : Θo ∈ [ΘLO; ΘUP ]; f(x, y∗,Θo) = max
x,y

EΘ(f(x, y,Θ)) (5.26)

Proof Consider a stochastic MILP problem, with one uncertain parameter θ ∈
[θLO; θUP ]. For each of the n networks identified by performing the procedure de-
scribed as uncertainty mapping (step 4 of the framework), a stochastic LP problem
is defined.
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According to the Basic Sensitivity Theorem (Fiacco and Bank, 1984), if the same
base is feasible and optimal over the uncertain space, a linear relationship exists be-
tween the value of the uncertain parameter θ and the value of the objective function
value f of the LP problem.

f(θ) = f(θo) + c(θ − θo) (5.27)

Where c is a constant term (often referred to as marginal value). For more details
on equation 5.27 and the basic sensitivity theorem, including the proof, the reader
is referred to Fiacco and Bank (1984).
The expected value of the objective function for each network is calculated as:

Eθ(f(θ)) =

∫ θUP

θLO

(f(θ) · P (θ)dθ) (5.28)

Where P (θ) is the probability function of θ. For uniform probability distribution
and linear function f(θ) this is :

Eθ(f(θ)) = f(θMEAN) (5.29)

Which proves the observation, when θo = θMEAN . The same reasoning can be
replicated for more than one uncertain data.

Note 3 The conditions under which this proof is obtained are quite restrictive, and
correspond to particular cases in which, as shown by equation 5.29, the solution un-
der uncertainty is equivalent to the deterministic solution, obtained for the expected
value of the uncertain data.

5.4 Variable initialization

In order to facilitate the solution of large and complex problems, the framework
employs a variable initialization method, based on the reuse of previous results (if
available) as initial values for the optimization variables. In particular, within the
incremental structure of the workflow introduced in the previous chapter, solutions
of the earlier steps are used as starting point in later steps.
The solution of the deterministic problem (step 3) is in fact employed for the ini-
tialization of the variables in the uncertainty mapping analysis (step 4). Similarly,
the uncertainty mapping results are employed to initialize the variables for the two
stage stochastic programming problem formulated in step 5 and 6.
Depending on the problem, it has been observed that such a simple initialization
procedure can allow a considerable reduction in computational time for the solution.
The initialization is therefore executed as a preliminary step for all solutions.
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6

Supporting methods and tools

In this chapter, the methods and tools developed to support the workflow of problem
formulation and solution presented in chapter 4 are introduced.

6.1 Superstructure synthesis method

As explained in chapter 4, in the first step of the problem formulation workflow
the user is requested to specify the search space for the optimization-based design
problem, and to represent it in the form of a superstructure. As described in section
4.1.2, this task may present a certain degree of complexity, and different methods
exist for its execution.
In order to facilitate this task, an insight-based method for superstructure synthe-
sis has been developed based on a modification of the systematic process synthesis
methodology proposed by Siirola (1996). Through this method, the search space for
the design problem and its superstructure representation are generated in a system-
atic manner, based on the engineering, economic and regulatory knowledge available
with respect to the specific problem. The integration of the superstructure synthesis
method within the framework structure is realized in the form of a guidance docu-
ment, as outlined below.
The method, whose schematic representation is reported in figure 6.1, is composed
by 2 main sections: a process steps section and a process intervals section. The
process steps section guides the user through the systematic generation of the pro-
cess steps contained in the superstructure. The procedure is based on means-ends
analysis, a problem-solving strategy developed for artificial intelligence, aiming at
the systematic identification of means (in this application represented by process
steps) suitable to achieve a predefined end (the conversion of raw materials into
products) (Simon, 1981).
In the intervals section, process intervals that are suitable for the execution of the
identified process steps are added to the superstructure.
The superstructure generation method is briefly described in the next sections. In
the second case study, the features of the method will be demonstrated by applying
it to the synthesis of the superstructure for soybean processing.

6.1.1 Process steps section

Step 1: Problem definition

The problem is defined by stating goals and objectives, as well as by defining its
scope, with respect to raw materials, products and process technologies.
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Step 1. Problem definition
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Figure 6.1. Schematic representation of the superstructure generation method

Step 2: Raw material and product properties and synthesis rules defini-
tion

All possible raw material and product alternatives are identified, and their specifica-
tions in terms of properties (i.e. composition, temperature, phase etc.) are defined.
Commercial and engineering insights are converted into synthesis rules, which estab-
lish conditions that the superstructure needs to satisfy. Those rules can be classified
as:

• product rules

• process rules

• process-product rules

Product related rules establish logical conditions for the selection of products, and
are in general originating from commercial considerations. An example of product
related rule is “product P1 has to always be produced”, stating that out of all possible
product alternatives, one (product P1) needs to always be produced, and therefore
implying that configurations not yielding the production of P1 should be excluded
from the search space.
Process related rules identify process steps which are technically impossible or un-
desirable (because of cost, complexity, freedom to operate, regulatory reasons, etc),
and are in general derived from engineering insights and regulations. Example of
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process rules are “separation of x from y is impossible” or “separation of x from y
can be done only after separation of z”.
Process-product rules establish relations between a certain product and the pro-
cess which has been used for its manufacturing, and are in general derived from
regulations. An example is “product P1 can be produced only through a solvent-free
process”. Through the definition of the synthesis rules, the available knowledge with
respect to the technological, commercial and regulatory aspects of the problem is
collected and systematized in a structure, which allows its use in the formulation of
the design problem.

Step 3: Property difference definition and selection

Raw material and product properties defined in the previous step are compared,
and a table of property differences is compiled.
From an economic perspective, these differences in properties represent the cause of
the difference in value between raw materials and products. The goal of the process
is therefore the elimination of those property differences, in order to extract the
associated value. The identified differences are ordered according to the property
they are related to. To this end, the hierarchical approach proposed by Siirola
(1996) is used, and property differences with respect to species identity are placed
first, followed by differences in amount, composition, temperature, pressure, size
and geometry and finally geographical location.
In the next steps of the method, each of these differences will be resolved through
an iterative process, proceeding according to the order defined.

Step 4: Process steps superstructure generation

In this step, the first unresolved property difference among the list compiled in the
previous step is considered. The knowledge base is searched, and the means (process
steps) suitable for the elimination of the property difference considered are retrieved
from a means database. An example of the knowledge base structure is reported in
table 6.1.
The identified process steps are added to the superstructure, in all possible config-
urations. The property difference which has been resolved is eliminated from the
difference list.

Table 6.1. An example of knowledge base for means-ends analysis (note that the process
steps list is not exhaustive)

property difference process step
species identity reaction

amount dosage, flow splitting
concentration separation

phase vaporization, condensation
temperature heating, cooling
pressure compression, expansion

size and geometry agglomeration, milling,..
location transportation
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Step 5: Process steps superstructure screening

The synthesis rules defined in step 2 are used to identify non-legal configurations
(meaning configurations violating one or more synthesis rules), which are eliminated
from the superstructure. The elimination of non-legal alternatives is performed by
eliminating a process step or a connection from the superstructure, or by defining
logical constraints, similar to the ones described in section 3.4.1.

Steps 4-6 are repeated until all property differences have been addressed, and the
process steps superstructure and the corresponding logical constraints have been
defined.

Incremental superstructure synthesis

Note 4 The execution of the method may become cumbersome when a large number
of raw materials and products are considered, because of the combinatorial explosion
of the number of alternatives which need to be generated, screened against rules and
systematized in the superstructure.

In order to cope with the problem highlighted in note 4, the process step section
of the superstructure synthesis method can be executed in an incremental manner,
based on an iterative execution of the synthesis procedure.
In the first iteration, raw materials and products are lumped into coarse raw materi-
als and products groups (by grouping together similar raw materials and products),
resulting in a simplified version of the synthesis problem. At each successive itera-
tion, the superstructure obtained in the previous iteration is refined by considering
finer groups, until the original raw material and product list is considered. The main
advantage of this procedure is its ability to eliminate some of the non-legal configu-
rations in the early iterations (on a relatively small and simple superstructure), and
so to simplify the execution of later iterations, which may be characterized by large
superstructures.
The incremental synthesis procedure is described in figure 6.2. With respect to the
above described methodology, the incremental procedure requires an additional step
for the definition of raw materials and products groups (step 2b). Steps 2b-5 are
executed iteratively; at each iteration, progressively finer groups are defined in step
2b, and the superstructure obtained at previous iterations is modified, until the su-
perstructure for the original raw material and product list is obtained.
An example of the application of this procedure is given in chapter 9, in which the
iterative procedure is applied to manage the complexity associated to the existence
of more than 20 product alternatives.

6.1.2 Process intervals section

In this section, intervals are added to perform each of the process steps identified in
the process step section.
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Figure 6.2. Iterative procedure for synthesis of large superstructure

Step 7: Process technologies identification and synthesis rules definition

The knowledge base is consulted, and the database of process intervals is searched to
identify the ones which can execute each of the process steps identified. An example
of the structure of such a knowledge base is reported in table 6.2.
Each of the process technologies considered is analyzed, and secondary input-output
streams are identified. Examples of secondary inputs are utilities and chemicals re-
quired by each process interval, while secondary outputs include side-streams. All
secondary inputs and outputs are added to the problem formulation, as a comple-
ment to the raw material and product lists. The scope of the synthesis problem is
therefore expanded, by including the problem of sourcing those utilities and chemi-
cals, and disposing or utilizing all side-streams. Typical options for sourcing utilities
and chemicals are:

1. purchase from a supplier

2. on-site production

3. reuse of an existing side-stream

Similarly, management strategies for side-streams include:

1. valorization as co-product (with or without requiring additional processing)

2. disposal as waste (in general at the cost of a disposing price)

3. mixing with one of the existing products (with or without requiring additional
processing)
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4. reuse as utility or chemical in a process

As a result of this secondary flow analysis, new raw materials, products, process
intervals and process steps may be defined.
Finally, synthesis rules are defined at process interval level, to exclude infeasible
or undesired configuration from the search space. These rules complement the list
defined in step 2 at process step level.

Table 6.2. Example of a process interval database
Step: Reaction

Interval Main react. Main prod. Notes Rules

Conversion 1 A C high T
not applicable if
thermal unstable
compounds

Conversion 2 A B
Step: Separation

Interval Mixture Sep. method Notes Rules

Separation 1 A,B,C distillation

Separation 2 A,B extraction
organic
solvent

not applicable for food

Step 8: Process intervals superstructure generation

Each of the process steps of the superstructure is populated by one or more process
intervals, connected in all possible configurations.

Step 9: Process intervals superstructure screening

The alternatives generated in the previous step are screened against the synthesis
rules. Non-legal configurations (violating one or more synthesis rules) are eliminated
from the search space.
The elimination of those alternatives from the search space can be done either by
removing a process interval or a connection from the superstructure, or by defining
logical constraints between the selection of process intervals, as explained in section
3.4.1.
As a result of this screening, the superstructure is defined, along with a list of logi-
cal constraints. Such a superstructure, generated in a systematic manner, contains
all possible configurations based on the available library of process intervals and
process steps, while it does not contain alternatives which, based on the knowledge
available, are known to be unfeasible or unwanted.
Furthermore, one of the advantages of the use of this methodology is that the explicit
definition of the synthesis rules allows a transparent and exhaustive documentation
of the conditions under which such a superstructure has been generated. This, as
well as the use of a systematic procedure, facilitates the user in keeping an unbiased
approach while considering all possible configurations, resulting in the definition of
a comprehensive superstructure, which may contain innovative configurations.
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6.2 Data architecture

As described in chapter 4, the formulation of the synthesis and design problem
requires collecting and specifying a large number of multi-source data. As discussed,
from a user perspective this often results in a frustrating and time consuming task,
in which the risk of committing errors (and consequently compromising the quality
of the obtained results) is in general quite elevated.
In order to facilitate this step, the framework integrates a data architecture, whose
main feature is to provide a structure for the collection and management of the
information and data associated to the problem.
In the next section, the data structure will be defined, with respect to the formulation
of problems based on the generic process interval model described in chapter 3. A
similar concept may be applied when different models are employed.

6.2.1 Multi-layer data structure

When the generic process interval model is used, the specification of the synthesis
and design problem requires the specification of the data reported in table 6.3.

Table 6.3. Lower and upper bounds and default value for the problem data
Data Elements LO UP default notes
φi,k raw material flow 0 +∞ 0
αi,k utility 0 1 0
μut,i,k utility 0 +∞ 0
γi,k,rr reaction −∞ +∞ 0
θi,k reaction 0 +∞ 0
σi,k separation 0 1 1
δi,k waste 0 1 0
ηk,kk transportation 0 +∞ 0

ζk,kkf superstructure 0 1 0 binary

νst,k superstructure 0 1 0 binary
πk
R ob. funct. −∞ +∞ 0

πi,k
U ob. funct. 0 +∞ 0
πk
P ob. funct. −∞ +∞ 0

πk,kk
T ob. funct. 0 +∞ 0
πk
C ob. funct. 0 +∞ 0

F i,kkUP

IN limits 0 +∞ 0

F i,kkLO

IN limits 0 +∞ 0

Within the architecture integrated in the framework, these data are organized in 7
data layers. The resulting structure is shown in figure 6.3, where the 7 data layers are
shown in the first column, examples of the data contained in each layer constitutes
the second column, and the data source (in terms of expertise) is shown in the third
column. In the following paragraphs, the layer structure will be briefly described.
Data related to alternatives are organized in the first layer, which contains the

list of process intervals, steps, components and reactions which are considered in
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Figure 6.3. Layer decomposition of data architecture

the problem. These data define the search space of the design problem, and set its
dimension in term of number of equations and data needed for its formulation. For
example, for a network problem in its standard formulation, the number of equations
and data can be calculated as a function of the first layer data as:

Nequations = 2 +Nk + 12Ni ·Nk + 2Ni ·N2
k (6.1)

Ndata = 2+4Ni+6Nk+Nrr+Nst+2N2
k+Nk ·Nst+5Ni·Nk+N2

i Nk+Ni·Nk ·Nrr (6.2)

where Nequations and Ndata are the number of problem equations and data respec-
tively, Ni is the number of components, Nk of process intervals, Nst of process steps
and Nrr the number of reactions.
Component data constitute the second layer, in which all data related to the charac-
terization of process and utility components (such as physical properties and specific
utility price) are contained.
The third layer is constituted by process interval data. These include the data for
the calculation of the mass balance (such as specific utility consumption, split fac-
tors for separation, etc.), raw materials composition and price, products price and
capital cost data.
Interval connectivity data are included in the fourth layer. These include the def-
inition of the possible connections between process intervals existing in the super-
structure, the allocation of primary and secondary outlets for each interval and the
transportation costs.
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In the fifth layer, data related to the definition of reactions such as stoichiometry
and conversions are grouped.
The sixth layer contains data related to limits, such as product specifications (in
composition and flow), maximum throughput for each process interval, etc.
The seventh layer contains miscellaneous data used in the constraints or in the ob-
jective function (such as investment horizon, discount rate, etc.).

6.2.2 Relations between data layers

The main feature of the above described layer-based data architecture is its hierar-
chical structure. Data layers are organized in a way such that the specification of a
data in an upper layer conditions data in subsequent lower layers. These conditions
are due to relations existing between the different layers, which can be classified as:

• dimensional relations

• value relations

• value conditioning relations

Dimensional relations are observed when the specification of a data defines the di-
mension (in term of matrix representation) of a data in a lower layer. An example
of dimensional relations can be seen in the definition of the component list (layer 1)
which sets the dimension of the vector of molecular weights (layer 2).
Value relations are observed when the specification of a data defines the value that
an other data (in a lower layer) has to assume. An example of value relations is that
the allocation of an interval to the product step (layer 3) implies that no reaction
can occur in that interval, and therefore automatically sets the value of reaction
conversion in that interval to zero (layer 5).
Value conditioning relations are observed when the value of a data is conditioned by
one or more data specified in upper layers. An example of value conditioning can be
observed considering that, once the component molecular weights are defined (layer
2), the law of mass conservation establishes a condition that reaction stoichiometry
data (layer 5) need to satisfy for the specified reaction to be legal.
Within the framework, the hierarchical nature of the data architecture and the above
described relations between layers are exploited to optimize the problem formula-
tion workflow and enable its automation. The automation is realized through the
development of a software tool, which serves as user-interface and guides the user
through the specification of each data layer in a sequential manner. The software
tool will be described in the next chapter.

Automatic data specification based on value relations

Value relations between data layers are exploited in order to automatically define
the value of data in the lower layers, based on the value of data specified in the
upper layers. Through this automatic specification, the number of data values that
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the user needs to specify is reduced. As a consequence, the time needed for the for-
mulation of the problem, as well as the probability of error in the data specification
procedure is also reduced.
A summary of the value relations which are employed for automatic data specifica-
tion is shown in table 6.4. The logic for the automatic data specification is that, if
the condition reported in the first column of the table is respected, the data assign-
ment reported in the corresponding right column is implemented. An example of the
application of the logic is the following: if the separation elements for a given process
interval is inactive (i.e. the condition reported in the seventh row of the table is
met), then it is automatically specified that such a process interval will not have any
secondary outlet connection (through the specification of the corresponding value of
ζk,kkS ).

Table 6.4. Automatic data specification
Condition Data specification

i 
∈ ut(i) πi,k
U = 0 ∀k

k 
∈ RAW (k) πk
R = 0

k 
∈ PROD(k) πk
P = 0

αi,k = 0 ∀k
μut,i,k = 0 ∀k

k ∈ RAW (k) ∪ PROD(k) γi,k,rr = 0 ∀k
θi,k = 0 ∀k
σi,k = 1 ∀k
δi,k = 0 ∀k

kk ∈ RAW (kk) ζk,kkf = 0 ∀k
k ∈ PROD(k) ζk,kkf = 0 ∀kk∑
i

(
1− σi,k

)
= 0 ζk,kkS = 0 ∀kk

ζk,kkP = 1 ζk,kkS = 0 ∀kk∑
f

(
ζk,kkf

)
= 0 πk,kk

P = 0

Coherence checks based on value conditioning relations

Value conditioning relations are used to define data coherence checks, which are en-
forced in order to identify non-legal or incoherent problem specifications. Through
these checks, faulty problem specifications can be identified prior to the solution of
the optimization problem, allowing to increase the reliability of the problem formu-
lation workflow, while at the same time contributing to make its execution faster.
In particular, the coherence checks enforced are:

(a) Alternative internal coherence

(b) Network coherence

(c) Internal separation coherence

(d) Separators connectivity
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(e) Connectivity internal coherence

(f) Reactant availability

(g) Reaction mass balance

(h) Reaction internal coherence

(i) Limits attainability

A schematic representation of those checks is reported in table 6.5, where each line
represents the layer that is subject to the check, and the columns represents the
input information for the execution of the check. Because of the above described
hierarchical nature of the layer structure, table 6.5 is characterized by a lower trian-
gular structure. Consequently, if each data layer is specified in a sequential manner,
coherence checks can be executed in real time, allowing immediate identification of
errors in the data specified by the user.

Table 6.5. Data specification coherence checks
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Alternatives (a)

Components

Intervals (b)
(b)
(c)

Connectivity (d) (e)

Reactions (f)
(g)
(f)

(f) (f)(h)

Limits (i) (i) (i) (i) (i)

Misc.

The alternatives internal coherence check (indicated as (a) in table 6.5) ensures
that a legal declaration of alternatives is formulated, by checking that the number
of process intervals is greater or equal to the number of process steps (including raw
materials and products).
The network coherence verification (b) checks that at least one interval is associated
to each of the process steps.
The internal separation coherence check (c) ensures that a legal declaration of the
separation function is formulated. This check is given as:∑

i

(
σi,k

)
> 0 ∀k (6.3)

The separation connectivity check (d) verifies the coherence between the definition
of the separation tasks and the process interval connectivity. In particular, the

67

83



Chapter 6. Supporting methods and tools

check verifies that, if a process interval contains a separator, both a primary and a
secondary outlet are defined for such an interval. This is done as:∑

kk

(
ζk,kkS

)
≥ σi,k ∀i, k (6.4)

The connectivity internal coherence check (e) analyzes the specification of the data
defining the connection existing in the superstructure, to ensure that a coherent
network is defined. To this end, the logic ensures that all intervals representing a
processing step have at least one primary inlet and one outlet connection, that all
raw materials have no inlet and at least one outlet; and that all products have at
least one inlet and no outlet.∑

f,kk

(
ζk,kkf

)
≥ 1 ∀k 
∈ PROD(k) (6.5)

∑
k

(
ζk,kkP

)
≥ 1 ∀kk 
∈ RAW (kk) (6.6)

∑
kk,f

(
ζk,kkf

)
= 0 ∀k ∈ PROD(k) (6.7)

∑
k,f

(
ζk,kkf

)
= 0 ∀kk ∈ RAW (kk) (6.8)

The reactant availability (f) test verifies the reactants specified for a given reaction
can exist in the reactor inlet. This check is given as:

∑
k,f

(
F i,kUP

outf
· ζk,kkf

)
· ((1 + αi,kk · μi,kk)

) ≥ 0 ∀{i; kk} : γi,kk ≤ 0 (6.9)

where F i,kUP

outf
is calculated according to equations 5.10 - 5.13. It should be underlined

that this check performs the verification with respect to the availability of one reac-
tant at the time, without considering the limitation to selection of process intervals
given by the logical constraints. Therefore, this check represents a necessary (and
not sufficient) condition of the feasibility of the reaction specified.
The reaction mass balance check (g) ensures that reactions are specified in com-
pliance with mass conservation law. This check make use of the molecular weight
defined in the components layer to verify the coherence of the reaction stoichiometry
data γi,k,rr, as: ∑

i

(
γi,k,rr ·MW i

)
= 0 ∀rr; k (6.10)

The reaction internal coherence verification (h) checks the correct definition of re-
action stoichiometry, by verifying that at least one reactant and one product are
specified, and that the key reactant is selected coherently with respect to the stoi-
chiometry.
The limits attainability verification (i) aims at verifying that a configuration exist,
which allows to attain the defined limits. Depending on the type of limit enforced,
different formulations of the check can be derived. As an example, if the limit
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is given with respect to value of F i,kLO

in (meaning the minimum flow of a certain
component i in the inlet of interval k, the check is given as:∑

k,f

(
F i,kUP

outf
· ζk,kkf

)
≥ F i,kLO

in (6.11)

where F i,kUP

outf
is calculated according to equations 5.10 - 5.13. As for check (f), it

should be underlined that this check performs the verification with respect to the
attainability of one limit at the time, and without considering the limitations on
network configuration imposed by logical constraints. As a consequence, it consti-
tutes a necessary (but not sufficient) condition for the attainability of the limits
specified.

6.3 Wastewater characterization

As described in the introduction, one of the relevant applications of optimization-
based design is related to wastewater treatment and reuse networks. Such an appli-
cation presents some specific challenges, which are related to the complexity of the
chemical systems and processes typical of wastewater treatment engineering.
Among others, one of the challenges is related to the characterization of the contam-
inants contained in wastewater streams. A wastewater stream (whether originated
from an industrial or a domestic source) will typically contain a very large number of
chemical species, which are considered contaminants. Because of their number, it is
often impractical or impossible to track the composition of each of the contaminant
species; therefore it is common practice in the wastewater engineering community to
characterize water composition with respect to pseudo-components (Tchobanoglous
et al., 2003). In wastewater practice, the most followed approaches for contaminants
characterization are based on:

• traditional wastewater pseudo-components

• Activated Sludge Model (ASM) components

The traditional approach employs pseudo-components, based on first-principles. As
an example of this method, it can be considered how many organic compounds
present in wastewater (including protein, fatty acids, amino acids, etc.) are lumped
through the definition of Chemical Oxigen Demand (COD), a measure of the elec-
tron donor capacity of a given wastewater (Roels, 1983). Other examples include
the Biochemical Oxygen Demand (BOD), Total Kjeldahl Nitrogen (TKN), etc.
Despite having been widely used, this characterization is often too simplistic and
disregards important differences in wastewater composition especially with regards
to organic carbonaceous matter (Henze et al., 1993b, 2002). Moreover, since a
given contaminant may be detected by more than one analytical test, those pseudo-
components are not independent. This feature complicates the definition of mass
conservation relations (which have to be written in order to take into account those
redundancies), and therefore makes this characterization method not suitable for
modeling purposes.
The use of Activated Sludge Model (ASM) components represents an alternative for
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more detailed wastewater characterization. This method is based on 13 independent
pseudo-components, defined as reported in table 6.6.

Table 6.6. ASM1 compounds (Henze et al., 2002)

Xi Inert particulate organic matter
So Dissolved Oxygen
Xs Slowly biodegradable substrate
SNO Nitrate
XH Heterotrophic biomass
SNH Ammonia
XA Autotrophic biomass
SND Soluble biodegradable organic nitrogen
Xp Inert particulate from biomass death
XND Particulate degradable organic nitrogen
Si Inert soluble organic matter
SALK Alkalinity
Ss Readily biodegradable substrate

Within the wastewater community, the ASM wastewater characterization is con-
sidered a breakthrough achievement in the attempt to develop reliable mechanistic
modeling of wastewater treatment systems, which was pioneered by the release of
ASM1 (Activated Sludge Model No 1) by Henze et al. (1987). Since then this prin-
ciple of wastewater characterization has been extended to cover many wastewater
treatment aspects, and now constitute the basis of commercial process simulators
used in wastewater treatment engineering (e.g. Biowin, GPSx, WEST, etc.) and
commonly used by wastewater professionals (Sin et al., 2005).
Because of the higher level of detail that it can offer, as well as of its increasing
acceptance and use in wastewater treatment process simulators, the use of ASM
components appears as the most suitable characterization method for optimization-
based design of water and wastewater networks. Consequently, the ASM component
characterization has been integrated within the framework.
Nevertheless, depending on the source and composition of the wastewater to be
treated, different characterization methods may be more convenient. In some cases,
in fact, the representation of the full spectrum of ASM components may be not re-
quired, or result in a too complicated problem formulation. In other cases (especially
when the treatment of industrial wastewater is concerned, the ASM characterization
may not contain all the contaminants that need to be tracked.
In order to accommodate such cases, the ASM component list can be modified, in
order to disregard some of the components which are not needed. Similarly, it can
be expanded to consider other pollutants, such as for example metals (Cr6+, Cr3+,
Fe2+, Fe3+), gases (H2S, CO, CH4), etc.

Conversion between wastewater characterization methods

As mentioned before, although the ASM characterization is more convenient for
modeling purposes, the use of traditional parameters such as COD and BOD still
constitutes a standard within wastewater engineering. Consequently, conversion
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approaches are needed, in order to translate measurements between the 2 charac-
terization methods.
To this end, a pragmatic approach that relies on physical-chemical characterization
of wastewater adopted from BIOMATH and STOWA protocols is used (Sin et al.,
2005). This approach relies on pragmatic conversion relations, such as the ones
reported in equations 6.12 - 6.16 (in which the coefficients are referred to municipal
wastewater).
If needed, different characterization methods can be employed, as reviewed in Sin
et al. (2005).

COD = Xi +Xs + Si + Ss +XH +XB (6.12)

BOD = Xs + Ss (6.13)

Oil&Grease = 0.9 · (Xs + Ss) (6.14)

TSS = 0.75 · (Xi +Xs +XA +XH +Xp) (6.15)

TKN = (Xi +Xs + Si + Ss) · 0.05 (6.16)

where TSS is Total Suspended Solids and TKN is Total Kjeldahl Nitrogen.
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7

Software implementation

In this chapter, the software implementation of the framework described in the
previous chapters is presented. First EOLO, a software developed to facilitate the
task of data specification, is presented. Then, the practical implementation of the
optimization problems in GAMS is briefly discussed. Finally, the implementation of
bi-level solution methods is described.

7.1 EOLO

In order to automate some of the tasks of problem specification, the software pro-
gram EOLO has been developed in the C# environment.
EOLO is a user interface for the formulation of processing network problems based
on the generic process interval model, which has been designed according to the
hierarchical data structure presented in the previous section. The software employs
the relations between data layers (described in section 6.2.2) in order to facilitate
the task of data specification, integrating the functions of automatic specification
and data consistency checks.
Through these features, EOLO allows reducing the time needed for the formulation
of a network problem, while at the same time increasing the reliability of problem
specification.
Furthermore, EOLO integrates an excel-based database, where problem formula-
tions can be saved, hence allowing storage and systematization of information in a
library of raw materials, processes and products data.
A schematic representation of the use of EOLO for the formulation of different classes
of problems is shown in figure 7.1. The user specifies the data by compiling data
tables (with the support of the automatic data specification and coherence check
features), or retrieving them from the excel database. Once the problem formulation
is completed, EOLO generates a GAMS-readable binary file containing all problem
data, and a GAMS file containing all problem equations, corresponding to a de-
terministic single-stream formulation. When the generated file is executed, GAMS
automatically load the data from the binary file, solve the optimization problem and
generates an excel file containing the results.
Consequently, standard processing network problems can be formulated and solved
through the user interface of EOLO, without requiring any additional programming.
This allows reducing the time needed for the formulation of this class of problem,
as well as broadening the range of potential users of this optimization-based design
method, by making it accessible to professionals who are not experts in formulating
and solving optimization problems in GAMS.
At the present stage of development, EOLO does not support the automatic formu-
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lation of problems under uncertainty or multi-stream. This feature is considered as
one of the useful areas for further development (see section 11.4.1).
Nevertheless, the standard problem formulation generated by EOLO represents a
good starting point, that expert users can modify in order to obtain these more
complex problem formulations. In this way, the amount of work required for the
formulation of more complex problems is also reduced.

EXPERT USER

USERS

EOLO
user interface

Excel
DATABASE

CUSTOMIZED
PROBLEM

STANDARD
PROBLEM

Input
DATA FILE

Results
REPORT

Results
REPORT

Figure 7.1. Schematic representation of the use of EOLO for problem formulation

7.1.1 Formulation of network problems through EOLO

In this section, the execution of the workflow for problem formulation through EOLO
will be presented, by describing each of the components integrated in the software.

Selection of problem workflow

As a first step, the user is requested to specify if he/she intends to formulate a
new problem or to load an existing formulation from the problem database. Fur-
thermore, the class of problem which needs to be formulated is specified at this
stage, by selecting among deterministic and stochastic formulation, and specifying
whether a single- or multi-stream solution is required. As previously explained, at
the present stage EOLO implementation is completed for the formulation of deter-
ministic single-stream problem only, therefore only this option is currently available.

Layer 1: alternatives

In the first layer, data related to alternatives are specified by defining the number
of process steps, process intervals, components, utilities and reaction. Moreover,
intervals can be pre-allocated to the different steps.
A screenshot of EOLO interface for alternative specifications is reported in figure 7.2.
As explained in the previous sections, data specified in this layer set the dimension
of the vector and matrix for the lower layer data. This feature is exploited by EOLO,
which uses the data specified in the first layer to set up the structure for the other
data.
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Figure 7.2. Problem Formulation Software: user interface to input alternatives data

Layer 2: components

The second step of the problem formulation workflow is the definition of the data
related to the components. The component list is defined at this step, and among
the list utility components are identified through a check box.
For each component, relevant physical properties are specified. Specific prices are
defined for all the utility components, while other components prices are automat-
ically set to zero, according to the logic defined in table 6.4. A screenshot of the
components data layer tab in EOLO is reported in figure 7.3.

Figure 7.3. Problem Formulation Software: Components data

Layer 3: intervals

The third component of EOLO is related to the definition of data related to process
intervals. Those include all data required for the formulation of the process model
(with the exception of reaction data), as well as those required for the calculation
of the investment cost. Moreover, raw material and product prices are specified in
this step.
A screenshot of the alternative data layer tab in EOLO is reported in figure 7.4.
The interval tab is divided in 3 areas. On the left hand-side, an overview of all
process intervals and of their allocation to the different process steps constituting
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the superstructure is shown. In this section, the user can edit the intervals name,
as well as specify the cost function parameters associated to each of them. These
include the raw material cost (for intervals allocated to the first step) and product
prices (for intervals allocated to the last step). For the other intervals, those data are
automatically fixed to zero according to the automatic specification logic described
in table 6.4. Finally, the coefficients πk

Ca and πk
Cb for the capital cost calculation

(equation 3.34) are specified in the column denominated p and q.
By clicking on the raw corresponding to a process interval, its data are displayed in
the 2 tables on the right hand-side. In the bottom part, the user can define the value
of the parameter μut,i, which is used to calculate the utility consumption through
equation 3.2.
In the top table, for each interval allocated to step I the user can define the raw
material composition φi, the data related to utility mixing αi, separation σi and
waste production δi (in the figure identified as phi, alpha, split and SW respectively),
according to equations 3.3, 3.9 and 3.5.
The network coherence check and the separation coherence check (equation 6.3)
described in the previous chapter are automatically executed while the data are
specified, and warnings are issued when non legal specifications are defined by the
user.
An overview of the process tasks (e.g. utility, separation, etc.) which, based on the
specified data, are active for each process interval is displayed in the form of check
boxes.

Figure 7.4. Problem Formulation Software: Intervals data

Layer 4: connectivity

In the fourth layer, connectivity data are specified, by defining the possible con-
nections between the process intervals contained in the superstructure (see figure
7.5). In order to facilitate the specification of these data, for each source interval
(represented as rows of the matrix ζk,kkf ) the intervals allocated to the successive
step are highlighted in green.
This visualization facilitates the definition of connection data, by clearly identify-
ing recycle connections (appearing in the left hand of the green cells) and bypasses
(appearing on the right side of the green cells). As an example, it can be seen that
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the specification reported in figure 7.5 does not include any recycle stream; on the
contrary, the connection between interval III-2 and V-3 bypasses a process step.
Moreover, transportation data are also specified within this layer (see figure 7.6).
To facilitate this task, since transportation distances can be specified only if con-
nections are existing (table 6.4), EOLO highlights the existing connections in white
for the user to input the data, and automatically fixes the other values to zero.
The separation connectivity check (eq. 6.4) and the connectivity internal check (eq.
6.5-6.8) are also implemented automatically.

Figure 7.5. Problem Formulation Software: Connections data - connections

Figure 7.6. Problem Formulation Software: Connection data - transportation distance

Layer 5: reactions

The fifth data layer requires the specification of the reactions occurring in the pro-
cessing network, which corresponds to the definition of stoichiometry and conversion
for each of the reaction, as well as their allocation to process intervals.
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A screenshot of the reaction data tab of EOLO is reported in figure 7.7. In the top
part, for each of reaction (line), the stoichiometry is defined. The software verifies
the reaction data that are specified by the user by checking the mass balance and
the coherence of the defined stoichiometry. In the bottom part of the screen, for
each reaction a key reactant is chosen, and the reaction conversion is defined for
each process interval in which the reaction takes place.

Figure 7.7. Problem Formulation Software: Reactions data

Layer 6: limits

The definition of limits constitutes the sixth layer of the data architecture. This
step has not yet been implemented in EOLO, as well as the limit attainability test
described in the section 6.2.

Layer 7: miscellanea

The last layer of the data structure is concerned with the definition of miscellaneous
data. At the present stage of development of EOLO, this corresponds to the defini-
tion of penalty for waste emission, as well as to the definition of the data required
for the setup of the piecewise linearization of the capital cost constraints, according
to the bi-level decomposition scheme presented in section 5.2.1.
In particular, as highlighted in figure 7.8, the user can define the number of intervals
for the linearization as well as the grid with respect to the flow variable (indicated
as Γk,j in equation 5.2).

Superstructure Visualization

When the problem specification steps are completed, the superstructure resulting
from this formulation is visualized (see figure 7.9). When the problem specification
is saved, the corresponding GAMS file is generated. As described, this file can be
either executed in order to obtain the solution of the single-stream problem, or used
as starting point for the development of more sophisticated problem formulation.
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Figure 7.8. Problem Formulation Software: Miscellaneous data

Figure 7.9. Problem Formulation Software: Superstructure
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7.2 Optimization template files

In order to facilitate the development of the GAMS files corresponding to the opti-
mization problems that need to be solved at each step of the workflow, a template
approach has been developed.
For each of the problem formulations included in the workflow (deterministic, under
uncertainty, etc.) optimization template files have been developed in GAMS, both
for the single- and multi-stream problem definition, and according to non-linear and
piecewise linear capital cost constraint definition. These template files correspond
to generic formulations of the optimization problems described in chapter 4 based on
the generic process interval model structure presented in chapter 3, and are solved
according to the direct solution method suitable to their problem type (LP, NLP,
MILP, MINLP).
An overview of the template files is reported in table 7.1, where the name of the
template file corresponding to each formulation is reported.

Table 7.1. Template optimization files developed in GAMS for the execution of the
different steps of the workflow

# problem

single-stream multi-stream

non-linear piecewise lin. non-linear piecewise lin.
capital cost capital cost capital cost capital cost

3 deterministic S det.gms S P det.gms M det.gms M P det.gms
4 unc. mapping S map.gms S P map.gms M map.gms M P det.gms
5 uncertainty S unc.gms S P unc.gms M unc.gms M P det.gms
6 flexible S flex.gms S P flex.gms M flex.gms M P det.gms
7 report S rep.gms S P rep.gms M rep.gms M P det.gms

In order to allow their use for the formulation of different problems, the template
files employ a data-independent formulation of the optimization problem, and the
GDX functionality of GAMS (GAMS Development Corporation, 2011) is exploited
for data input-output from and to binary and Excel files.
As a result, the dataflow related to the execution of each template file is organized
as shown in figure 7.10: through GDX functionality, problem specification data are
read from a given excel or binary file, together with the initial value for the optimiza-
tion variables (if available). After the optimization problem is solved, the output
GDX functionality is used to generate the result file.
The execution of the template files, therefore, requires the specification of the pa-
rameters required by the GDX functionality for the execution of the above described
dataflow, which include the name and path of the input and output files, as well as
data range and dimensions.
These optimization template files correspond to the most standard formulation of
each of the described optimization problem, and are consequently suitable for simple
standard problems, which can be solved through direct solution.
When the formulation of customized or complex problem is required, the optimiza-
tion template files can constitute a good starting point for time-effective development
of more sophisticated problem formulations.

A schematic representation of the execution of the entire workflow, based on the
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TEMPLATE
FILE

PROBLEM
DATA

INITIAL
VALUE

RESULTS

Figure 7.10. Schematic representation of the dataflow associated to a template file,
where the dashed line represents an optional input

successive solution of different optimization template files is reported in figure 7.11,
where the integration of dataflow and software tools is highlighted.

7.3 Implementation of bi-level solution methods

When standard problems (based on the generic interval model formulation) are con-
cerned, a practical implementation of the bi-level decompositions algorithms pre-
sented in chapter 5.2 has been developed, allowing the automation of some of the
steps required for their execution. This automation is realized through a devel-
opment of 3 solution programs implemented in GAMS, for the execution of the 3
different solution methods.
Although differences between these solution files exist (reflecting the differences be-
tween the bi-level decompositions with respect to selection and relaxation of the
complicating constraints), these programs are characterized by a common structure.
Furthermore, these solution programs are generic, and therefore can be used for the
solution of all problems generated according to the standard formulation.
A schematic representation of the workflow needed for the execution of the bi-level
decomposition with the support of the described solution files is shown in figure
7.12.
As first step of the workflow, the user is requested to define the termination criteria
and to specify the path where the GAMS file and the data file generated by EOLO
are located.
Then, the user executes the solution file, which automatically performs a series of
tasks (represented in blue), corresponding to one major iteration of the decomposi-
tion algorithm. In particular, the program loads the solution of previous iterations,
based on which integer cuts are generated. The relaxed sub-problem is then formu-
lated and solved, identifying an upper bound for the objective function value and a
topology. The topology is fixed and the local problem is formulated and solved, re-
sulting in a lower bound of the objective function. Finally, upper and lower bounds,
topology and other relevant results are saved in a binary file, where the solution of
each iteration is stored, and the automatic section of the solution is concluded.
At this point, the user analyzes the results; if any termination criterion is met, the
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Step 3: Deterministic Solution

Step 4: Uncertainty mapping

Step 5: Decision-making
under uncertainty

Step 6: Flexible network
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Legend:

Figure 7.11. Schematic representation of workflow and dataflow in the practical imple-
mentation of the framework
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solution is stopped, and the best local solution identified is reported. Otherwise,
the user starts a new iteration, by executing the solution file again. The procedure
is repeated until one of the termination criteria is met.
Even though the automation of the solution is not realized to its full extent, the
described approach simplifies the execution of the bi-level decompositions, by au-
tomating some of the time consuming tasks such as problem reformulation, as well
as facilitating the dataflow, with respect to storage of upper and lower bounds and
generation of the integer cuts.

MANUAL Input problem file
path

Formulate local problem

DATAFLOW

WORKFLOW
Solve relaxed sub-problem

Solve local subproblem

y*; ZUB

NO YES

Formulate relaxed sub-
problem

Automated section

START

STOP

Process results, generate
binary file

ZLO

ZLOit; ZUPit

y* it

Load file, initialize iteration
and generate integer cuts

MANUAL: Analyse results,
check termination criteria

Execute
new iteration?

MANUAL: Define
termination criteria

Results:
Z*, y*, GAP

SOFTWARE
TOOLS

BINARY FILE

USER

Task (automatic)

Task (manual)

ZLO : lower bound

ZUP : upper bound

y* : solution topology

it: iterations index

Legend:

Figure 7.12. Schematic representation of the practical implementation of bi-level solu-
tion strategy. Upper and Lower bound are referred to maximization problem
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Introduction to the case studies

In the third part of the thesis, the features of the integrated business and engineering
framework for synthesis and design of processing networks are highlighted, through
the formulation and solution of 3 case studies.
The first case study, called Network Benchmark Problem (NBP) is a numerical exam-
ple, proposed in order to demonstrate the framework as well as test and benchmark
the different solution methods presented in chapter 5.
The second case study, called Soybean processing, is a large synthesis and design
problem of industrial relevance, developed in collaboration with the partner com-
pany Alfa Laval, in order to demonstrate the features of the framework with respect
to handling large and complex problems, as well as the value of considering uncer-
tainty in the decision-making process.
The third and last case study, called Oil refinery wastewater treatment and reuse,
aims at exploring one of the most relevant applications of the framework, which is
the design of wastewater treatment and reuse networks. Through this case study,
the problem of integration of wastewater specific knowledge within the synthesis
and design problem is explored, and the solution algorithm for the solution of large
multi-stream problems is explored.
In the following chapters, these 3 case studies will be presented. The formulation
and solution of the design problems will be briefly explained, in relation to the struc-
ture of the framework presented in the previous chapters.
For each case study, statistics related to the computational time required for the
solution of the associated optimization problem are reported, as an indication of the
computational resources needed. The CPU time reported in the following chapters
are related to the solution performed on a standard computer, equipped with CPU
Intel Core i5 2.53GHz.
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8

Network Benchmark Problem

The Network Benchmark Problem (NBP) is a small numerical example that is pro-
posed for demonstration and benchmarking of the framework. All NBP’s data and
models are reported in appendix C. In this chapter, the application of the framework
to the solution of the NBP is described.
In order to demonstrate different features of the framework, the NBP will be solved
for 2 cases. In the first case, called NBP solution 1, the single stream formulation
of the NBP problem will be solved subject to data uncertainty, according to the
workflow described in chapter 4. The obtained results will be analyzed, in order to
highlight the information content and the value of the results report generated in
the last step of the framework.
In the second case, (called NBP solution 2 ) a multi-stream formulation of the NBP
problem will be solved in deterministic conditions, using different solution methods
among the ones presented in chapter 5, in order to illustrate and benchmark them.

8.1 NBP solution 1 (single-stream)

8.1.1 Step 1: Problem formulation

The objective of NBP is the synthesis and design of the single-stream processing
network that maximizes the Earnings Before Interest and Tax (EBIT), under un-
certain conditions.
The superstructure is composed of 2 possible raw materials, 6 process intervals or-
ganized in 3 processing steps, and 4 potential products (see figure 8.1).
The component list contains 4 process components (C-1, C-2, C-3, C-4) and one
utility component (U-1).

Data collection and model specification

In agreement with what stated in note 1 (section 5.2.1), the problem is formulated
using piecewise linearization of the capital cost constraints, resulting in a MILP
problem.
Despite being a small problem, the formulation of the NBP requires the definition
of 2260 equations and the specification of 1299 data.
The formulation task is performed through the software EOLO, in order to test its
features and evaluate the support that such a software tool can offer to the workflow
of problem specification.
The first step of the formulation workflow is the specification of data related to
alternatives, which constitute the first layer of the data architecture presented in
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II-2

I-1

I-2

II-3

II-1

III-2

IV-1

III-1
V-1

V-2

V-3

V-4

Figure 8.1. NBP superstructure

section 6.2. The list of process intervals, of process steps, of process and utility
components and reactions is therefore defined, through the manual specification of
24 data (12 intervals, 5 steps, 5 components, 5 relative to the allocation of these
components to the utility list and 2 reaction).
As a second step, components data such as molecular weight and utility price are
defined. Since only one component has been identified as utility in the previous
layer, the utility price for the remaining 4 components is automatically set to 0. As
a consequence, out of the 10 data specified in this step, 4 are automatically fixed by
the software based on a value relation between layer 1 and layer 2 data.
The third step is constituted by the specification of data related to intervals (third
layer). Those include raw materials composition and price, products price, utility
consumption, waste production and product separation data, as well as capital cost
data. A total of 648 data are specified in this step, out of which 464 are automati-
cally specified due to value of data set in previous layers. Moreover, 17 consistency
checks are automatically imposed on the manually specified data, as described in
section 6.2.
In the fourth step connectivity data are specified. Out of the 288 data fixed in this
step, 174 are automatically specified, and 42 consistency checks are enforced.
The fifth step consists of the definition of data related to reactions (fifth layer). Sto-
ichiometry and conversion for each of the reactions are defined; 38 data are specified
by the user, 207 are automatically fixed and 8 consistency checks are imposed.
In the sixth step 72 data related to limits are specified, subject to 2 consistency
checks.
Finally, in the last step of the problem formulation miscellaneous data are specified.
This layer includes the time horizon for the calculation of the EBIT, the price for
the emission of wastes, and the grid points for the piecewise linearization of the
capital cost constraints. A total of 12 data is specified at this step.
The problem formulation statistics reported in table 8.1 show that all 1299 required
data are specified through EOLO.
Moreover, 849 data (65% of the total) are automatically specified based on upper-
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8.1. NBP solution 1 (single-stream)

layer data, reducing the number of manually specified data to 440. Finally, 70
consistency checks are automatically defined and imposed on the manually specified
data, contributing to guarantee consistent problem formulation.
Furthermore, EOLO automatically generates a GAMS readable file, which can be
executed in order to obtain the deterministic solution (step 3 of the workflow), with-
out requiring any additional programming.

Table 8.1. Statistics for NBP problem formulation
n specified n manually n automatically n consistency

data specified data specified data checks imposed

Alternatives 24 24 - 1

Components 10 6 4 -

Intervals 648 184 464 17

Connectivity 288 114 174 42

Reactions 245 38 207 8

Limits 72 72 - 2

Miscellaneous 12 12 - -

Total 1299 450 849 70

8.1.2 Step 2: Uncertainty domain definition

The second step of the workflow focuses on the characterization of the domain of
uncertainty for the analysis.
In this case, 5 data are identified as sources of uncertainty: 2 raw material prices, 1
product price and 2 raw material compositions data.
The uncertainty associated to these data is described in terms of probability distri-
bution, as reported in table 8.2.
The correlation between the uncertain data is described in terms of correlation be-
tween each data pair, which is reported in table 8.3. As an example, the correlation
between the two raw material price data (πI−1

R and πI−2
R ) is defined as 0.8, indicat-

ing the existence of a strong positive correlation between these data. The uncertain
parameter space is sampled using Latin Hypercube Sampling (LHS) technique, and
200 future scenarios with equal probability of realization are generated, and reported
in figure 8.2.
The correlation between the uncertain data is reflected in the sampling procedure by

Table 8.2. NBP solution 1: probability distribution of the uncertain data

Data Mean
Probab.
distr.

Min Max Description

πI−1
R 16 Uniform 13.92 18.08 raw material I-1 price

πI−2
R 18 Uniform 16.92 19.08 raw material I-2 price

πV−3
P 70 Uniform 52.5 87.5 Product V-3 price

φC−2,I−1 15 Uniform 10.5 19.5 comp. C-2 flow in raw material I-1
φC−2,I−2 20 Uniform 8 32 comp. C-2 flow in raw material I-2
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Table 8.3. NBP solution 1: correlation matrix for the uncertain data
πI−1
R πI−2

R πV−3
P φC−2,I−1 φC−2,I−2

πI−1
R 1 0.8 0.4 -0.2 0

πI−2
R 0.8 1 0.4 0 0

πV−3
P 0.4 0.4 1 0 0

φC−2,I−1 -0.2 0 0 1 0.4

φC−2,I−2 0 0 0 0.4 1

using the rank correlation method of Iman and Conover (1982), as shown in figure
8.2.

Figure 8.2. NBP solution 1: sampling

8.1.3 Step 3: Deterministic solution

The uncertain data are fixed at their expected values, and a deterministic MILP
problem constituted by 2260 constraints and 120 binary variables (12 associated to
the selection of process intervals and 108 related to the piecewise linearization of
capital cost constraints) is formulated and solved in GAMS, using CPLEX solver
version 12.
As a result the optimal network reported in figure 8.3 is identified, and a corre-
sponding EBIT value of 4038.826 k$/yr is calculated.
Stream table and utility table for the results are shown in tables 8.4 - 8.5
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8.1. NBP solution 1 (single-stream)

Table 8.4. NBP solution 1: deterministic solution - stream table
II-2 III-1 V-1 V-2

C-1 78.0 78.0 54.6 23.4
C-2 15.0 0.8 0.8
C-3 7.0 19.5 15.6
C-4 12.5 12.5

Table 8.5. NBP solution 1: deterministic solution - utility table
II-2 III-1

uA 22.5 70.2

II-2

I-1

I-2

II-3

II-1

III-2

IV-1

III-1
V-1

V-2

V-3

V-4

Figure 8.3. NBP solution 1: deterministic solution
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8.1.4 Step 4: Uncertainty mapping

For each of the 200 future scenarios generated in step 2, a separate optimization
problem is formulated and solved.
The results are summarized in figure 8.4. On the left hand-side of the figure, the
cumulative probability distribution of objective function value is reported. The
interpretation of the plot is the following: for every value of EBIT represented on
the x-axis, the probability of obtaining an objective function value greater or equal
is read on the y-axis. For this case, a large variability of objective function value is
observed for different future scenarios, with EBIT values spanning from 2399.5 to
5846.9 k$/yr.
On the right hand-side, the different topologies that have been identified as optimal
for different realizations of the uncertain data are plotted against their probability.
For this case, the exploration of the uncertainty domain defined in step 2 leads to
the identification of 6 different networks.
More details with respect to the different topologies obtained are reported in tables
8.6 and 8.7. From these tables, it can be seen that none of the intervals is always
part of an optimal network, while 2 of them (II-3 and IV-1) are never part of one.
These results indicate that the uncertainty in the data has a large impact on the
decision-making and on the performances metrics, and therefore needs to be carefully
considered in the decision-making process.

Figure 8.4. NBP solution 1: Uncertainty mapping - Results
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Chapter 8. Network Benchmark Problem

8.1.5 Step 5: Solution under uncertainty

The problem under uncertainty is formulated and solved using sample average ap-
proximation (SAA), resulting in the formulation of a deterministic MILP equivalent
constituted by 398,669 constraints and 120 binary variables.
The optimal network under uncertainty, reported in figure 8.5, is different from the
optimal solution obtained under deterministic conditions, and a different interval is
selected for step 2. The expected value of EBIT is calculated as 2778.089 k$/yr.

II-2

I-1

I-2

II-3

II-1

III-2

IV-1

III-1
V-1

V-2

V-3

V-4

Figure 8.5. NBP solution 1: solution under uncertainty

8.1.6 Step 6: Optimal flexible solution

The flexible problem is formulated as a two stage stochastic programming, as de-
scribed in section 4.6, resulting in the formulation of a deterministic equivalent
MILP problem constituted by 609,910 constraints and 2508 binary variables, which
is solved via the bi-level decomposition approach presented in section 5.2.2.
The solution is obtained in 3 iterations and the solver stops because of deterioration
of the upper bound. The progress of the lower and upper bound over the proceeding
of the algorithm are reported in table 8.8.
As a result, the network reported in figure 8.6 is identified. For the first 2 steps,
2 intervals are selected as part of the optimal network, resulting in a redundant
structure. Such a redundancy allows a greater operational flexibility, which can be
exploited at operational stage once additional knowledge on the uncertain data be-
comes available, to select the most profitable operational policy.
The increase in operational revenues which is obtained, compensates the additional
capital investment required, resulting in an expected EBIT of 3297.947 k$/yr, cor-
responding to an increase of more than 5.5% with respect to the optimal network
under uncertainty. Such an improvement is obtained thanks to the integration of
operational flexibility considerations in the design decision-making phase.
The solution statistics with respect to the NBP problem under uncertainty in the
different steps of the workflow are reported in table 8.9.
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Table 8.8. NBP solution 1: flexible solution through bi-level decomposition
Iteration Bounds Topology

iteration 1
UB1=3736.408

I-1; I-2; II-1; II-2; III-1; III-2; V-1; V-2; V-3
]

LB1=2288.271

iteration 2
UB2=3508.548

I-1; I-2; II-1; II-2; III-2; V-3
LB2=3099.514

iteration 3
UB3=2891.587

I-1; I-2; II-1; II-2; III-1; III-2; V-1; V-2
LB3=2068.667

II-2

I-1

I-2

II-3

II-1

III-2

IV-1

III-1
V-1

V-2

V-3

V-4

Figure 8.6. NBP solution 1: flexible solution

Table 8.9. NBP solution 1: statistics

Problem D
e
te
rm

in
is
ti
c

U
n
d
e
r
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n
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rt
a
in
ty

F
le
x
ib
le

n binary variables 120 120 2508
n constraints 2,260 398,669 609,910

Relative optimality tolerance 1.00E-06 1.00E-06 1.00E-06
CPU time (s) 0.33 56.12 316.41

Solution algorithm direct direct bilevel decomp.
n outer iterations - - 4

Average CPU time for 1 iteration (s) - - 79.1

97

113



Chapter 8. Network Benchmark Problem

8.1.7 Step 7: Report generation

As a final step, a report containing the above described results and the indicators
is generated, providing an overview of all the information obtained and a documen-
tation of the problem specification for which the results have been obtained. The
summary section of the report, containing the most relevant information and results
to be considered in the decision-making, is reported in table 8.10.
As the report shows, different networks are obtained as solution of the deterministic
and stochastic problems.
Useful information with respect to the impact of data uncertainty on the decision-
making problem and on the profitability of the investment are obtained through the
calculation of the below mentioned indicators.
In particular, the Expected Value of Perfect Information (EVPI, equation 4.26) is
958.319k$/yr (24% of the EBIT). This value represents the expected performance
gain, which could be obtained if the exact value of the uncertain data was known
prior to taking the design decisions. As discussed in chapter 4, this indicator pro-
vides also a measurement of project maturity, and can be used to support process
management decisions (along with other consideration, such as time-to-market, com-
pany strategy etc.).
An important indicator of the value associated with the execution of the design un-
der uncertainty is constituted by the Value of the Stochastic Solution (VSS, equation
4.27). For the NBP problem, large VSS are obtained, indicating the importance of
considering the uncertainty in the decision-making process. In particular, by allow-
ing the identification of the flexible network structure reported obtained as solution
of step 6, the framework is estimated to contribute to a return of 954.955 k$/yr in
terms of EBIT.
The Uncertainty Price (UP, equation 4.28) shows the decay in financial performances
of the investment, due to the need of considering uncertainty in the decision-making.
The effectiveness of the flexible network in making use of network flexibility to mit-
igate the consequences of the uncertainty is shown by the reduction in UP (−38%)
with respect to the optimal network under uncertainty.
On the base of these results, the analysis suggests the flexible network as the best
decision.

Table 8.10. NBP solution 1: Solution Report

Solution Network
EBIT
(k$/yr)

Deterministic network I-1; II-2; III-1; V-1; V-2 4038.826
Network under uncertainty I-1; II-1; III-1; V-1; V-2 2778.089

Flexible network I-1; I-2; II-1; II-2; III-2; V-3 3099.514

Indicator
VSS UP EVPI

(k$/yr) (k$/yr) (k$/yr)
Network u/ uncertainty 633.529 1260.737

958.319Flexible network 954.955 939.312

98

114



8.2. NBP solution 2 (multi-stream)

8.2 NBP solution 2 (multi-stream)

8.2.1 step 1: Problem formulation

The formulation of the NBP solution 2 is based on the modification of solution 1,
described in section 8.1.1. With respect to the NBP solution 1, a limit to the max-
imum productivity of product V-1 is enforced, through the definition of constraint
8.1: ∑

i

(
F i,V−1
IN

)
≤ 50 (8.1)

For the sake of focusing on the solution of multi-stream problems, uncertainty is
not considered in the formulation NBP solution 2. Therefore step 2 and 4-7 of the
workflow are not executed.

8.2.2 step 3: Deterministic solution

The multi-stream problem results in the formulation of a non-convex MINLP, with
2,260 equations and 120 binary variables.
In order to benchmark the performances of different algorithms, the problem has
been solved according to different solution strategies, such as:

1. DICOPT

2. BARON

3. Bi-level decomposition algorithm

4. Multi-level domain partitioning

DICOPT

The first solution has been obtained via the OA/ER algorithm implemented in the
solver DICOPT. While being able to solve extremely large problems, such a solver
is not designed to handle non-convex constraints, since part of the feasible space
is eliminated by the linearizations performed at each iteration. Consequently, its
use for the solution of non-convex problems may lead to local optima or infeasibile
solutions (Grossmann et al., 2011).
In the case of the NBP solution 2, DICOPT identifies a local optimum, with a value
of EBIT of 2204.14 k$/yr.

BARON

As described in chapter 5, BARON is a global solver specifically designed to identify
the global solution of non-convex problems. When applied to the NBP, BARON
requires a CPU time of 7.48 seconds to identify a solution characterized by an EBIT
value of 2318.09 k$/yr. Moreover, BARON is able to prove the global optimality of
the obtained solution through the convergence of the bounds.
The results (reported in figure 8.7 and table 8.11) show that, in order to satisfy the
limit imposed by equation 8.1 on the maximum productivity of V-1, the outlet flow
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of interval II-1 is split and 91% of the flow is fed to III-1, while the remaining 9% is
allocated to interval III-2, resulting in the production of product V-3.

II-2

I-1

I-2

II-3

II-1

IV-1

III-1
V-1

V-2

V-4

III-2

V-3

Figure 8.7. NBP solution 2 (multi-stream): topology of the global optimum solution

Table 8.11. NBP solution 2 (multi-stream): Stream table of the global optimum solution

F i,k
IN II-1 III-1 III-2 V-1 V-2 V-3

C-1 78.00 71.23 6.77 49.86 21.37 6.77
C-2 15.00 1.37 0.13 0.14 1.23 0.08
C-3 7.00 6.39 0.61 5.11 0.06
C-4 0.55

Bi-level decomposition algorithm

The third solution method consists in the execution of the bi-level decomposition
algorithm for multi-stream problems, which have been presented in section 5.2.2,
supported by the described domain partitioning and strengthening cuts strategies.
For the domain partitioning, a 2x2 equidistant grid is implemented.
The relaxed problem identifies an upper bound of 2419.37 k$/yr, and the lower
bound of 2318.09 k$/yr (corresponding to global optimum) is identified in the first
iteration, as solution of the local sub-problem.
The procedure is stopped for deterioration of the upper bound; a CPU time of 1.33
seconds is required for the identification of the global optimum.

Multi-level decomposition algorithm

The fourth method applied to the solution of the NBP is the multi-level algorithm,
which has been described in section 5.2.2 and figure 5.4. The grid for the first level
relaxation is constituted by an equally spaced 2x2 grid, equal to the one employed
in the previous case. The second level grid is built partitioning each of the active
intervals through a 2x2 grid.
The first level relaxation corresponds to the upper bound sub-problem solved with
the previous method, and leads to the identification of the same upper bound. In
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the second level, the resolution of the grid is increased in the vicinity of the solution
identified in the first level, resulting in a tighter relaxation. As a consequence, the
value of the upper bound is improved to 2336.20 k$/yr. The local problem leads to
the global optimum solution of 2318.09 k$/yr identified earlier.
The procedure is stopped because of deterioration of the upper bound. In total, a
CPU time of 2.69 seconds is required or the identification of the global optimum,
with a relative optimality tolerance of 0.8%.
In order to study the influence of the definition of the domain partitioning grid on the
performances of multi-level decomposition algorithm, the problem has been solved
for different grid definitions. The results, summarized in table 8.13, show that the
relaxed sub-problem was able to identify the correct topology at the first iteration
in all cases. The grid definition, as expected, appears to have a large impact on the
relative tolerance obtained, as well as on the computational time required for the
solution.

8.2.3 Comparison of the solution methods

From the comparison of these 4 solution methods (summarized in table 8.12), a
number of considerations can be made. As expected, DICOPT has not been able
to identify the global optimum of the non-convex problem, and returned a local
solution whose performances (in terms of objective function value) were 5% worse.
On the contrary, BARON has shown the capability of solving a problem of this size
and complexity to global optimality, as well as to prove the optimality through the
convergence of the two bounds. The problem has been solved via direct solution,
without requiring any problem reformulation or conditioning. Because of its ease of
use and flexibility, therefore, BARON appears as the most suitable option for the
solution of small problems.
Both bi-level and multi-level decomposition have shown the ability of solving the
problem to global optimality, in a fast and reliable manner. In particular, the multi-
level relaxation has proven the ability of tightening the upper bound (for maxi-
mization) to a considerable extent, while requiring moderate extra computational
resources. Because of this feature, the multi-level relaxation appears to be a suitable
method for the solution of large multi-stream problem.
As described in section 5.2, from a user perspective the main drawback associated
to the use of bi- and multi-level decompositions lays in the problem reformulation
that these strategies require.
This observation underlines the significance of tools integration, which constitutes
one of the key features of the developed framework. The integration of models and
solution strategies within a common framework, in fact, enables the automation of
the required reformulations (as described in section 7.3), contributing to manage
the complexity associated to these algorithms.
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8.3. Conclusions from the NBP case study

8.3 Conclusions from the NBP case study

In this case study, the NBP has been used as a numerical example in order to
demonstrate the features of some of the key elements integrated in the framework.
In particular, through the NBP solution 1 the simplification of the data specification
workflow obtained by the development of the software EOLO has been shown.
Furthermore, the workflow for synthesis and design of a processing network under
uncertainty has been demonstrated, highlighting the increase in mathematical com-
plexity that derives from the inclusion of uncertainty (with respect to number of
constraints and variables) in the decision-making process.
The capability of the framework to manage such a complexity has been highlighted
by solving the problem under uncertainty, obtaining a robust and a flexible solution.
Finally, the informative value of aggregating all the results obtained in a report, con-
taining the most relevant outcomes as well as some indicators useful to understand
the impact of uncertainty on the decision-making problem, has been demonstrated.
With the solution of the NBP solution 2, moreover, the capability of the framework
to deal with the additional complexity of multi-stream cases, requiring the formula-
tion of non-convex problems, has been demonstrated.
In particular, the comparison between the solution strategies has indicated that
multi-level decomposition may lead to the identification of good upper bounds for
the objective function, at a moderate computational cost. Consequently, this strat-
egy appears as a suitable method for the solution of large non-convex problems,
which cannot be solved directly through BARON due to their size and complexity
(Sahinidis and Tawarmalani, 2011).

103

119



Chapter 8. Network Benchmark Problem

104

120



9

Soybean Processing

The second case study is related to the problem of synthesis and design of a pro-
cessing network for soybean processing.
Soybean (Glycine max ) has become one of the most important agricultural com-
modities, with a steadily increasing global production, which reached 248 MMT in
2009 (Thoenes, 2009). The average composition of soybean is reported in table 9.1
(Hammond et al., 2006).
One of the reasons motivating its importance in the agri-food business lays in

the variety of its use. Soybean, in fact, can be used as a raw material for a wide
range of food, feed and pharma products: soybean oil, for example, is widely used
as cooking or dressing oil, but can also have feed or technical applications, or be
used as raw material for biodiesel production. Furthermore, defatted soy-beans are
a low-cost source of protein, used to substitute animal protein in a wide range of
feed and food products. Moreover, several soy by-products have specific functional-
ities, which are exploited in a number of high-end applications. As an example, soy
lecithin is used in a wide variety of food and pharmaceutical products as emulsion
stabilizer. Tocopherols finds application as antioxidant in pharmaceuticals, as well
as natural preservatives for packaged food. Other by-products such as hulls and
fatty acids are mostly used as feed ingredients.
Soybean processing being a low margin operation, profitability is achieved only if
all different seed components are allocated to commercially valuable products and
by-products, in an optimal manner (Chicago Board of Trade, 1998). Determining
the optimal allocation of the different components of this resource is a relatively
complex task, because of the wide spectrum of potential products, as well as of the
mutual interactions between them.
Since the market of agricultural commodities is highly volatile, the optimal resource

Table 9.1. US average soybean composition, dry basis (Hammond et al., 2006)

Component % weight Standard deviation
Protein 40.69% 0.51
Lysine 2.56% 0.11

Methionine 0.57% 0.03
Cysteine 0.72% 0.06

Tryptophane 0.52% 0.05
Threonine 1.54% 0.07

Oil 21.38% 0.64
Ash 4.56% 0.34

Carbohydrate 29.4% 3.29

105

121



Chapter 9. Soybean Processing

allocation changes frequently over time, urging soybean processing companies to re-
think their product portfolio frequently (Thoenes, 2009).
Although market-related models exist, to support the decision-making related to
the trading of such resources (Chicago Board of Trade, 1998), to the best of our
knowledge we are not aware of the existence of any decision-making tool to support
synthesis and design of optimal processing networks in particular by realizing the
integration of the market- and engineering-related dimensions of the problem. Con-
sequently we argue that the soybean industry sector in particular (and in general all
the agro-industrials sector), could benefit from the development and the application
of the integrated business and engineering framework, because of the reasons dis-
cussed in section 1.1. For this reason, the problem of soybean processing has been
selected as a relevant case study.
The case study has been developed in collaboration with Alfa Laval, a global and
well established player in the oilseed processing business. The partnership with
Alfa Laval facilitated the gathering of all data and models required for the problem
formulation. Moreover, it provided a mean of validation of the results obtained
from the analysis. To protect the confidentiality of Alfa Laval’s proprietary data,
all results reported in this chapter are based on scaled measurement units called
unit-mass and unit-cost, equivalent to mass and cost units.
In order to highlight the versatility of the tool, the problem is solved for 2 cases,
denominated Soybean processing solution 1 and Soybean processing solution 2. In
Soybean processing solution 1, the design problem is solved for deterministic condi-
tions, with the goal of maximizing the Gross Operating Income (GOI). Four different
scenarios are considered with respect to data values, and the differences in terms of
the obtained results are discussed. In solution 2, the problem of processing network
design under uncertainty is considered, aiming at the maximization of the expected
Earning Before Interests and Tax (EBIT), in an environment characterized by mar-
ket, technical and supply uncertainty.

9.1 Soybean processing solution 1

9.1.1 Step 1: Problem Formulation

Problem Definition

The problem is defined as a resources allocation problem, assuming the availability
of 100 unitmass of 2 soybean supplies, characterized by different quality (with re-
spect to their lecithin content). The design of a new processing network is studied,
and therefore no topological constraints related to pre-existing processing capacity
are considered. Gross Operating Income (GOI) is selected as the objective function
(equation 3.35). For the sake of simplicity, production of biodiesel is considered out
of the scope of the problem.
All knowledge and data relevant to the problem are collected by integrating the
information available in the open literature with the industrial knowledge of Alfa
Laval.
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9.1. Soybean processing solution 1

Superstructure definition

The superstructure generation method described in section 6.1 (figure 6.1) is used in
order to define the search space for the optimization problem. In the next section,
the application of the method to the soybean case study is described.

Superstructure Generation Method

Step 1: Problem definition The goal is defined as the synthesis of a superstruc-
ture for soybean processing, employing standard edible oil processing technologies.
The scope is to cover all the value chain of soybean-related products, including
food, feed and pharmaceutical ingredients production. As stated above, biodiesel
production is not included in the scope.

Step 2: Raw materials properties, products properties and synthesis rules
definition As stated in the introduction, the raw material list contains soybean
of 2 different qualities with respect to lecithin content (reported in table 9.2, where
lecithin is identified as Hydratable Phosphorous, HP). Based on information in the
open literature and on Alfa Laval expertise, a product list constituted by 16 potential
products, covering a wide spectrum of soy-based products such as oil, meal and
pharmaceutical ingredients is compiled, as reported in table 9.3.
Finally, the synthesis rules reported in table 9.4 are generated, based on commercial,
engineering and regulatory insights from Alfa Laval or from the open literature.

Table 9.2. Raw Material list
R1 R2

Components* Low Quality Soybean High Quality Soybean

TAG 18.10% 19.00%
DAG 0.20% 0.10%
MAG 0.10% 0.00%
FFA 0.10% 0.07%
HP 0.20% 0.40%
NHP 0.60% 0.40%
water 12.50% 12.50%

tocopherols 0.04% 0.04%
tocotrienols 0.01% 0.01%

sterols 0.07% 0.07%
protein 36.00% 38.00%
fiber 17.00% 14.40%

*TAG: triacylglycerides, DAG: diacilglicerides, MAG: monoacilglicerides, FFA: free fatty

acid, HP: hydratable phosphorous (lecithin), NHP: non-hydratable phosphorous

As stated in note 4, the execution of the superstructure generation method becomes
complex and cumbersome, when such a large number of options are considered for
raw materials and products. In order to cope with this complexity, the incremental
superstructure synthesis procedure described in section 6.1 is adopted for this case
study, and the synthesis procedure is executed iteratively, for different definitions of
raw materials and products groups.
In the next paragraphs, the execution of the iterative procedure is described.
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Table 9.3. Product list
Tag Name Composition Process requirements
P1 Pressed Oil Oil No solvent extraction
P2 Refined Oil Oil
P3 Tocopherols Tocopherol
P4 Tocotrienols tocotrienol
P5 Toco Mix Tocopherol, tocotrienol
P6 FFA FFA
P7 Sterols Sterols
P8 FADD Tocopherol, tocotrienol, sterols, FFAA
P9 Lechitin Hydratable phosphorous 50%, oil 50%
P10 Gums Hydratable phosphorous 33%, oil 33%,

water 33%
P11 LowPro Meal Protein 33%, Fiber 53% Oil 2%,

Water 12%, Hexane¡150ppm
P12 Enhanced Meal Protein 33%, Fiber 53%, Oil 2% Enzymatic treatment

, Water 12%,Hexane¡150ppm for digestibility
P13 HighPro Meal Protein 37%, Fiber 49% Oil 2%,

Water 12%, Hexane¡150ppm
P14 Protein Concentrate Protein 65%, Fiber 35%
P15 Fibers Fiber 80%, Protein
P16 Hulls Fiber 80%, Oil, Protein Water

Table 9.4. Synthesis rules defined based on Alfa Laval expertise
Rule Description
R-1 Refining of lipids can be performed only after removal of proteins and

fibers
R-2 Lipids/fibers separation cannot be performed after protein separation
R-3 Refining of oil microcomponents can be done only after microcomponents

have been separated from the oil
R-4 Refining of phospholipids can be done only after Phospholipids separa-

tion from oil
R-5 The network should always lead to the production of oil (P1 or P2)
R-6 Mixing of previously separated compounds is not allowed
R-7 Arrangements which facilitate heat integration should be privileged
R-8 Meal treatment can be executed only after lipids separation
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9.1. Soybean processing solution 1

Step 2b (iteration 1 ): Raw material and product groups definition In
this step, required for the execution of the incremental procedure, raw materials and
products are grouped according to their properties.
As described, each iteration is based on a different definition of these groups. For
the first iteration, a small number of coarse groups is defined; at each iteration,
progressively finer groups are defined, until the overall complexity of the problem
is considered. For this case study, 3 iterations of the incremental superstructure
synthesis procedure are performed. The first 2 iterations are executed considering
the raw materials and product groups reported in table 9.5, while the final iteration
considers the original raw material and product list defined in step 2.
The interpretation of table 9.5 is the following: in the first iteration of the method,
Tocopherols and Lecithin (which were identified as 2 separate products in table 9.3)
are considered together as part of a lipids product group. In the second iteration,
on the other hand, these products are considered in separate groups, as microcom-
ponents and phospholipids respectively.

Table 9.5. Definition of raw material and product groups for the 2 iterations

RAW MATERIALS Grouping
Tag Raw Materials iteration 1 iteration 2

R1 Low-quality soybean
SOYBEAN SOYBEAN

R2 High-quality soybean

PRODUCTS Grouping
Tag Products iteration 1 iteration 2

P1 Pressed Oil

LIPID

OIL
P2 Refined Oil

P3 Tocopherols

MICROCOMP.

P4 Tocotrienols
P5 Toco Mix
P6 FFA
P7 Sterols
P8 FADD

P9 Lecithin
PHOSPHOLIPIDS

P10 Gums

P11 LowPro Meal
PROT/FIBER PROT/FIBER

P12 Enhanced LowPro Meal

P13 HighPro Meal
PROTEIN PROTEIN

P14 Protein Concentrate
P15 Fibers

FIBER FIBER
P16 Hulls

For the first iteration, 1 raw material (soybean) and 4 product groups (lipids, pro-
tein, fibers and protein/fiber mixture) are considered.

Step 3 (iteration 1 ): Select Property difference of highest hierarchy The
property difference occupying the highest hierarchical position is composition, there-
fore mixing and separation are employed to resolve it.
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Step 4 (iteration 1 ): Steps superstructure generation The concentration
difference between raw material and products is resolved through separation pro-
cess steps. The separation of lipid, protein and fiber components are added to the
superstructure, considering all possible combinations, resulting in a superstructure
containing 4 configurations, as shown in figure 9.1.

Step 5 (iteration 1 ): Steps superstructure screening In this step, the con-
figurations generated in the previous step are screened against the synthesis rules
defined in table 9.4.
One of the configurations generated in the previous step is the separation of proteins
first and then the separation of fat and fibers. According to rule R-2, lipids cannot
be separated from fibers after proteins separation; therefore the separation of lipids
and fibers realized in the second step is non-legal. This means that if proteins are
separated first, no oil product can be produced, and rule R-5 is violated. Therefore,
this configuration is eliminated by the superstructure, reducing the number of pos-
sible configuration from 4 to 3. All other configurations satisfy the synthesis rules,
and are therefore considered legal and kept in the superstructure.
All property differences have been addressed, and the method continues with a new
major iteration, through the definition of new raw material and product groups in
step 2b. The superstructure obtained after the first iteration is shown in figure 9.1,
where the eliminated configuration is reported in grey.

SOYBEAN

PROTEIN

FIBER

FIBER/
PROTEIN

LIPID

Lipid 20%
Protein 42%
Fiber 38%

PROTEIN
separation

FIBER
separation

LIPID
separation

Lipid/fiber
separation

Lipid/protein
separation

Fiber/protein
separation

Figure 9.1. Steps Superstructure (iteration 1)

Step 2b (iteration 2 ): Raw materials and products group definition One
raw material and 6 product groups are considered in the second iteration, as reported
in table 9.5.
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Step 3 (iteration 2 ): Select Property difference of highest hierarchy The
property difference occupying the highest hierarchical position is composition, there-
fore mixing and separation are employed.

Step 4 (iteration 2 ): Steps superstructure generation The concentration
difference between raw material and products is resolved through separation. Sepa-
ration of oil, phospholipids and microcomponents are added to the superstructure.
As described in chapter 4, the superstructure is built starting from the one obtained
in the previous iteration. Consequently, configurations rejected in previous iterations
are automatically excluded from the superstructure generation in the following iter-
ations, allowing to reduce the number of infeasible configurations obtained at each
step. As a result, a superstructure containing 72 configurations is obtained.

Step 5 (iteration 2 ): Steps superstructure screening The superstructure
generated in the previous step is screened against the defined synthesis rules.
A large number of options is discarded, due to violation of rule R-1, which states
that the separation of lipids from phospholipids and microcomponents can be car-
ried out only after protein and fiber have been removed. As a result, only 9 legal
configurations are kept into the superstructure.
All property differences have been addressed, and the method continues with a new
major iteration, through the definition of new raw material and product groups in
step 2b. The superstructure obtained after the second iteration is reported in figure
9.2.

SOYBEAN

Oil 17%
Phospholipids 2%
Microcomponent 1%
Protein 42%
Fiber 35%
Other 1%

FIBER
separation

LIPID
separation

Lipid/protein
separation

Fiber/protein
separation

PHOSPH

MICRO

OIL

FIBER/
PROTEIN

FIBER

PROTEIN

OIL
separation

PHOSPH
separation

MICRO
separation

MICRO
separation

OIL
separation

PHOSPH
separation

Figure 9.2. Steps Superstructure (iteration 2)
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Step 2b (iteration 3 ): Raw materials and products group definition For
the last iteration, the original list of raw materials and products is considered.

Step 3 (iteration 3 ): Select Property difference of highest hierarchy The
property difference occupying the highest hierarchical position is composition. More-
over, the production of product P12 (low-protein meal with enhanced digestibility),
requires an enzymatic treatment step in order to obtain the required functionality,
therefore a meal treatment step is considered to address such a requirement.

Step 4 (iteration 3 ): Steps superstructure generation The differentiation
of each product group in the individual products is executed through refining steps,
which are added to the superstructure obtained in the third iteration, in all possible
configurations. Similarly, the meal treatment enhancing digestibility is also included
in the superstructure in all possible positions.

Step 5 (iteration 3 ): Steps superstructure screening The superstructure
generated in the previous step is screened against the synthesis rules.
According to rules R-3 and R-4, microcomponents and phospholipids refining have
to be executed last (after their separation from oil). Similarly, the meal treatment
enhancing digestibility has to be placed as the last treatment, according to rule
R-8. As a result of this screening, the steps superstructure reported in figure 9.3 is
obtained.

Step 6: Process technologies identification and synthesis rules definition
The knowledge base is searched, to identify process technologies which can execute
each of the process steps contained in the superstructure. Each process interval is
analyzed, in order to identify and define its utility requirements, as well as special
wastes and byproducts, which are considered as secondary flows in the design phase.
The list of process interval alternatives for each process step is reported in table 9.6.
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9.1. Soybean processing solution 1

Table 9.6 shows, for example, that interval 8 (hexane extraction) requires a chem-
ical (hexane) as solvent. Hexane is an explosive chemical; therefore the need for
ATEX design is identified. Moreover, it is underlined that this treatment leaves a
residual concentration of water and hexane in the meal, which exceeds regulation
limits. Therefore, the need for additional meal treatment to remove the residual wa-
ter and hexane is identified at this stage. To resolve this issue, 2 additional process
intervals (31 and 32, respectively low-protein meal dryer-cooler and high-protein
meal dryer-cooler) are added in the lipid separation step. Also, this engineering
insight result on the definition of a synthesis rule, stating that hexane extraction
has to be followed by drying-cooling is generated (R-13 in table 9.7).
In the same way, intervals 18-22 represent an adsorption treatment (bleaching),
requiring an adsorbent (clay or active carbon). The spent adsorbent cannot be re-
generated, so those intervals are characterized by a consumption of fresh bleaching
clays and a production of exhaust adsorbent, which need to be addressed. While
the sourcing of clays does not represent an issue (they can be bought from a sup-
plier), the disposal of exhaust clays is problematic, especially since the spent clays
are flammable and cause explosion risk. Traditional solution for spent clays disposal
used to be mixing with low-protein meal or land-filling (Thoenes, 2009), but both
options are now excluded due to regulatory reason (European Commission, 2011).
As a consequence, spent clays need to be disposed as special waste (by paying a
waste disposal price) or can be valorized through additional processing. In this
work, co-firing of spent clays to produce steam in a boiler is considered as spent clay
valorization option.
Similarly, soapstocks are byproducts of interval 14 (caustic degumming). Such a
stream, containing a mixture of soaps and acid water, needs to be disposed or allo-
cated to a product. A common employed technique is soapstock splitting (Thoenes,
2009), which consists of medium-high temperature separation of the soaps from the
water. The former can be sold as a low value feed ingredient, while the latter is
disposed as wastewater. In this study, soapstock splitting is added as a process
interval.
As a consequence of the secondary flow analysis performed at this step, a byproduct
processing step is added to the superstructure. In this step, all treatments necessary
to handle byproducts and special waste streams are added. Those include spent clay
valorization in a co-firing furnace (interval 43) and soapstock splitting (interval 44),
and the respective products are added to the original product list defined in step 2.
Finally, engineering, commercial and regulatory insights (as well as considerations
from the secondary flow analysis) are used to define new synthesis rules, at process
interval level. Those synthesis rules complement the rules defined in step 2, and are
reported in table 9.7.

Step 7: Process intervals superstructure generation The superstructure is
generated, by adding the process intervals defined in table 9.6 as alternatives to
execute each of the identified process steps.

Step 8: Process intervals superstructure screening The alternatives con-
tained in the superstructure are screened against the synthesis rules listed in table
9.4 - 9.7. As a result, the superstructure is obtained, together with a list of logical
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Chapter 9. Soybean Processing

Table 9.7. Synthesis rules - process interval level
Rule Description
R-8 Pressed oil (P1) can be produced only if lipid separation is performed

via expelling (interval 5)
R-9 High-pro meal (P13) and Protein concentrate (P14) can be produced

only if dehulling (3) is performed
R-10 FFADD, tocos and sterols (P-37-41) can be produced only if physical

refining (11-13, 15-16, 19-20, 23-25) is used for their separation
R-11 Physical refining (11-13, 15-16, 19-20, 23-25) and chemical refining (14,

17-18, 21-22, 26-28) cannot be mixed
R-12 Expelling (5) must always be followed by hexane extraction (8,9)
R-13 Hexane extraction (8,9) should always be followed by meal

dryer cooler (31,32)

constraints.
The superstructure is reported in figure 9.4, where bypasses are represented by a
dashed line, and the correspondence between the process steps and the intervals
superstructure is highlighted. Moreover, rule R-9, is translated into constraint 9.1,
and rule R-5 into constraint 9.2.

y3 + y32 ≤ 1 (9.1)

y45 + y52 ≥ 0 (9.2)

Where yk is a binary variable which is 1 if interval k is selected. The superstructure
for soybean processing generated through the superstructure synthesis method is
composed of 65 process intervals: 2 raw materials (soybean of different quality), 42
process intervals (organized in 15 process steps), 20 potential products and 1 spe-
cial waste (exhausted bleaching clay). Such a superstructure defines a search space
containing more than 1 million potential networks.
The list of components includes 24 process components and 11 utility components.
The superstructure generation task has been completed, and the problem formula-
tion workflow continues with the data collection and model definition sub-step.
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9.1. Soybean processing solution 1
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Chapter 9. Soybean Processing

Data collection and model definition

The generic process interval model is used for the description of the process inter-
vals contained in the superstructure, and the GOI model presented in chapter 3
(equation 3.35) is used as objective function. Since the calculation of GOI does not
require the capital cost associated with the process intervals, equation 3.34 and 3.33
are eliminated from the model, resulting in the formulation of a MILP problem.
All model parameters such as raw material compositions, material prices, etc. are
obtained from data available in the open literature or through Alfa Laval expertise.
All secondary model parameters such as specific consumption of utilities or separa-
tion factors are calculated by solving the energy balance or the needed constitutive
equations before solving the optimization problem.
As stated in the introduction, 4 scenarios are defined with respect to market prices
and transportation distances:

• Scenario 1 (Base case): the average value of raw material, utilities and products
prices is considered.

• Scenario 2: Low protein meal penalty; the market price of one potential prod-
uct (low-pro meal) is reduced by 15%. This condition represents a common
fluctuation of the market driven by the supply and demand of competing pro-
tein feed sources as gluten.

• Scenario 3: Transportation penalty; the market of some products (lecithin,
tocopherols) is far from the production location, and the transportation cost
is included.

• Scenario 4: Value of information; in this scenario the economic performances of
the processing network calculated for scenario 1 is tested in the price conditions
of scenario 2, in order to assess the economical importance of selecting the right
processing network for a given market condition.

Since the soybean solution 1 is a deterministic problem, step 2,4,5,6 and 7 of the
workflow are not executed.

9.1.2 Step 3: Deterministic solution

The deterministic MILP model is formulated and solved in GAMS using the CPLEX
solver version 12 (IBM Corp., 2009). The model and solution statistics are reported
in table 9.8 for the base case scenario. The results for the 4 different scenarios
are summarized in table 9.9, where all economic indicators are reported in specific
terms, referred to the processing of 1 unit-mass of soybean.
Together with each solution, a large amount of information such as stream table,
utility table, waste emission, cost breakthrough, etc. are obtained as results. This
information provide additional knowledge and allow deeper understanding of the fi-
nancial and engineering dimension of the problem. Moreover, they constitute a good
starting point for the further steps of project development, such as the preparation
of Front-End Engineering Documentation (FEED), permitting, etc. In order to give
an idea of the type of results obtained and of their relevance, additional results are
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9.1. Soybean processing solution 1

Table 9.8. Soybean processing solution 1 - solution statistics

Problem Base case

n binary variables 64
n constraints 159,250

Relative optimality tolerance 1.00E-06
CPU time (s) 6.11

Solution algorithm direct
n outer iterations -

Average CPU time for 1 iteration (s) -

reported in appendix D.
The results obtained for each scenario have been compared with the industrial stan-
dards, and critically discussed with the experts of Alfa Laval. The results of the
analysis showed that the framework was able to identify solutions in line with what
the experts expected for each scenario. On this basis, the results of the case study
have been considered qualitatively validated.
In the next section, the results obtained for each scenario are briefly discussed.

Scenario 1(base case)

For scenario 1, which represents the base case, the optimization selects a product
portfolio consisting of Fatty Acid Distillates (FFADD, process interval number 51),
refined oil (52), lecithin (53) and low protein meal (60). Because of the high value
of lecithin, the high quality soybean (2) is selected as raw material to have a high
lecithin yield due to the higher content of hydratable phosphorous in the raw mate-
rial.
Since low protein meal is selected in the protein portfolio, hulls separation from the
solid stream is not necessary and therefore dehulling is bypassed (3). Mechanical
separation of oil by expelling is also bypassed (6), as usually happens for low oil
yielding seeds such as soybean.
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9.1. Soybean processing solution 1

Oil extraction is performed in an energy integrated crush process (8) in order to
reduce steam and cooling water consumption. In order to produce soy lecithin,
hydratable phosphatides are removed by water degumming (11), and stabilized by
drying (29).
The oil purification follows the physical refining route, as normally done for soybean
processing in order to limit the wastewater load and to allow a better valorization
of the fatty acid via the production of FFADD. The oil is acid degummed (12) to
reduce the phosphorous concentration to specification level. No exhaust bleaching
clay valorization process is selected (42), therefore the amount of bleaching clays
is minimized by employing 2 stage bleaching (25). Deodorization is performed in
a thin film deodorizer (28). Soybean meal is dried (31) in order to meet moisture
specifications for low protein meal and sold without any further processing (33).
The resulting specific GOI is 4.73 unit-cost per unit-mass of processed soybean. In
table 9.10 the stream table describing the material flow through the network for this
solution is reported.
For the above described considerations, the synthesized processing network can be
considered qualitatively validated, being in agreement with the current industrial
standards (Thoenes, 2009).

Scenario 2: low protein meal penalty

In scenario 2 a price penalty is applied to the price of low protein meal. As ex-
pected, the optimizer responds to this penalty by switching from low protein meal
(60) to high protein meal (62) in the product portfolio. To achieve higher protein
concentration in the meal, soybeans are pre-processed by dehulling (4) in order to
remove and segregate the hulls, which are rich in fibres. As a consequence, hulls
(65) are produced and therefore are added to the product portfolio. The rest of the
processing network is equivalent to scenario 1, but some differences in the overall
performance can be observed as a result of dehulling. The overall waste production
is increased, because of the fine particles which are lost in the air classification step
of the dehulling. Also, because of the oil entrapped in the hulls, the overall oil yield
is reduced by nearly 0.5%.
Both the new synthesized processing network and the above discussed changes in
the overall mass balance are judged reasonable and in line with industrial standards.
The effect of the low protein meal penalty is the reduction of the GOI by 4.5% with
respect to the base case.

Scenario 3: transportation penalty to access pharma markets

In this scenario the access to lecithin market is more difficult because of transporta-
tion costs. As expected, lecithin production becomes not economically convenient,
and consequently is excluded from the product portfolio. Consequently, the pre-
mium paid for the high quality raw material (for higher hydratable phosphorous
concentration) is not justified, so the optimizer switches to the selection of the less
expensive raw material (1). Water degumming is bypassed (10) and all phosphatides
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9.2. Soybean processing solution 2 (under uncertainty)

are removed as waste by acid degumming (12), causing an increase in waste pro-
duction. The rest of the processing network is equal to the result of the previous
scenario.
As a consequence of the transportation penalty, a reduction of GOI by 5.7% is ob-
served.

Scenario 4: value of information

In this scenario the economical performances of the processing network synthesized
in scenario 1 are tested against the market conditions of scenario 2, in order to assess
the importance of processing network synthesis and design on profitability.
Since all the strategic decisions (raw material selection, selected processes and prod-
uct portfolio) are fixed, no strategy can be implemented to react to the 15% reduction
of low protein meal market price, and from a process engineering perspective the
process performs equally to scenario 1.
From a business perspective, on the other hand, a big difference in performance is
observed. The drop of low protein meal price in fact causes a reduction of the overall
revenues by 9.3%. Soybean processing being a low margin operation, the reduction
in revenues is amplified in terms of margin, where the GOI shows a dramatic 88.4%
drop.

9.2 Soybean processing solution 2 (under uncer-

tainty)

9.2.1 Step 1: Problem formulation

The formulation of Soybean processing solution 2 is based on a modification of
the formulation for the solution 1. With respect to the previous formulation, the
objective function is modified to the maximization of Earnings Before Interests and
Tax (EBIT), and the workflow for solution under uncertainty is selected. Moreover,
in order to simplify the solution of the problem under uncertainty, the piecewise
linearization of the capital cost constraints formulation is adopted, as described in
note 1.

9.2.2 Step 2: Uncertainty domain definition

In the second step of the workflow, the domain of uncertainty is defined and char-
acterized. The identification of the uncertain data is performed based on the infor-
mation available in the open literature and on the expertise provided by Alfa Laval.
As a result, 11 uncertain data are identified. These include 7 data related to market
prices (2 raw material prices, 2 utility prices and 3 product prices), 2 composi-
tion data (protein concentration in the 2 feeds) and 2 process performance data
(the steam consumption required for protein separation and the recovery of Non-
Hydratable Phosphorous (NHP) in the water degumming process (11)).
Each of the uncertain data identified is characterized in term of probability dis-
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Chapter 9. Soybean Processing

tribution, based on available observations or on expert review. For some of the
market-related data (standard quality soybean price, oil price, low-protein meal
price) historical data related to the last 5 years have been retrieved from Alfa Laval.
These data have been analyzed using standard statistical tools, in order to deter-
mine appropriate distribution function and correlation structure for these data, as
reported in tables 9.11 and 9.12.
It is important to underline that using historical data for the characterization of
future uncertainty implies assuming that the uncertainty domain related to the past
will remain valid in the future.
For the remaining data, no experimental observations have been found. Conse-
quently, the uncertainty characterization has been performed based on Alfa Laval
expertise.
As a result, the domain of uncertainty described in tables 9.11 and 9.12 is defined.
Monte Carlo sampling is performed, and 80 future scenarios with equal probability
of realization are generated with respect to the value of the 11 uncertain data. The
generated samples are represented in figure 9.5. From visual inspection, it can be
seen that the samples generated reproduce the correlation of uncertain data defined
in table 9.12.

Table 9.11. Soybean processing solution 2 - Uncertainty characterization

Data Mean
Prob.
distr.

Min Max Description

pi1R 350 Uniform 245 455 Low quality soy price
π2
R 355 Uniform 248.5 461.5 High quality soy price

πSteam10b
U 25 Uniform 18.75 31.25 Steam-10b price
π52
P 900 Uniform 630 1170 Refined oil price

π60
P 310 Uniform 155 465 Low-Pro meal price

π62
P 320 Uniform 272 368 High-Pro meal price

π63
P 900 Uniform 765 1035 Protein concentrate price

φProt.,1 38 Uniform 34.2 41.8 Protein content low quality soy
φProt.,2 38 Uniform 36.1 39.9 Protein content high quality soy

μsteam10,i,36 0.33 Uniform 0.27 0.4 Steam cons. protein sep.
σ11,NHP 0.5 Uniform 0.43 0.58 Separation NHP water degumming

9.2.3 Step 3: Deterministic solution

The uncertain data are fixed at their expected value, and a MILP problem contain-
ing 154,000 constraints and 485 binary variables is formulated and solved in GAMS,
using the CPLEX solver (IBM Corp., 2009).
As a result, the optimal network reported in figure 9.6 is identified for deterministic
conditions. For this network, an EBIT value of 108.5 unitcost per unitmass of pro-
cess soybean per year is calculated.
It is interesting to compare this result with the base case solution obtained in soy-
bean processing solution 1 (reported in table 9.9). From this comparison, it can be
observed that 2 different configurations are obtained for the same conditions, for
different objective functions (GOI for solution 1, EBIT for solution 2 ).
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9.2. Soybean processing solution 2 (under uncertainty)

1 2
4

64 6545 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63

DEHULLING

EXPELLING

EXTRACTION

WATER
DEG

DEGUMMING

WASHING

BLEACH.

DEODORIZ.

LECITHIN
DRYER

MEAL
DRYING

MEAL
PROC.

FADD
PROC.

TOCO
REFINING

BLEACH
PROC.

SOAPSTOCK
SPLITTING

RAW
MATERIALS

PRODUCTS

3
5 6

7 8 9

10 11

12 13
1615

19 20

2423 25

29 30

37 38

39 40 41

42 43

44

33 34 35 36
3231

14

21 22

17 18

26 27 28

F
ig
u
re

9
.6
.

S
oy
b
ea
n
oi
l
so
lu
ti
o
n
2
,
S
te
p
3
R
es
u
lt
s:

O
p
ti
m
a
l
p
ro
ce
ss
in
g
n
et
w
o
rk

u
n
d
er

d
et
er
m
in
is
ti
c
co
n
d
it
io
n
s

127

143



Chapter 9. Soybean Processing

9.2.4 Step 4: Uncertainty mapping

In this step, the consequences of the uncertainty on the design problem are mapped,
by performing a separate deterministic optimization for all the future scenarios gen-
erated by Monte Carlo sampling in step 2.
The results (reported in figure 9.7) show that, for different realization of the un-
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Figure 9.7. Soybean processing results - uncertainty mapping results

certain data, 6 different processing networks are identified as optimal. The domain
of uncertainty defined in step 2 exhibits a significant impact on the performances
of the design, which is confirmed by the large variability which is observed for the
objective function, with EBIT values spanning from 25.2 to 200.1 unitcost/yr, as
reported in the left hand-side of the figure.
The analysis of the network configurations obtained for the different scenarios in-
dicate that that 13 intervals (of 65) are part of all optimal networks which are
identified, while 39 are never part of one.
These considerations indicate once again that the defined domain of uncertainty has
a significant impact on the design problem and on the performances of the processing
network.

9.2.5 Step 5: Solution under uncertainty

The problem of decision-making under uncertainty is formulated as described in
chapter 4, resulting in a MILP equivalent with more than 10 million constraints.
In order to reduce the size of the problem, the superstructure reduction policy and
the variable bounding strategy described in chapter 5 are implemented, resulting
in the formulation of a tractable simplified problem, with more than 1 million con-
straints. Since the conditions reported in note 1 are not met, the simplification
performed is not an exact method, and therefore there is no proof that the solution
of the simplified problem corresponds to the global optimum of the original problem.
The simplified problem is solved via the bi-level decomposition presented in chapter
5.2.2.
As a result, the network reported in figure 9.8 is identified, and a corresponding
expected EBIT of 106.8 unitcost/yr is calculated.
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9.2. Soybean processing solution 2 (under uncertainty)
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Chapter 9. Soybean Processing

9.2.6 Step 6: Optimal flexible solution

The flexible network problem is formulated as described in chapter 4, for the reduced
superstructure obtained through the superstructure reduction policy, resulting in a
MILP problem with more than 12 million constraints.
The problem is solved using the bi-level decomposition strategy described in section
5.2.2. Because of the size and complexity of the problem, the convergence criterion
is set to accept a gap of 10%.
The solution algorithm stops because the convergence criterion is satisfied after 16
iterations and a total computational time of 29 hours. Problem statistics are re-
ported in table 9.13.
Although large, the computational time required for the solution is deemed accept-

Table 9.13. Soybean processing solution 2 - solution statistics

Problem Optimal flexible network

n binary variables 485
n constraints 12,296,000

Relative optimality tolerance 8.3%
CPU time (s) 106,360

Solution algorithm bi-level decomp.
n outer iterations 16

Average CPU time for 1 iteration (s) 4,432

able for a design problem. Further reduction of the computational time can be
obtained by using a more powerful computer.
Through its redundant structure, the obtained network configuration (reported in
figure 9.9) has the ability of shifting between the production of low-protein meal
(interval 60) and the production of high-protein meal and hulls (intervals 62 and
65), depending on the realization of the uncertain data.
Our industrial partner Alfa Laval has confirmed that this strategy is indeed in agree-
ment with the consolidated industrial practice, to respond to market prices and raw
material quality fluctuations. This observation constitute a validation, at least qual-
itative, of our method and solution strategy.
It is important to underline that since the superstructure reduction policy has been
used to simplify the problem, this solution is not guaranteed to be the global opti-
mum of the original design problem.
The financial performances of this solution, nevertheless, appears extremely positive
if compared with the performances of the optimal network under uncertainty, with
an expected EBIT calculated as 115.3 unit-cost/year, corresponding to an improve-
ment of 6.2%, with respect to the solution under uncertainty.
The high performance of the flexible solution highlights how, even though the su-
perstructure reduction policy may lead to the identification of a local solution, this
solution may still have a great value in terms of industrial decision-making, as ob-
served for example in this case study.
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Chapter 9. Soybean Processing

9.2.7 Step 7: Report generation

In the last step of the workflow, a report aggregating all the obtained results is
generated. The summary of the report is given in table 9.14.
From the analysis of the results, it can be observed that 3 different networks are
identified as optimal configurations in deterministic conditions, under uncertainty
and as optimal flexible solution.
Furthermore, a large EVPI value is calculated (19.3 unitcost/yr , 17.7% of EBIT),
indicating that a considerable performance increase could be obtained, if a “more
certain” knowledge of problem data could be developed. Since the majority of the
uncertain data are market prices, this result underlines the importance of having
good market forecast in order to design of profitable soybean processing networks.
The other indicators confirm the outstanding financial performances of the identi-
fied flexible network, underlining how the flexibility in the product portfolio allows
adapting to the variations of the business environment, in order to be able to capture
the highest value from the products for each scenario. This is reflected by the large
value of VSS (8.8 unitcost/yr, 8.1% of the EBIT), and by the negative value of UP
(-6.7 unitcost/yr). The interpretation of the negative value of UP is that, because
of its flexibility, the proposed network can actually benefit from price fluctuations.
From these results, the flexible network appears as the optimal decision.

9.3 Conclusions from the soybean processing case

study

In this case study, the application of the framework to a problem of industrial com-
plexity has been demonstrated.
In particular, through the Soybean processing solution 1, the method for system-
atic synthesis of processing network superstructures presented in chapter 6 has been
demonstrated on a large scale problem, and its capability of allowing transparent
definition of the search space for optimization-based design methods has been high-
lighted.
Through the solution of the design problem for different scenarios, the flexibility of
the tool has been proven. Moreover, by analyzing the different network structures
obtained under different scenario definitions, a qualitative validation of the frame-
work and of the results has been obtained. This contributed to build the trust of
Alfa Laval’s experts in the usefulness of the developed framework.
With the explicit consideration of uncertainty performed in solution 2, the ability
of the framework to handle large and complex design problems under uncertainty
has been demonstrated.
First, the consequences of market, supply-chain and technical uncertainty on the
design of a large supply chain have been tested. Then, the uncertainty has been in-
cluded in the decision-making problem, leading to the identification of an extremely
convenient flexible solution. Such a solution, in fact, constitutes the optimal trade-
off between capital investment and operational flexibility, for a defined domain of
uncertainty. Through the ability of switching operational policy and product portfo-
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9.3. Conclusions from the soybean processing case study

lio depending on the market conditions, such a configuration allows capturing more
value in uncertain conditions than in the deterministic case.
Furthermore, this solution indicated the importance of solution benchmarking, which
is allowed by the framework structure. Because of the step-wise structure of the
workflow of problem solution, in fact, the design problem is solved multiple times,
each time increasing the complexity related to the consideration of data uncertainty
in the problem formulation. As a consequence, simplified versions of the problem
are solved prior to consider the overall complexity of the stochastic problem.
These intermediate results can be used in order to benchmark the solution of the
stochastic problem. This feature is particularly important especially when the
stochastic problem proves to be too complicated to be solved to global optimal-
ity, since it allows evaluating the quality of the local solution obtained.
In the case presented here, for example, the local solution obtained for the stochastic
problem shows better performances than the global solution obtained under deter-
ministic conditions, and therefore it can be concluded that such a solution, even if
local, has a considerable industrial value. The validity of this result has been con-
firmed by edible oil industry experts, who recognized in it an established industrial
practice to manage market uncertainty.
From a numerical point of view, the ability of the framework and of the solution
methods employed to handle problems of considerable size and complexity has been
explored. The pragmatic simplification methods presented in chapter 5 have proven
the ability to reduce the problem to a tractable form, even though the solution of
the simplified problem still required 29 hours of computational time. The global
optimality of such a flexible solution could not be proven, because of the use of
the superstructure reduction policy, and of the high relative optimality tolerance
obtained. Nevertheless, by benchmarking its performance with the one obtained for
deterministic conditions, it can be concluded that the obtained solution has a great
value from an industrial perspective.
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10

Oil Refinery Wastewater
Treatment and Reuse

The third and last case study reported in this thesis is related to the synthesis and
design of a network for the treatment and reuse of oil refinery wastewater. This
case study aims at demonstrating the features of the framework with respect to the
problem of optimization-based design of water networks, which constitutes a rele-
vant application area.

Optimization-based design of industrial wastewater treatment and reuse
networks

Among the wide variety of process synthesis and design problems, the problem of
synthesis and design of industrial wastewater networks represents a particularly in-
teresting example, because of its scope and significance, as well as because of the
technical challenges which it contains.
Water is in fact a valuable resource of great relevance for humanity, and the aware-
ness of the importance of its conservation has dramatically increased over the last
decades. The total volume of water present on Earth amounts to 1.386 · 109km3, of
which only 2.5% is freshwater, out of which 30% embodied in glaciers. In 2010, the
global freshwater withdrawal amounted to around 3.9 ·103km3/yr, 60% of which for
agricultural use, 22% for domestic use, and 18% for industrial use (Gleick, 2012).
Prior to discharge to the environment, large part of the water withdrawn for do-
mestic and industrial use needs to be treated, in order to reduce its contamination
level. The design of water treatment and reuse systems is therefore crucial to ensure
cost-effective sustainable use of water.
The goal of a wastewater treatment and reuse network is the reduction of the pol-
lutant load in a wastewater stream, to a level which allows discharge in the en-
vironment or reuse in a water-using process. Wastewater treatment processes are
generally composed by three stages: a primary treatment, based on physical oper-
ations to remove non soluble suspended solids; a secondary treatment for removal
of dissolved contaminants through chemical or biological processes; and a tertiary
treatment for removal of residual contaminants. A complete and descriptive overview
of technologies and issues related to wastewater treatment operations can be found
in Eckenfelder et al. (2009) and Tchobanoglous et al. (2003).
The configuration of a wastewater treatment plant is largely determined by the type
and concentration of contaminants present in the wastewater, the effluent discharge
limits to be met and the environmental conditions (temperature, precipitation).
In the industrial practice, the design of a wastewater treatment plants is an expert-
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Chapter 10. Oil Refinery Wastewater Treatment and Reuse

based procedure, which requires specific know-how and often involves laboratory
and pilot-scale trials, and may result in a costly and time consuming task (Wong
and Hung, 2004). Therefore, because of the time and resources constraints that are
typical of engineering projects, it is often possible to evaluate only a small number
of alternatives with respect to treatment configuration and water recycle opportu-
nities. This may result (especially for complex cases) in a sub-optimal design, in
which options for water recycle and/or recovery and valorization of contaminants
may be disregarded.
Because of the relevance of the problem and of the scientific challenge which it rep-
resents, the problem of water network design has attracted the attention of many
authors in the scientific literature, starting from the seminal work of Takama et al.
(1980), who solved a water network for a refinery including both water using pro-
cesses and water treatment processes.
More recently, Tan et al. (2009) developed a superstructure based approach for the
synthesis of a water network, based on partitioning regenerators, considering a single
contaminant and 4 wastewater streams.
Khor et al. (2011, 2012) studied the optimal design of a membrane based treatment
for the treatment and reuse of water contaminated by a single contaminant, for a
system of 28 wastewater sources, 15 water sinks and 17 wastewater treatment.
Karuppiah and Grossmann (2006, 2008) proposed a spatial branch-and-bound al-
gorithm for the solution of the water network problem, and applied it to a case
including both the water using and the water treatment section, considering 3 con-
taminants, 5 water user and 4 treatment options.
Bogataj (2008) formulated and solved the problem of synthesis of heat integrated
water networks, in which the synthesis and the heat integration problem are solved
simultaneously, for a system of 3 contaminants and 5 treatment options.
Rojas-Torres et al. (2013) investigated the design of a water network based on prop-
erty integration, for a system of 6 wastewater flows and 15 treatment options, con-
sidering one contaminant and 4 temperature dependant properties (pH, Toxicity
Index, odor and temperature).
Teles et al. (2012) proposed an algorithm based on parametric disaggregation for the
solution of non convex MINLP problems featuring bilinear terms, and demonstrated
it by solving a number of optimization problems, including water networks.

Treatment and reuse of oil refinery wastewater networks

The problem of water management in oil refineries represents a challenging case
study with considerable industrial relevance. Oil refineries, in fact, are character-
ized by an intensive use of water (consuming between 1.55 and 2.14 m3 of water
per m3 of crude oil), and are often located in water-scarce geographies (Wong and
Hung, 2004).
Typical water uses in oil refinery include cooling, steam generation and washing.
Additionally, water is also used in the desalter to remove solids and salts from the
crude prior to sending it to the crude distillation units (Arena and Buchan, 2006).
Refinery effluents are highly variable in flow and composition. In general, the range
of contaminants contained in wastewater streams includes hydrocarbons, dissolved
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10.1. Oil refinery wastewater treatment and reuse solution 1 (single-stream)

materials, suspended solids, phenols, ammonia, sulfides and metals (Eckenfelder
et al., 2009; Wong and Hung, 2004).
Because of the variability existing in flow and composition of wastewater originated
by different refineries, and since different emission limits on water effluent apply
in different geographies, the replication of a standard water treatment and reuse
design for different plants may be unfeasible, or not represent the best alternative
with respect to economical or environmental considerations.
Consequently, the developed framework appears to have the potential to contribute
to the design of industrial wastewater treatment and reuse networks, by providing
the ability of quickly screening among a large number of alternative network con-
figurations (including water recycle options), in order to identify a reduced set of
promising candidates, on which the more time consuming and expensive phases of
design, such as detailed modeling and experimental verification can be focused.
For these reasons, the problem of oil refinery wastewater treatment and reuse design
has been selected as a case study.
In order to demonstrate the capability of the framework in handling the challenges
associated with this case study, the Wastewater Treatment and Reuse (WTR) prob-
lem will be solved for 2 cases, denominated WTR solution 1 and WTR solution 2.
In WTR solution 1, the single-stream problem will be formulated and solved for
uncertain influent composition, aiming at the minimization of the expected total
annualized cost of the treatment plant.
In WTR solution 2, the multi-stream problem will be formulated and solved in de-
terministic conditions, in order to demonstrate the capability of the framework to
formulate and solve large scale non-convex problems, leading to the identification of
design including water recycle.

10.1 Oil refinery wastewater treatment and reuse

solution 1 (single-stream)

10.1.1 Step 1: Problem formulation

Problem definition

A schematic representation of the problem is reported in figure 10.1. Given the
water-using plant represented in the left hand-side of the figure, consuming a certain
amount of fresh water (at a required purity level) and producing a certain amount
of wastewater (at a given contamination level), the goal of the problem is to design
a WTR network (represented in the right hand-side) which maximize the optimality
indicator.
As stated in the introductionWTR solution 1 is formulated as a single-stream design
problem under influent composition uncertainty, aiming at the maximization of the
expected Total Annualized Cost (TAC), over an investment horizon of 10 years.
The determination of the optimal flexible network has been considered out of scope,
because of the technical challenges related to operating a wastewater treatment
plant with a variable configuration. Therefore, step 6 of the workflow has not been
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performed.

Water Using
Operation

Treatment
A

Treatment
B

Treatment
C

Treatment
D

Treatment
E

Fresh
Water

WW1

WW2

Effluent

Recycle

WWTP
Water User

Recycled
Water

Figure 10.1. The optimal wastewater treatment plant design problem

Data collection and superstructure definition

The data needed for the formulation of the problem are obtained from the open
literature.
In particular, based on the data reported by Eckenfelder et al. (2009) and Khor et al.
(2011), the wastewater flows produced by an oil refinery have been characterized
through the definition of 3 wastewater influent streams:

WW1: caustic wastewater representative of spent caustic from isomerization,
alkylation and drying and sweetening.

WW2: sour wastewater representative of all sour wastewater sources (from dis-
tillation, cracking etc.).

WW3: oily wastewater representative of oily wastewater sources (not sour and
not caustic).

The characterization of these streams in terms of flow and composition is reported
in table 10.1.
Discharge as surface water is consider as an option for water sink. Moreover, based
on the results reported by Arena and Buchan (2006), 3 water recycle options have
been identified, leading to the identification of 4 potential water sinks alternatives:

D: discharge as surface water

DES: recycle as process water in oil desalter as process water

CW: recycle to cooling towers as water make-up

BFW: recycle as boiler feed water for the generation of steam.

For each option, maximum flow and contaminants concentration limits are specified
based on environmental regulation and technical specifications, as reported in table
10.2.
The table shows how the identified recycle opportunities are characterized by differ-
ent specifications in terms of water quality, depending on the water-user process. In
particular, the desalter can admit a relatively high contamination level, while high
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10.1. Oil refinery wastewater treatment and reuse solution 1 (single-stream)

purity water is required by the steam boiler.
Consequently, it is reasonable to expect that the purification of the influent to a
quality which allows recycling to the desalter will require less processing steps (and
therefore less capital and operational investments) than what is required by the
boiler feed water.
A water saving bonus is defined for each water recycle option (in terms of $/ton
of recycled water), in order to account for the reduction in utility cost for the oil
refinery process which derives from using recycled water instead of fresh water. The
open literature is searched to identify known treatment configurations for the pu-
rification of refinery wastewater. The configurations reported in the literature are
decomposed in sequences of treatments, each represented as process steps according
to the ontology adopted in the framework. For each step, different technological
alternatives are identified, and represented as process intervals. The list of process
interval identified is reported in table 10.3.
For the sake of simplicity, the sludge treatment line has not been explicitly con-
sidered in the scope of the design problem; the costs related to sludge treatment
(e.g. through anaerobic or aerobic digestion and ultimate disposal to landfill) are
considered through the definition of a sludge disposal price.
As a result, the superstructure for oil refinery wastewater treatment and reuse
showed in figure 10.3 is defined.
Each treatment unit is modeled using the generic process interval model described
in chapter 3. An extensive description of the data collection and model parameters
calculation step is given as appendix.
As described in chapter 6.3, the characterization of wastewater contaminants is per-
formed based on a modified ASM component list.
With respect to the ASM list, a number of extra contaminants specific to oil refin-
ery wastewater (such as Cr6+, Cr3+, Fe2+, Fe3+, H2S, CO, CH4, etc.) have been
added. As a result, a component list containing 44 components has been defined.
All results are reported according to the traditional pseudo-components character-

Table 10.1. Wastewater influent definition (Eckenfelder et al., 2009; Khor et al., 2011)

Caustic Sour Oily
WW1 WW2 WW3

Flow* t/h 0.2 100 558.8
COD mg/L 80,491.40 869 1,333.40
NH+

4 mg/L 551.4 1462.9 79.4
H2S mg/L 14,512.90 1,553.00 55.2
Cr6+ mg/L 5.8 0 28
O&G mg/L 5 281.4 1,475.80
FSS mg/L 0 0 470.0
BOD mg/L 2,176.50 660 712.7
TSS mg/L 0 0 940.1

* COD: Chemical Oxygen Demand, BOD: Biological Oxygen Demand, FSS: Fixed Suspended
Solids, TSS: Total Suspended Solids, O&G: Oil and Grease
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10.1. Oil refinery wastewater treatment and reuse solution 1 (single-stream)

Table 10.3. Summary of the wastewater treatment units included in the network.

Step Process interval ID

Oxidation Wet Air Oxidation WAO
Chlorine Oxidation ChOx

Stripping Sour Water Stripper SWS
H2S Stripper SS
NH3 Stripper NS
Air Stripper AirS

Gravity American Petroleum Institute Separator API
separation CPI/PPI Separator CPI/PPI

Floatation Dissolved Air Flotation DAF
Induced Air Flotation IAF

Biological Trickling Filter TF
treatment Rotating Biological Contactor RBC

Activated Sludge AS
Activated Carbon assisted AS PACT
Membrane Biological Reactor MBR

Adsorption Adsorpion on Granular Activated Carbon GAC

Precipitation Phosphorous Precipitation PhPrec
Metal Precipitation MePrec
Chromium Precipitation CrPrec

Electrostatic Ion Exchange IE
separation Electrodialysis ED

Tertiary Microfiltration/Ultrafiltration MF/UF
Filtration Nanofiltration/Reverse Osmosis NF/RO
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Chapter 10. Oil Refinery Wastewater Treatment and Reuse

ization discussed in section 6.3, in order to facilitate their understanding. The
conversion between the characterization methods is performed through equations
6.12 - 6.16.

10.1.2 Step 2: Uncertainty domain definition

As mentioned in the introduction, the composition of oil refinery wastewater is
function of many different internal and external factors such as crude oil quality,
process configuration and temperature. Therefore, it constitute a significant source
of uncertainty for the design of the network.
In order to characterize the uncertainty associated with these data, the scientific
literature has been searched to identify the minimum and maximum values reported
with respect to contaminants load (reported in table 10.4). The table shows that a
variation of several orders of magnitude exists between the data reported for some
contaminants, confirming the variability mentioned in the introduction.
Based on the data reported in table 10.4, 13 influent composition data are identified
as uncertain, and characterized as uniform distributions between the upper and
lower bound defined in the table. Since no information could be found or calculated
with respect to the correlation between these data, for the sake of the case study
the distributions have been assumed to be uncorrelated.
The defined domain of uncertainty has been sampled, obtaining a list of 150 possible
future scenarios with equal probability of realization with respect to wastewater
composition.

Table 10.4. WTR solution 1 (single-stream) - Maximum and minimum values reported
in the scientific literature for influent composition

WW Source WW1 WW2 WW3
Contaminant

Min Max Min Max Min Max
(mg/L)

H2S 0.2 48,500 19 4,320 1.5 121.6
NH+

4 2.8 1,100 36.1 3,342.5 2.9 205.9
COD 302 364,100 935 1,530 450 4,774
O&G 0 0 12.7 550 22.6 9,357.5
Cr6+ 0 0 0 0 0.3 121.6
TSS 0 0 0 0 200.5 4,781.5

10.1.3 Step 3: Deterministic solution

The deterministic formulation of the single-stream problem resulted in a MILP prob-
lem containing 51,567 constraints and 41 binary variables, which have been solved
using CPLEX in 2.6 seconds.
As a result, a water treatment network with an annualized cost of 17.454 M$/yr was
obtained.
The selected configuration (reported in figure 10.3) is composed by SWS as pre-
treatment, CPI/PPI and IAF as primary treatment, AS technology as secondary
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10.1. Oil refinery wastewater treatment and reuse solution 1 (single-stream)

treatment and MF/UF and NF/RO as tertiary treatment. After this treatment se-
quence the water meets the purity requirements, and is discharged to surface water
bodies. The stream table for this treatment network is reported in table 10.5.
Since the problem is defined as single-stream, no flow splitting can occur along the
treatment train. Consequently, none of the recycle options is selected, since none of
them could receive the entire flow, because of the flow limitations reported in table
10.2.
For this case, therefore, the evaluation of recycle opportunities requires the solution
of the multi-stream problem.

10.1.4 Step 4: Uncertainty mapping

For each of the future scenarios defined in step 2, a separate design problem is solved.
The results are shown in figure 10.2. On the left hand-side of the figure, the cumu-
lative distribution of objective function values shows that the TAC of the treatment
process is extremely dependent on the influent wastewater composition.
The right hand-side of the figure shows that a large number of different network re-
sult optimal for different scenarios, even though one of them (network 1) is optimal
for more than 60% of the samples.
More details with respect to the networks identified in the uncertainty mapping step
are reported in table 10.6. From this table, it can be observed how some of the treat-
ment steps are always bypassed. Moreover, it can be seen that the configuration
obtained as solution of the deterministic case appears to be optimal for only 9% of
the samples.
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Figure 10.2. Oil refinery wastewater treatment and reuse solution 1 (single-stream) -
Uncertainty mapping results
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10.1.5 Step 5: Solution under uncertainty

The definition of the uncertainty with respect to influent composition is incorporated
in the design problem, and the problem under uncertainty is formulated, aiming at
the identification of a treatment network which is feasible over the entire uncertainty
domain and whose expected total annualized cost is minimal. The solution is re-
ported in figure 10.4.
With respect to the solution obtained under deterministic condition, ion exchange
is added as tertiary treatment, in order to assure compliance with the regulation for
Cr6+ emissions.
As highlighted in table 10.7, robustness against wastewater composition uncertainty
is obtained at the price of a relevant decrease in financial performances for the treat-
ment, with the total annualized cost increasing by over 36%.
The root cause of such a dramatic performance erosion can be identified in the wide
range of variation for wastewater composition defined in step 2, which the treatment
plant have to be able to manage. Consequently, the analysis suggests focusing on
the reduction of such a data uncertainty through further investigation of wastewater
composition.
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Chapter 10. Oil Refinery Wastewater Treatment and Reuse

Table 10.7. Oil refinery wastewater treatment and reuse solution 1 - Comparison of
deterministic solution and solution under uncertainty

Indicator Deterministic Under % Diff
uncertainty

TAC (M$/yr) 17.454 23.762 36.10%
Capex (M$) 22.8 25.217 10.60%
Opex (M$/yr) 15.934 22.081 38.60%

Utility Cost (M$/yr) 11.049 11.535 4.40%
Waste Cost (M$/yr) 4.886 10.546 115.90%

10.1.6 Step 7: Results report

The results obtained by the analysis have been aggregated in a report, presented in
table 10.8.
The Expected Value of Perfect Information (EVPI) is calculated as 5.541 M$/yr,
corresponding to more than 30% of the TAC obtained in deterministic condition.
This high EVPI value indicates that a considerable performance improvement can
be obtained by reducing the uncertainty associated with the data. Therefore, it
suggests performing more detailed analysis with respect to the composition of the
wastewater influent, in order to obtain, if possible, a “more certain” knowledge of
such data. In case the root cause of such uncertainty is related to the lack of precise
measurements of influent wastewater composition, the analysis suggests performing
a detailed experimental campaign. If, on the other hand, the uncertainty is due
to the fact that the flow composition is subject to variation over time, the results
suggest to evaluate options for flow stabilization (e.g. with buffer tanks).
This observation confirms that, as stated in the introduction, the replication of a
standard design for different wastewater compositions does not represent an eco-
nomically convenient alternative, since a considerable performance penalty is paid
to design a treatment able to receive wastewater with different contamination levels.
As described in chapter 4, the calculation of the Value of Stochastic Solution (VSS)
requires evaluating the performances of the network obtained as deterministic so-
lution (obtained as step 3 result) for the uncertainty defined in step 2, (equation
4.27).
The result of this analysis shows that, when the uncertainty in the wastewater com-
position is considered, the configuration selected as optimal deterministic network is
unable to guarantee robust compliance with the discharge regulation. In particular,
as shown in figure 10.5 the probability of discharging a water effluent violating the
concentration limit of Cr6+ (0.1 mg/L) is over 70%.
Consequently, the estimation of the VSS has not been performed, since this would
require including the consequences of the limits violation (e.g. fines, legal costs,
etc.) within the problem boundaries. Nevertheless, even though a quantification of
the VSS has not been obtained, the value associated to the consideration of data
uncertainty has been demonstrated.
Finally, a considerably high value of Uncertainty Price (UP) is estimated (6.308
M$/yr). This value confirms that, when such a high uncertainty is included in
the design problem, the performances of the network are subject to a considerable
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10.1. Oil refinery wastewater treatment and reuse solution 1 (single-stream)

reduction.

Figure 10.5. WTR solution 1: Cumulative distribution of Cr6+ concentration in water
effluent. The emission limit for discharge as surface water is 0.1 mg/L
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10.2. Oil refinery wastewater treatment and reuse solution 2 (multi-stream)

10.2 Oil refinery wastewater treatment and reuse

solution 2 (multi-stream)

10.2.1 Step 1: Problem formulation

The formulation of solution 2 is similar to the one described for solution 1, with the
exception that, in this case, a multi-stream solution of the deterministic problem is
required.
Since data uncertainty is not considered, step 2, 4, 5, 6 and 7 of the workflow are
not executed.

10.2.2 Step 3: Deterministic solution

The deterministic formulation results in a problem of the same size as the above de-
scribed single-stream case (WTR solution 1), but in the form of non-convex MINLP,
containing 4,326 bilinear terms. Because of the size of the problem and the num-
ber of bilinear terms, direct solution is not possible, and the bi-level decomposition
strategy has been used.
In order to facilitate the solution of the problem, the strategies presented in section
5.2.3 have been adopted. The upper bounds for the flow variables have been calcu-
lated based on data analysis, according to equations 5.10 - 5.11. The data analysis
allowed reducing the number of bilinear terms to 2060 (corresponding to a reduction
by 52%), by identifying the variables which can be fixed to zero, and eliminating
the corresponding constraints.
Bi-dimensional domain partitioning of the flow variable have been implemented, by
dividing each of the variables appearing in the bilinear terms in a 2x2 grid. This
resulted in the definition of additional 1806 binary variables. Finally, strengthening
cuts derived from mass balance (equation 3.25) and from coherence of flow patterns
(equation 5.14-5.15) have been added to the relaxed problem, in order to tighten
the relaxation.
The problem has been solved via bi-level decomposition; a solution characterized
by a total annualized cost of 13.654 M$/yr, has been identified, with a relative op-
timality tolerance of 7.5%. The solution required 10 major iterations and a CPU
time of 90,238 seconds (25 hours) on a standard computer.
In the treatment configuration obtained (shown in figure 10.6), the incoming wastew-
ater is pretreated by the SWS. The purity of the pretreated water meets the desalter
specification, therefore part of the water (7.7% of the total load) is sent back to the
refinery bypassing the remaining treatment sections. The rest of water is treated by
the CPI/PPI and IAF, followed by AS for biological treatment. Most of the ternary
treatments are bypassed, with the exception of Ion Exchange, MF/UF and NF.

10.3 Comparison between single- and multi-stream

solution

The comparison of the results for the 2 scenarios (reported in table 10.9 shows that
when water recycle is considered, the proposed approach is to identify a win-win
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10.4. Conclusions from the wastewater treatment and reuse case study

solution, meaning a solution in which both the economic objective (Total Annual-
ized Cost) and the sustainability objective (reduction of the water footprint of the
refinery) are improved, with respect to the single-stream results. In particular, for
this case a reduction of 21.8% of the total annualized cost and of 45.3% of the water
footprint is achieved.
Such a solution is identified at the expense of a considerable increase in the numer-

Table 10.9. Oil refinery wastewater treatment and reuse network: Comparison between
single- and multi-stream solution

Item
Solution 1: Solution 2:

% Diff
No Recycle Recycle

Financial indexes

Total Annualized Cost (M$/yr) 17.454 13.654 -21.80%
Capex (M$) 22.8 19.859 -12.90%
Opex (M$/yr) 15.934 12.34 -22.50%

Utility Cost (M$/yr) 11.049 8.644 -21.80%
Waste Cost (M$/yr) 4.886 3.696 -24.40%

Savings (M$/yr) - 0.074 -

Environmental indexes

Refinery Water Footprint (t/h) 208.02 113.769 -45.30%
Water Recycled (t/h) - 50 -
Water Effluent (t/h) 449.53 493.735 9.80%
Water Wasted (t/h) 208.02 113.769 -45.30%

Water Withdrawn (t/h) 657.504 607.504 -7.60%

ical complexity of the optimization problem, resulting in a significant increase in
computational time required for its solution, as showed in table 10.10.
The existence of a win-win solution when water recycle is considered is specific to the
case study, and cannot be generalized. In this case, the simultaneous improvement
of both objectives is due to the reduced load to primary, secondary and tertiary
treatments (because of the water recycle to the desalter), which causes a reduction
in capital and operational costs for these sections. However, the problem solution
strategy is generic and can be applied to explore optimal networks alternatives for
different oil refinery wastewater characteristics.

10.4 Conclusions from the wastewater treatment

and reuse case study

Through this case study, the capability of the framework to formulate and solve
problems related to water management has been demonstrated.
In particular, the framework showed the capability to handle problem of industri-
ally relevant complexity, characterized by a large number of contaminants, flows and
treatment intervals, contributing to the effort of bridging the gap between the ca-
pabilities of optimization-based design methods and the requirements of wastewater
experts and professionals.
In particular, WTR solution 1 demonstrated the ability of the framework to man-
age the uncertainty associated with the input data, leading to the identification of
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Chapter 10. Oil Refinery Wastewater Treatment and Reuse

Table 10.10. Oil refinery wastewater treatment and reuse: Solution statistics for single-
and multi-stream solution

Problem
Single-stream Multi-stream

deterministic uncertainty deterministic

Class MILP MILP MINLP
n binary variables 41 41 41

n constraints 51,567 3,632,748 51,567
n non-convex constraints - - 2060

Relative optimality tolerance 1.00E-06 1.00E-06 7.50%
CPU time (s) 2.5 460.2 90,238.20

Solution algorithm direct direct bi-level decomp.
n outer iterations - - 10

Average CPU time - - 9,023.80

for 1 iteration (s)

robust solutions.
Moreover, through WTR solution 2, the ability of the framework and of the bi-level
decomposition strategy to solve the non-convex MINLP problem resulting from the
formulation of the multi-stream problem has been demonstrated, even though at
the expense of a considerable computational investment.
For a problem of this size and complexity, in fact, over 24 hours of computational
time were required in order to obtain the solution. Moreover, the global optimality
of such a solution could not be proven with a relative tolerance lower than 7.5%.
The comparison between the performances of the obtained single- and multi-stream
solution, though, highlighted that such an increase in complexity (and in compu-
tational time) allowed identifying a win-win solution, in which the improvement of
both the economical objective and of the water footprint of the refinery is achieved.
The treatment configuration obtained as a result of the computer aided analysis
provides design targets for detailed engineering and dimensioning of unit operations
involved in the network which can further be simulated and verified with the use of
detail models and process simulators (such as WEST) and experimentally verified
at pilot scale, if needed, in order to obtain the final design.
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11

Conclusions and recommendation
for future developments

11.1 Summary of the project outcomes

In this Ph.D. project, the problem of synthesis and design of processing networks
has been studied, with the aim of simplifying and optimizing its formulation and
solution. To this end, a workflow has been developed, in which all tasks related to
the formulation and solution of this class of problems are organized. Methods, tools,
databases, software and solution strategies supporting the execution of the most im-
portant tasks of the workflow have been developed. Finally, all these components
have been integrated in a computer-aided framework, designed in order to facilitate
the execution of the workflow.
As a result of this project, an integrated business and engineering framework for
synthesis and design of processing networks has been developed. Because of its
generic structure, the framework can be employed for the formulation and solution
of network problems related to different application domains.
Within the framework structure, the formulation and solution of the problem is de-
composed into 7 successive steps. The first 2 steps are related to the definition of the
problem, and the specification of the domain of uncertainty to consider in the anal-
ysis. The solution of the decision-making problem under uncertainty is decomposed
through steps 3-6, in which layers of complexity with respect to the consideration
of uncertainties are stepwise added in the problem formulation. As a result of this
decomposition, a significant amount of insights and information about the conse-
quences of the uncertainties on the decision-making problem is obtained prior to
considering the complexity of the entire problem. Consequently, this information
is used to facilitate the solution of the problem by for example variable initializa-
tion, or employing pragmatic simplification of the optimization under uncertainty
problem. In the last step, all results and insights obtained during the execution of
the workflow are aggregated in a result report, where all information relevant to
decision-making is summarized.
The execution of the workflow is supported by several methods and tools, which
have been developed and integrated within the framework. In particular, a multi-
scale ontology has been developed in order to represent a wide variety of processes
in a generic manner. Through the combination of the different elements of this on-
tology, all existing alternatives with respect to processing network configuration can
be described based on the concept of process tasks (at unit operation scale), inter-
vals (at process scale) and steps (at plant scale), and organized in a superstructure
representation.
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Based on this ontology, a generic model to describe the elements of the superstruc-
ture is developed. Each of the process tasks has been described through a generic
process task model. Process interval models are then generated by combining task
models. In a similar way, the model of the entire superstructure is obtained by
combining different process interval models.
Moreover, to support the task of defining the search space for the optimization prob-
lem, a superstructure synthesis method has been developed. This method, based on
means-ends analysis, employs engineering and commercial insights to generate the
superstructure through a systematic approach.
Furthermore, a multi-layer data structure has been developed, to manage and sys-
tematize the data required for the definition of the design problem. The practical
implementation of the architecture resulted in the development of EOLO, a problem
formulation software integrating automatic data consistency checks and database
functionalities. Through EOLO, standard deterministic problems (based on generic
process interval models) can be automatically formulated and solved, without re-
quiring any programming in GAMS.
Finally, tailor-made solution strategies based on bi-level decomposition have been
developed for the solution of a class of problems, whose direct solution is not con-
venient or impossible, such as large scale non-linear or non-convex mixed integer
problems. These strategies have been integrated through the development of so-
lution files written in GAMS, in which the model reformulation and the dataflow
required by these algorithms are partially automated.
The integrated business and engineering framework has been applied through the
formulation and solution of 3 case studies, in order to test its functionalities and high-
light its features. These case studies, related to different application domains, have
been successfully solved for different scenarios, with respect to objective function
and data uncertainties definition, as well as with respect to the resulting non-linear
and non-convex type optimization formulations as found in multi-stream problems.

11.2 Fulfilment of project objectives

From the results presented in this thesis, it can be seen that the objectives defined
for this project (section 1.3) have been fulfilled through the work developed in this
Ph.D. project. In particular:

• a workflow for the formulation and solution of the problem of synthesis and
design of processing networks has been developed, together with the models,
methods, tools and solution strategies needed for its execution.

• a computer-aided framework integrating all the above mentioned components
has been developed, and applied to the formulation and solution of 3 case
studies from different application domains.

11.3 Scope and significance

Optimization-based design methods based on mathematical programming are based
on the decomposition of the design problem in three steps: the definition of the
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11.4. Remaining challenges

search space, the formulation of an optimization problem and the identification of
the best alternative. These steps represent the practical implementation of rational
decision-making, as defined in the seminal work of Simon (1947). When a real prob-
lem is concerned, practical limitations arise, reducing the efficacy of these methods.
These limitations may be described as (Simon, 1972):

1) the decision-maker may ignore some of the possible alternatives

2) the decision-maker may not have enough time/resources to evaluate all alter-
natives (because of their number, of the complexity of the evaluation, of time
constraints)

3) the decision-maker may ignore the exact value of some of the data needed to
evaluate the alternatives

4) different and conflicting goals may exist

From this perspective, it can be seen how the methods and tools developed and
integrated in the framework developed in this Ph.D. project have contributed to
managing these limitations, hence promoting the conditions for rational design of
processing networks. In particular:

• the superstructure synthesis method presented in chapter 6.1 contributes to
the formulation of superstructures corresponding to large search spaces for the
optimization problem, including innovative solutions.

• the practical implementation of the developed framework contributes to op-
timize the workflow of formulation and solution of optimization problems,
facilitating the comparison of large number of alternative configurations.

• optimization under uncertainty is used to take into account the limited knowl-
edge with respect to some of the problem data, allowing to identify robust
solutions.

• the flexibility of the framework with respect to problem formulation allows
studying the effect of different objectives and the identification of trade-off
solutions, (e.g. between economics and sustainability objectives).

Based on these observations, it can be concluded that the work presented here has
contributed to moving beyond the state of the art of optimization-based methods
for synthesis and design of processing networks.

11.4 Remaining challenges

While the work presented here contributed to optimizing the workflow of formula-
tion and solution of processing network problems to a significant extent, a number
of areas may still benefit from further attention and development.
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11.4.1 EOLO

Given the ability that EOLO has shown in simplifying the task of formulating stan-
dard problems, its expansion in order to cover the formulation of more classes of
problems is highly advisable. To this goal, further developments of EOLO are needed
in order to:

• expand the data architecture to include the specification of problem under
uncertainty.

• develop the automatic GAMS file generation feature for multi-stream and
stochastic problems.

11.4.2 Model library

Although a wide range of problems can be formulated and solved based on the
models currently included in the model library, its expansion is required in order to
expand further the scope of application of the business and engineering framework.
In particular, suggested directions for development include:

• expanding the model library by including economic and sustainability models.

• complementing the task model library with a library of constitutive models,
to be used in order to calculate reaction conversions, separation factors, etc.
as a function of flow composition and process parameters.

11.4.3 Solution methods

In order for optimization-based design methods to reach their full potential, solution
methods able to handle the solution of the large and complex discrete optimization
problems that are formulated are required.
Although the solution methods integrated in the framework have shown the potential
of solving problems of considerable size and complexity, developments are required
for:

• further reducing the time and computational resources needed for the solution
of the optimization problems.

• allowing the solution of more complex problems, such as multi-stream stochas-
tic problems, or problems containing non-convex constitutive equations.

• developing a decision tree to guide the selection of the most appropriate solu-
tion method, depending on size and structure of the problem to be solved

11.5 Future perspectives

Based on the results obtained in this work, as well as on the feedbacks received while
presenting the integrated business and engineering framework in industrial forums
and scientific conferences, some perspectives on future development of the concepts
presented here have been developed.
In the next sections, these suggested developments will be briefly discussed.
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11.5.1 Network-of-networks

The multi-scale structure of the framework could be expanded, in order to include
the complexity of the entire enterprise, by representing it as a network-of-networks,
as described by figure 11.1. Within this representation, the enterprise is modeled
as a network of processing networks, each of them constituted by a network of pro-
cessing plants, constituted by a sequence of one or more processes.
By capturing the interdependencies between scales in an explicit manner, the network-
of-networks approach would enable evaluating the impact that modification operated
at process level, plant level and business level would have on the overall enterprise,
at all different scales. Consequently, the development of the network-of-networks
approach would allow the use of the framework to support decision-making with
respect to i) process improvement project (at process scale), ii) construction and
decommissioning of entire process plants (at plant scale) and iii) establishment,
modification or discontinuation of entire businesses (at enterprise scale).
Furthermore, this expansion would allow evaluating the consequences of changes in
the business environment (with respect to market conditions, raw material avail-
ability and regulations) on the performances of the overall company, rather than on
individual businesses.

11.5.2 Virtual technology customer

The ability of the framework to evaluate different alternatives with respect to pro-
cess technology, in order to identify the most convenient selection could represent a
valuable tool also for technology developers and equipment manufacturers (develop-
ing and producing process technologies and selling them to processing companies),
in order to estimate the value of their products, from a customer perspective.
By formulating a processing network design problem, including their technology
among the alternatives of the superstructure, in fact, technology developers could
have a tool reproduce the decision-making of their customers. From this perspec-
tive, therefore, the integrated framework could be modified to develop a virtual
technology customer model, which could be used in order to study the competition
among different technologies, from a cost/ benefit perspective. By simulating the
decision-making of processing companies with respect to technology selection, in
fact, the virtual customer model could be used by technology developers to assess
the competitive advantage/ disadvantage of their technologies with respect to the
competition, and use this information in order to guide their bidding, marketing
and development decisions.
Finally, the virtual technology customer model could be used as a tool to estimate
the value that a given technology has for its buyer. Such estimation constitutes a
valuable information for technology developers, and could be used as input for the
definition of the technology price, which could be defined according to the value-
share principle (World Intellectual Property Organization, 2004).
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11.5. Future perspectives

11.5.3 Connection to process simulator for detail verifica-
tion

A connection between the computer-aided framework developed here and a process
simulator could be developed, in order to automatically generate a detail model,
for the verification of the processing network configuration obtained as result of the
optimization problem. Through the development of this connection, a computer-
aided tool able to support the entire development funnel (described in section 1.3)
could be obtained. This would allow further integration of the workflow for synthesis
and design of processing networks, hence reducing the time and resources needed
for this task.

163

179



Chapter 11. Conclusions and recommendation for future developments

Acknowledgement of the financial support

The research leading to these results has received funding from the European Union
Seventh Framework Programme [FP7/2007-2013] under grant agreement n 238013.

164

180



11.5. Future perspectives

Appendices

165

181



182



A

Nomenclature

Indexes
i Set of components
j Set of partitions for piecewise linearization of capital cost
k Set of process intervals (source)
kk Set of process intervals (destination)
Ni Number of components (index k)
Nk Number of process intervals (index k)
NL Number of flow intervals (index j)
NS Number of Monte Carlo samples (index s)
NST Number of process steps (index st)
o Set of partitions for McCormick relaxation (first level)
oo Set of partitions for McCormick relaxation (second level)
p Set of partitions for McCormick relaxation (first level)
pp Set of partitions for McCormick relaxation (second level)
PROD(k) Subset of product process intervals
RAW (k) Subset of raw material process intervals
react(i) Subset of key reactant components
s Set of Monte Carlo samples
st Set of processing steps
ut(i) Subset of utility components

Problem data
αi,k Fraction of utility i mixed with process stream in interval k
γi,k,rr Stoichiometry of component i in reaction rr occurring in interval k
Γk,j Grid for flow partitioning
δi,k Fraction of component i separated as waste in interval k
ηk,kk Transportation distance (or pressure drop) between interval k and interval kk
Λp Grid for split factor partitioning
μut,i,k Specific consumption of utility ut with respect to component i in interval k
νk,st Allocation of interval k to step st (binary)
πk
R Cost of raw material k

πi,k
U

Cost of utility i for interval k

πk
P Value of product k

πk,kk
T

Price for transportation between interval k and kk

πk
Ca Coefficients for capital cost calculation

πk
Cb Coefficients for capital cost calculation

π̂k,j
Ca

Capital cost coefficients (piecewise linearized model)

π̂k,j
Cb

Capital cost coefficients (piecewise linearized model)

σi,k Fraction of component i collected in primary of separator in interval k
τ Investment time horizon
θi,k Conversion of key reactant react in reaction rr in interval k
υk,st Allocation of intervals to process step (binary)
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ζk,kk Superstructure connections (binary)

ζk,kkP
Primary superstructure connections (binary)

ζk,kkS
Secondary superstructure connections (binary)

ωk,kk Fraction of outlet flow of interval k which is fed to interval kk
MW i Molecular weight of component i
dr Discount rate

Functions
Eθ(f) Expected value of function f over the domain of
Ps Probability of realization of event s

Continuous
variables
CAPEX Capital investment
EBIT Earning Before Interest and Tax

F i,k
in Flow of component i entering interval k

F i,k
M

Flow of component i after utility mix in interval k

F i,k
R

Flow of component i after reaction in interval k

F i,k
W

Flow of component i after waste separation in interval k

F i,k
out1 Flow of component i in primary outlet of separation in interval k

F i,k
out2 Flow of component i in secondary outlet of separation in interval k

W i,k Waste flow of component i in interval k
F i,k,kk Flow of component i from interval k to interval kk

F i,k,kk
1 Flow of component i from interval k to interval kk (primary)

F i,k,kk
2 Flow of component i from interval k to interval kk (secondary)

F k,j
D

Disaggrageted flow

F i,k,kk,o,p
Dout,f

Disaggregated Flow variable for domain partitioning

GOI Gross operating income
GREV Gross revenues
INV k Investment cost for interval k
NPV Net Present Value
OPEX Operational investment
Rut,k Flow of utility ut entering interval k
Rcost Raw material cost

SMk,kk
f Fraction of outlet flow f of interval k fed to interval kk

SM i,k,kk,o,p
Df

Disaggregated split factor variable for domain partitioning

Tcost Transportation cost
Ucost Utility cost
Wcost Waste disposal cost

Binary
variables
yk Selection of process interval k
ykI Selection of process interval k (first stage)
ykII Selection of process interval k (second stage)
vk,j equal to 1 if flow of process k is in partition j

wi,k,kk,o,p
f equal to 1 if flow and SM of process k are in partition o,p
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Miscellanea
V SS Value of Stochastic Solution
UP Uncertainty Price
EV PI Expected Value of Perfect Information
UB Upper Bound of the objective function
LB Lower Bound of the objective function
UP Variable upper bound
LO Variable lower bound

Components Soy processing case study
TAG Triacylglycerides
DAG Diacylglycerides
MAG Monoacylglycerides
HP Hydratable Phosphorous (lecithin)
NHP Non-Hydratable Phosphorous
Steam-LP Low pressure steam (3bar)
Steam-MP Medium pressure steam (10bar)
Steam-HP High pressure steam (60bar)
Components Wastewater treatment and reuse case study
COD Chemical Oxygen Demand
BOD Biological Oxygen Demand
FSS Fixed Suspended Solids
TSS Total Suspended Solids
O&G Oil and Grease

Treatments Water treatment and reuse case study
WAO Wet Air Oxidation
SWS Sour Water Stripper
SS H2S Stripper
NS NH3 Stripper
AirS Air Stripper
API American Petroleum Institute Separator
CPI/PPI Corrugated and Parallel Plate Separator
DAF Dissolved Air Flotation
IAF Induced Air Flotation
TF Trickling Filter
RBC Rotary Biological Contactor
AS Activated Sludge
PACT Activated Carbon assisted Activated Sludge
MBR Membrane Bioreactor
GAC Adsorption on Granular Activated Carbon
PhPrec Phosphorous precipitation
MePrec Metals precipitation
CrPrec Chromium precipitation
IE Ion Exchange
ED Electrodialysis
MF/UF Microfiltration/ Ultrafiltration
NF/RO Nanofiltration/ Reverse Osmosis
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B

Example of derivation of process
interval model

In this appendix, the formulation and solution of the generic process interval models
is described through an example. First a process will be proposed and presented
through a short process description. Then the input data structure required by
the generic process interval models will be explained. Finally, the calculation of
the generic model data will be calculated from the process data. Through this
example, both the workflow needed for model development and the features of the
development model will be highlighted.

B.1 Process Description

The example process is showed in figure B.1, and the equipment list is reported in
table B.1.

R-01

V-01
E-03

E-02

s10

s5 s6 s7

s8

s4

s11

E-01

s1

s2

P-01

s3

E-04
s9

FEED

Fresh E

Purge

PRODUCT

s12 s13
CW CW return

Power

Figure B.1. Process flow diagram for the example process

The feed flow is constituted by a liquid mixture, containing a main component
A and impurities B and C. The goal of the process is to reduce the content of
component B in the mixture, through a decomposition reaction requiring chemical
E:

B + 2E � C +D (B.1)

The reaction is performed in reactor R-01, which constitute the core of the process.
The feed flow and the fresh chemical E are fed to mixer E-01.The reaction mixture is
than brought to the reaction pressure of 4 bar by pump P-01. In E-02, the mixture
is preheated to the reaction temperature of 90◦C. The heat duty required by E-02
is entirely provided by the condensation of the recycle stream, and therefore no hot
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Chapter B. Example of derivation of process interval model

Table B.1. Example process - equipment list
Tag Description
E-01 Stream mixer
E-02 Preheater/ condenser
E-03 Flash
E-04 Final Cooler
P-01 Feed Pump
R-01 Reactor
V-01 Release valve

utility is required.
The reaction mixture is fed to reactor R-01, where reaction B.1 takes place. At
design condition, 95% conversion with respect to reactant B is achieved. Because of
the exothermic reaction, the temperature increases to 235◦C.
Through the pressure relief valve V-01, the reactor outlet is fed to the atmospheric
flash tank E-03. The flash is adiabatic, and the flash temperature is 150◦C. The
vapour outlet of flash E-03 is rich in the low boiling point components A and E. In
design condition, recovery of A and E is respectively 10% and 100%. The vapour
stream S10 is condensed in E-02. Recirculation of the unreacted E is not possible
due to regulatory reasons, so stream S11 is sent to blow down.
The liquid outlet of flash E-03 (a mixture of A, B, C and D) is cooled in the final
cooler E-04 to the final product temperature of 75◦C. A stream table for the process
is reported in table B.2.
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Chapter B. Example of derivation of process interval model

B.2 Generic Process Interval model development

The first step of the process interval model development is the identification of
process input-output. The proposed process has 3 material input and 3 material
output, plus the power input to the pump. The allocation of these input-output to
the category considered in the generic process interval model is reported in Table
B.4.

Table B.4. Example process - input output assignment
Inlet Outlets

Name Category Name Category
FEED Process input Product Process primary outlet
Fresh E Utility input Purge Waste
Power Utility input CW return Utility return
CW Utility input

Utility and chemical use

Utility and chemical use are described by μut,i,kk and αi,kk. The former describes the
amount of utility j which is consumed in interval kk as function of the mass flow of
component i in the incoming flow. In the proposed process, 3 utilities are consumed.

Fresh E

The flow of fresh E is dosed in order to keep the desired concentration in the inlet of
the reactor. As stated in the process description, an excess of 100% of E (over stoi-
chiometry) is required to obtain the desired conversion of B. From the stoichiometry
the required flow of fresh E can be calculated as:

R
′E′

= 2 · γ
′E′

γ ′B′ ·
MW

′E′

MW ′B′ · F ′B′
in − F

′E′
in (B.2)

Since F
′E′
in = 0 :

μ
′B′,′E′

= 2 · γ
′E′

γ ′B′ ·
MW

′E′

MW ′B′ = 15 (B.3)

since the utility is mixed with the process stream, α
′E′

= 1.

Cooling water

The amount of cooling water consumed in the final cooler is calculated solving the
heat balance for the cooler:

R
′CW ′

= FS8 · cp,S8 · TS8 − TS9

cp,CW ·ΔTCW

(B.4)

Where FS, cp, S and TS are respectively mass flow, heat capacity and temperature
of stream s, and ΔTCW is the temperature change in cooling water temperature.
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From this:

μ
′CW ′,i = FS8 · cp,S8 · TS8 − TS9

cp,CW ·ΔTCW

· 1

FIN

(B.5)

Since cooling water is not mixed with the process stream, α
′CW ′

= 0

Power

The power input of pump P-01 is calculated as:

WP−01 = FS3 ·HP−01 · ηP−01 (B.6)

Where WP−01, HP−01 and ηP−01 are respectively total power input, total dynamic
head and the efficiency of pump P-1, and FS3 is total mass flow for stream S3.
Consequently:

μpower = HP−01 · ηP−01 (B.7)

Since power is not mixed with the process stream, αpower = 0.
A data structure for utility and chemical use is reported in table B.5 - B.6.

Table B.5. Utility consumption data μut,i,k for the example process interval k

μut,i A B C D E

E 0.00 15.00 0.00 0.00 0.00
CW 6.14 6.14 6.14 6.14 6.14

Power 0.44 0.44 0.44 0.44 0.44

Table B.6. Utility mixing table αi,k for the example process interval k
αi

E 1
CW 0

Power 0

Remark:

It is important to underline that the elements of the utility matrix μ can have
different measurements units. As an example, data referred to fresh E are in kg/m,
while the one relative to power are in kW ·m/kg.
Depending on the problem, it might be necessary to use different measurement units
also for homogeneous data, in order to ensure good problem scaling. Particular care
has to be taken in order to ensure dimensional consistence of the data employed in
the model.

Reaction

The reaction function is described by use are described by γi,k,rr and θreact,k,rr. The
former contains the molar stoichiometric coefficients for component i in reaction

175

191



Chapter B. Example of derivation of process interval model

rr. The latter contains the conversion of reaction rr in interval kk, expressed with
respect of the reactant react (key or limiting reactant). From equation B.1, the
stoichiometry table can easily be obtained (see table B.7). As previously stated,
a conversion of 95% of B is required. Component B is therefore selected as key
component. The conversion table is reported in table B.8.

Table B.7. Stoichiometry data γi, k, rr for the example process interval k
γi,k,rr Reaction1

A 0
B -1
C 1
D 1
E -2

Table B.8. Conversion data θreact,k,rr for the example process interval k
θreact,k,rr Reaction1

B 0.95

Waste

The separation of wastes from the product stream is modeled via δi,k, which rep-
resents the fraction of component i which is separated in a waste stream. From
the process description it can be seen that this corresponds to the component split
factors in the flash drum. The resulting waste separation data is reported in table
B.9.

Table B.9. Waste separation data δi,k for the example process interval k
δi,k

A 0.1
B 0
C 0
D 0
E 1

Product separation

Product-product separation is intended as the use of a separation technique on the
process flow, resulting in 2 process streams of different composition, named primary
and secondary flow. Product-product separation is modeled via σi,k, which repre-
sents the fraction of component i flow which goes to the primary flow. The example
process selected as example does not contain any product-product separation, there-
fore the elements of σi,k are at their default value (equal to 1, table B.10) meaning
that no separation is occurring and all mass flow goes to primary outlet.
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Table B.10. Waste separation data σi,k for the example process interval k
σi,k

A 1
B 1
C 1
D 1
E 1

Transportation

Transportation cost is modeled via ηk,kk, which represents the geographical distance
between interval k and interval kk. Transportation cost is not considered in the
selected example, therefore all the elements of ηk,kk are equal to the default value of
zero.
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C

NBP problem data

In this appendix, all data related to the formulation of the NBP problem are re-
ported, in the form of data table.

Table C.1. NBP data: superstructure of primary flows

ζk,kkP I-1 I-2 II-1 II-2 II-3 III-1 III-2 IV-1 V-1 V-2 V-3 V-4

I-1 0 0 1 1 1 0 0 0 0 0 0 0
I-2 0 0 1 1 1 0 0 0 0 0 0 0
II-1 0 0 0 0 0 1 1 0 0 0 0 0
II-2 0 0 0 0 0 1 1 0 0 0 0 0
II-3 0 0 0 0 0 0 1 0 0 0 0 0
III-1 0 0 0 0 0 0 0 0 1 0 0 0
III-2 0 0 0 0 0 0 0 0 0 0 1 0
IV-1 0 0 0 0 0 0 0 0 0 0 1 0

Table C.2. NBP data: superstructure of secondary flows

ζk,kkS I-1 I-2 II-1 II-2 II-3 III-1 III-2 IV-1 V-1 V-2 V-3 V-4

I-1 0 0 1 1 1 0 0 0 0 0 0 0
I-2 0 0 1 1 1 0 0 0 0 0 0 0
II-1 0 0 0 0 0 1 1 0 0 0 0 0
II-2 0 0 0 0 0 1 1 0 0 0 0 0
II-3 0 0 0 0 0 0 1 0 0 0 0 0
III-1 0 0 0 0 0 0 0 0 1 0 0 0
III-2 0 0 0 0 0 0 0 0 0 0 1 0
IV-1 0 0 0 0 0 0 0 0 0 0 1 0

Table C.3. NBP data: separation split factors
σi,k I-1 I-2 II-1 II-2 II-3 III-1 III-2 IV-1 V-1 V-2 V-3 V-4

C-1 1 1 1 1 0.95 0.7 1 1 1 1 1 1
C-2 1 1 1 1 0.99 0.1 1 1 1 1 1 1
C-3 1 1 1 1 0.5 0 1 1 1 1 1 1
C-4 1 1 1 1 0.5 0 1 1 1 1 1 1
U-1 1 1 1 1 0 0 1 1 1 1 1 1
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Table C.4. NBP data - utility consumption
μut,i,k II-1 II-2 II-3 III-1 III-2 IV-1

U-1 C-1 0.4 0 0.5 0.9 0 0
U-1 C-2 0.4 1.5 0.5 0 2.5 0
U-1 C-3 0.4 0 0.5 0 0 0
U-1 C-4 0.4 0 0.5 0 0 0

Table C.5. NBP data - utility mixing
αi,k U-1

II-1 0
II-2 1
II-3 0
III-1 0
III-2 0
IV-1 0

Table C.6. NBP data - reaction stoichimetry
γi,k,rr r1 r2

C-2 II-2 -1
U-1 II-2 -2
C-3 II-2 1
C-4 II-2 1
C-3 III-2 -1
C-4 III-2 1

Table C.7. NBP data - reaction conversion
θreact,rr,kk r1 r2

C-2 II-2 0.95
C-3 III-2 0.9

Table C.8. NBP data - waste separation fractions
δi,k II-1 II-2 II-3 III-1 III-2 IV-1

C-1 0 0.05 0 0 0 0
C-2 0.9 0 0.2 0 0.4 0.8
C-3 0 0 0 0.2 0 0.8
C-4 0 0 0 0 0 0
U-1 0 1 0 0 0 0

Table C.9. NBP data - capital cost and maximum throughput
II-1 II-2 II-3 III-1 III-2 IV-1

πk
Ca 12500 7500 8000 17500 8000 5000
πk
Cb 0.55 0.65 0.65 0.66 0.5 0.6∑

i

(
F i,kUP

IN

)
200 125 200 190 140 150
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Table C.10. NBP data - raw material composition
i,kk 1 2

C-1 78 75
C-2 15 20
C-3 7 5
C-4 0 0
U-1 0 0

Table C.11. NBP data - raw material price

πk
R I-1 I-2

16.00 18.00

Table C.12. NBP data - product prices

πk
P V-1 V-2 V-3 V-4

120 35 70 40

Table C.13. NBP data - utility prices

πi
U U-1

5
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D

Soy Processing additional results

Table D.1. Soybean processing 1 (deterministic) - Utility table for scenario 1 results

Utility Process Interval
8 11 12 20 25 29 31

Steam-LP unit-mass 0.67 0.49
Steam-MP unit-mass 14.12 0.41 0.18 2.69
Steam-HP unit-mass 1.05

Cooling-water unit-mass 1460.00 42.73 20.60 150.64 1.78
Process-water unit-mass 0.48

Hexane unit-mass 0.05
Citric-acid unit-mass 0.01

Bleaching-earth unit-mass 0.21
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Table D.2. Soybean processing 1 (deterministic) - Detail results comparison for the 4
scenarios

PRODUCTS scenario 1 scenario 2 scenario 3 scenario 4

total prod. flow unit-mass 94.16 93.07 92.72 94.16
FADD unit-mass 0.47 0.50 0.54 0.47
Refined oil unit-mass 20.09 19.99 20.05 20.09
Lecithin unit-mass 0.45 0.45 0.45
LowPro meal unit-mass 73.15 73.15
HighPro meal unit-mass 68.86 68.86
Hulls unit-mass 3.27 3.27

PRODUCTS YIELD

Inlet-to-product %mass 0.94 0.93 0.93 0.94
FADD %mass 0.00 0.01 0.01 0.00
Refined oil %mass 0.20 0.20 0.20 0.20
Lecithin %mass 4.50E-03 4.50E-03 4.50E-03
LowPro meal %mass 0.73 0.73
HighPro meal %mass 0.69 0.69
Hulls %mass 0.03 0.03

UTILITY CONS.

total utility flow unit-mass 1696.10 1644.57 1598.02 1696.10
Steam-LP unit-mass 1.15 1.15 0.49 1.15
Steam-MP unit-mass 17.40 16.91 16.54 17.40
Steam-HP unit-mass 1.05 1.04 1.05 1.05
Cooling-water unit-mass 1675.75 1624.72 1579.68 1675.75
Process-water unit-mass 0.48 0.48 0.48
Hexane unit-mass 0.05 0.05 0.05 0.05
Citric-acid unit-mass 0.01 0.01 0.01 0.01
Bleaching-earth unit-mass 0.21 0.21 0.21 0.21

WASTE PROD.

total waste flow unit-mass 6.99 7.31 7.94 6.99
Exhaust clay unit-mass 0.26 0.26 0.26 0.26
HP unit-mass 0.60
NHP unit-mass 0.03
Process-water unit-mass

Water unit-mass 6.30 6.30 6.30 6.30
Fiber unit-mass 0.32 0.32
Steam-10b unit-mass 0.41 0.41 0.41 0.41
Hexane unit-mass 0.01 0.01 0.01 0.01
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E

Oil Refinery Wastewater
Treatment and Reuse Technologies

In this appendix, the database of technologies for wastewater treatment is presented,
by briefly describing each technology, and highlighting the derivation of the model
parameters used for their description in the WTR case study presented in chapter
10.

E.1 Gravity separation

Gravity separators exploit density differences to separate contaminants which are
heavier and lighter than water: free oil floats to the surface and solids settle to the
bottom, where they are skimmed and scraped off, respectively. While sedimentation
is generally employed in all process industries, the following equipments for oil-water
separation are typical of refineries.

E.1.1 American Petroleum Institute (API) separator

The American Petroleum Institute (API) separator is a gravity separator which is
normally constituted by a long rectangular basin with enough retention time for the
oil phase to separate and float to the surface, and laminar flow conditions in order
to allow the sedimentation of solids to the bottom.
Usually, scrapers are used to move the oil to the downstream end of the separator
where it is collected. On their return to the upstream end, the scrapers travel along
the bottom moving the solids to collection. API separators are in general used in the
upfront of the treatment train, in order to protect downstream equipments against
large oil slugs (European Commission Integrated Pollution Prevention and Control,
2003; Schultz, 2005).
An API separator is effective to remove emulsified particles down to 15 μm of di-
ameters, and typically it is able to reduce oil and total suspended solids down to
50 mg/L and 200 mg/L respectively, for a wide range of incoming inlet conditions
(Schultz, 2005).

Removal efficiency

Average removal efficiency is 30.5% for COD and BOD, of 30.0% for TSS and 79.5%
for oil and grease (Wong and Hung, 2004; General Electrics, 2012).
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Utility consumption

API separators consume electricity to pump fluid through the basin and move the
scraper. Correlations of operating costs as a function of the flow rate are reported
in Puckett (2008) for a specific API (depth of 1 m, width of 2 m, mean inlet particle
diameter of 1 mm). It is reasonable to assume that electricity consumption con-
stitutes the most relevant source of operating cost. Based on this assumption, the
specific electricity consumption of an API separator is estimated in μEL,H2O=0.22
MJ/ton.

E.1.2 CPI/PPI separator

Corrugated and parallel plate separators (CPI and PPI, respectively) rely on the
same principle of the API separators, using tilted plates to increase the collection
area while decreasing the overall size of the unit. As the water flows through the
separator, the oil droplets coalesce on the underside of the plates and travel upwards
to where the oil is collected, while the solids deposit in the bottom. Because of the
coalescing action, these separators can separate oil droplets as small as 6 μm in
diameter and oil concentrations in the effluent is as low as 10 mg/L (Wong and
Hung, 2004).

Removal efficiency Removal efficiencies for CPI or PPI separators for TSS and
oil and grease are 60.0% and 90.0% respectively (Zarooni and Elshorbagy, 2006).

Utility consumption CPI/PPI separators consume electricity to pump fluid
through the basin and move the scraper. Due to the lack of data specific to this
technology, the electricity consumption is assumed to be the same as for an API
separator.

E.2 Flotation

Flotation employs chemicals to enhance the separation of very small or light par-
ticles, which cannot be effectively separated by gravity separators, thus realizing a
sharper separation in a shorter time. The removal is enhanced by the use of chemical
additives: inorganic chemicals (aluminum and ferric salts and activated silica) bind
particulate matter together and make bubble entrapment easier; polymers can be
used to change the liquid-gas and/or solid-liquid interface properties (Tchobanoglous
et al., 2003). Through the manipulation of interface properties, pilot-plant studies
have shown the ability to reach an outflow oil concentration of less than 10 mg/L,
for the treatment of oil refinery wastewater (Wong and Hung, 2004).

E.2.1 Dissolved Air Flotation (DAF)

The Dissolved Air Flotation (DAF) consists of injection of air in water under pres-
sure, followed by pressure release. Typical operating pressures are in the range of
275-350 kPa (Tchobanoglous et al., 2003). The entire flow is held in a retention
tank under pressure for several minutes to allow time for the air to dissolve, then
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it is admitted to the flotation tank through a pressure-reducing valve where the air
comes out of the solution in very fine bubbles, dragging up the suspended material.
In large units, a portion of the effluent is recycled, pressurized and semi-saturated
with air, then it is mixed with the unpressurized influent before release in the tank;
in this way, the energy for pumping is reduced.

Removal efficiency

General Electrics (2012) reports, for DAF, removal efficiencies for COD, O&G, TSS,
and BOD of 35.0%, 77.5%, 82.5% and 45.0%, respectively.

Utility consumption

Utilities consumption associated to DAF are:

• Electricity for water pumping.

• Compressed air for injection.

• Chemicals for coagulation and flocculation.

The specific electricity consumption for standard operating conditions is reported
in Wang (2010), as μEL,H2O = 0.59 MJ/ton.
According to Tchobanoglous et al. (2003), the volume of air to the mass of solids
ratio (A/S ratio, in [mL/mgTSS]) for systems without recycle can be estimated as:

A

S
=

1.3sa(fP − 1)

Sa

(E.1)

where sa [mL/L] is the air solubility (sa =18.7 mL/L at 20C), f is the fraction of air
dissolved at pressure P (usually 0.5), P [atm] is the operating pressure, Sa [mL/L]
is the influent suspended solid. Thus, the volume of air to be introduced for mass
of influent water, in [mL/L], is:

A

S
· Sa = 1.3sa(fP − 1) (E.2)

The volume of air to be introduced is computed assuming an average pressure of
312.5 kPa and T=20C. The corresponding mass is found assuming perfect gas be-
havior and a molecular weight of MWair=29 g/mol, in consistent units:

μair,H2O = 1.3sa(fP − 1) · P ·MWair

RT
· 1

ρW
(E.3)

being R=8.314 J/molK, the compressed air consumption is calculated as μAir,H2O =
4.74 · 10−2 kgAir/ton With respect to chemicals consumption, according to Parkash
(2003) a specific alum consumption μAlum,H2O=1.5·10−2 kgAlum/ton is required for
the treatment of refinery wastewater treatment.
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E.2.2 Induced Air Flotation (IAF)

The Induced Air Flotation (IAF) consists of injection of air in water through a re-
volving impeller. Advantages of IAF with respect to DAF are a more compact size,
a lower capital cost, a higher removal of free oil and suspended solids; while disad-
vantages are higher power consumption and the presence of hydraulic limitations
(Tchobanoglous et al., 2003).

Removal efficiency

With the exception of O&G removal, the same performance of DAF are used. For
O&G removal, based on what reported in Wang (2010), 90.0% removal is assumed.

Utility consumption

The utility consumption accounts for:

• Electricity necessary for impeller rotation.

• Compressed air.

Data on global consumption or electricity needed to operate the whole equipment
are reported in Wang (2010) as μEL,H2O = 0.66 MJ/kg.
Due to lack of data, the air consumption of an IAF unit is assumed equal to the one
of the DAF unit.

E.3 Biological treatment

Soluble and suspended organic substances are removed by biological treatment,
through the activity of microorganisms operating under aerobic or anoxic condi-
tions. In addition, biological nitrification and denitrification and biological phos-
phorous removal can also obtained for certain operating conditions.
In these treatments, microorganisms utilize the contaminants present in the wastew-
ater as sources of C, N and P, for production of energy and synthesis of new cellular
material and nutrients. Typically, industrial wastewaters contains low concentra-
tion of N and P with respect to municipal, and consequently these nutrients may
need to be complemented in order to maintain the operation, and avoid incomplete
treatment and poor sludge settling and flocculation (Henze et al., 1993a). In aerobic
processes, oxygen is required for respiration and it can be supplied by means of an
aeration system, usually as air.
While most organic compounds can be degraded biologically, for some of them ex-
tremely low degradation rates may be observed, and unique environmental condi-
tions may be required (e.g. pH). Furthermore, complete biodegradation of toxic
compounds to CO2 and H2O or CH4 may not always be possible, and biotrans-
formations to different organic compounds can occur (Tchobanoglous et al., 2003)
The substrate to be degraded is quantified through COD. However, only part of the
COD is biodegradable (bCOD) as described in chapter 6. Additionally, part of this
biodegradable material is in the form of particulate, thus hydrolysis is required prior
to its use.
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While all these factors need to be considered in a detailed modeling of the biological
process, in the generic representation employed in the framework all these informa-
tions are considered through the definition of pseudo-components. Detailed models
can be found for each process in Tchobanoglous et al. (2003).
The production of energy and synthesis of new cellular material are considered to-
gether through a definition of a biological pseudo-reaction, which is responsible of
carbonaceous removal (Tchobanoglous et al., 2003; Eckenfelder et al., 2009):

C +O2 +Nutrients → MO + CO2 +H2O +Byproduct (E.4)

where C is the carbonaceous substrate and MO is for the biomass produced. When
an average COD and biomass composition are used (C as C18H19O9N and MO as
C5H7NO2) and byproducts are neglected, the stoichiometric equation becomes:

C18H19O9N +
35− 10c

2
O2 + (c− 1)NH3 →

cC5H7NO2 + (18− 5c)CO2 + (8− 2c)H2O (E.5)

where only NH3 has been considered as a nutrient in the stoichiometry. The pa-
rameter c is:

c = y · MWC

MWMO

(E.6)

where y is the mass yield of substrate to biomass,MWC=393 g/mol andMWMO=113
g/mol. The value of y varies with the process conditions, and for aerobic growth
of microbial biomass, can be assumed y = 0.5 (Henze et al., 1993a). Considering
that in aqueous solution ammonia is considered completely ionized, reaction E.5
becomes:

C18H19O9N + 8.80O2 + 0.74NH+
4 →

0.50C5H7NO2 + 9.39CO2 + 4.52H2O + 0.74H+ (E.7)

where the stoichiometric coefficients have been rounded to the second decimal.
With respect to pH, the reaction occurs in neutral conditions, and a pH range from
6.0 to 9.0 is tolerable.
One of the common challenges in biological treatment processes is to maintain a
sufficient nutrients (N and P) concentration, with respect to biodegradable soluble
COD to be treated (Tchobanoglous et al., 2003). Nutrients are provided to the
system as ammonia for N and as phosphoric acid for P (Eckenfelder et al., 2009).
Finally, one of the challenges of biological treatment of industrial wastewater is that
some of the contaminants may be inhibitory or toxic to the microbes (Eckenfelder
et al., 2009).
The utilities necessary for biological treatment processes are:

• Electricity for pumping and mixing

• Air supply
As described above, air is needed as utility for maintaining a minimum dis-
solved oxygen concentration in the aeration tank. In the model used, the
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oxygen needed is computed as the oxygen requirement from reaction E.5 with
the relevant conversion and a transfer efficiency of ηO2=15% is assumed, thus
the effective amount of oxygen to be fed is:

μO2,C =
1

ηO2

· νO2,E.5 · θC,E.5 · MWO2

MWC

(E.8)

From the calculated amount of oxygen, the amount of air is obtained.

• Nutrients
As described, ammonia is added as a source of nitrogen only if not present in
enough quantity in the wastewater with respect to the stoichiometric amount.
Only the difference needed to perform the reaction is fed. For ammonia, the
transfer efficiency is unitary since it is assumed that all the ammonia added is
dissolved into the water. Thus:

μNH3,C = νNH+
4 ,E.5 · θC,E.5 ·

MWNH+
4

MWC

(E.9)

From microbiological study, the nutrient ratio should be maintained as N:P=5:1
(Henze et al., 1993a; Eckenfelder et al., 2009). Thus, the amount of phosphoric
acid to add is:

μH3PO4,C =
1

5
· μNH3 ·

MWN

MWNH3

· MWH3PO4

MWP

(E.10)

Other utilities specific to each biological treatment are discussed for each particular
process in the next sections.
With respect to wastes, these are constituted by the sidestream containing the bac-
teria formed (e.g. the sludge), as well as the solid and the oil and grease separated.
Removal efficiencies of the carbonaceous material in the biological units is quantified
through the conversion of reaction E.5, θC,E.5; the value assigned to it is discussed
for each unit, as well as the waste fraction of the other components removed.
In the following sections, the biological treatments process technologies which have
been included in the superstructure for oil refinery wastewater treatment are briefly
discussed.

E.3.1 Activated sludge

Activated sludge (AS) treatment processes consist of two elements: an aeration
and reaction tank, where the conversion is performed, and a settling tank, which
separates the biomass from the purified water. Then, part of the biomass is recycled
in order to keep the desired concentration of microorganisms and the excess biomass
is wasted along with part of the suspended solids present in the influent. Within this
general concept, different process configuration may exist. Typical performances for
Activated Sludge are outlet concentration lower than 20 mg/L for total suspended
solids and lower than 25 mg/L for BOD (Eckenfelder et al., 2009).
Parameters of interest in an activated sludge system are:
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• Mixed Liquor Suspended Solids (MLSS) and Mixed Liquor Volatile Suspended
Solids (MLVSS):
Concentration of the solids of recycled sludge.

• Solid Retention Time (SRT):
Average retention time for sludge

• Hydraulic Retention Time (HRT):
Average retention time for water

• Volumetric organic loading rate:
Amount of COD and BOD per aeration tank volume per day.

• Food to microorganism ratio (F/M ratio):
Ratio between the mass of substrate (usually BOD) fed per day and the mass
of biomass.

While these parameters are relevant to the detailed design of the activated sludge
unit, they are not considered within the scope of this study. Within the case study,
AS is represented by lumping the aeration and the clarification part of the process
within a single process interval, as described in figure E.1.

Figure E.1. Representation of activated sludge as a process interval.

Removal efficiency

The conversion for reaction E.5 is assumed θC,E.5 = 0.725 on the basis of the re-
moval efficiency of COD reported in General Electrics (2012). This corresponds
to a conservative assumption, since other authors have reported higher efficiencies.
For example, Merlo et al. (2011) report a conversion up to 93% in a pilot activated
sludge for refinery wastewater. On the basis of what reported in General Electrics
(2012), the removal efficiency for BOD is 89.5%, for TSS is 72.5%, and for O&G is
89.5%.
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Utility consumption

Required utilities are:

• Electricity necessary for the aeration equipment and for the solid recycle.

• Air to supply the necessary amount of oxygen.

• Nutrients necessary to maintain the proper environment for microorganism
growth.

The electricity consumption of the activated sludge unit is estimated as an average
of the power consumption reported in Environmental Protection Agency (1976) as
2.02 MJ/ton.
The air and the nutrients necessary to operate the system are computed as described
for the generic biological unit, with equations E.8, E.9 and E.10 respectively.

E.3.2 Trickling filters

The trickling filters are constituted of a packed bed of rock or plastic covered with
biofilm. The wastewater is sprinkled onto the medium through a rotating distribu-
tion system above the bed, and flows through the bed.
The trickling filter is followed by a clarifier to settle sloughed-off biofilm and recy-
cle flow may be taken either before or after clarification (Wong and Hung, 2004;
Tchobanoglous et al., 2003).
Trickling filters are often used as roughing devices before the wastewater is fed to
an activated sludge system, especially in refineries. Typical BOD and total sus-
pended solids effluent concentrations span in the range between 15 and 30 mg/L
(Tchobanoglous et al., 2003).

Removal efficiency

Depending on the operating conditions and on wastewater quality, different conver-
sion values are reported for reaction E.5. A typical value of θC,E.5 = 0.60 is used for
this study, based on what reported by Qasim (1985) and General Electrics (2012).
O&G ans RSS removal of 65.0% and 72.5% respectively are used (General Electrics,
2012).

Utility consumption

The utility consumption accounts for:

• Electricity necessary for operation.

• Air to supply the necessary amount of oxygen.

• Nutrients necessary to maintain the proper environment for microorganism
growth.
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From the average values reported in Environmental Protection Agency (1976) a spe-
cific electricity consumption of 0.51 MJ/ton is calculated. This value confirms how
roughing filters require less energy for the treatment of high strength wastewaters
as compared to the activated sludge (Tchobanoglous et al., 2003).
The air and the nutrients consumption are calculated based on equations E.8, E.9,
E.10 respectively.

E.3.3 Rotating Biological Contactor (RBC)

Rotating biological contactors (RBC) generally consist of rows of polymeric discs
mounted on horizontal shafts. The shaft is slowly (1.0 to 1.6 rpm) rotating above a
shallow tank, keeping the disc about 40% immersed in wastewater. A biofilm grows
on each disk. Aeration occurs while a section of disc is above water level.
Typically, several RBC modules are operated in series. The number of units depends
on the treatment goals, and typically four stages are required for BOD removal, while
six or more are necessary for nitrification (Wong and Hung, 2004; Tchobanoglous
et al., 2003).
RBCs designed for BOD removal only have hydraulic retention time between 0.7 and
1.5 hrs and present an effluent with BOD in the range 15-30 mg/L (Tchobanoglous
et al., 2003). Treatment efficiency can be improved by increasing the number of
RBCs in series, and by temperature control, sludge recycle, and chemical addition.
Their high biomass concentration makes RBCs able to sustain shock loads because
of high microorganism concentrations. Moreover, the modular design facilitate their
expansion, making them particularly attractive for industrial applications. Full-scale
RBC installations in refineries have performances in removal of oxygen-demanding
pollutants comparable to activated sludge systems (Wong and Hung, 2004).

Removal efficiency

As for other biological treatment different removal efficiencies are reported in the
literature. In particular, with respect to COD removal. The conservative value
θC,E.5 = 0.80 is assumed for this study, based on what reported by Tran and Chowd-
hury (1992). The same source provides an estimation of the removal of BOD and
TSS, which for the same reason are chosen as 80.0%.

Utility consumption

The utility consumption accounts for:

• Electricity necessary for operation.

• Air to supply the necessary amount of oxygen.

• Nutrients necessary to maintain the proper environment for microorganism
growth.

The electricity consumption of a rotating biological contactor is estimated as an
average of the power consumption reported in Environmental Protection Agency
(1976), as 2.37 MJ/ton.
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The aeration and nutrients supply are calculated based on equations E.8, E.9 and
E.10.

E.3.4 Powdered Activated Carbon Treatment (PACT)

The powdered activated carbon treatment (PACT) consists of the use of activated
carbon to enhance the performances of the activated sludge. Activated carbon, as
described in this appendix, can be used to adsorb wastewater contaminants. By
combining the biological and physical action in a single process step, this system is
able to buffer toxic loads which might otherwise impair a straight biological system
and reduce the amount of carbon otherwise needed by a straight adsorption treat-
ment system.
Consequently, PACT systems allow controlling the removal performances by manip-
ulating the carbon dose. Furthermore, the activated carbon protects the biomass
from toxic metals, avoiding the need of up-stream metal precipitation. Finally, the
use of carbon leads to a more concentrated sludge (50% solid vs ≤20%) with respect
to AS (Meidl, 1997).
Depending on the performances required, carbon dosages may vary from 20 to 200
mg/L (Eckenfelder et al., 2009; Tchobanoglous et al., 2003).
Due to the buffering capacity of activated carbon, high contaminant loads can be
tolerated (Meidl, 1997).
When there is a small or intermittent application of PAC, the carbon is disposed of
with the excess sludge. Continuous application at larger plants, however, requires
regeneration of the carbon

Removal efficiency

The COD removal efficiency is obtained as conversion of the growth reaction E.5.
A value of θC,E.5 = 0.948 is reported in Meidl (1997). The same source provides an
estimation of the removal of BOD and TSS as 99.0% and 92.0%, respectively. A
90.0% removal of O& G is also obtained from Eckenfelder et al. (2009).

Utility consumption

PACT requires utility for:

• Electricity for waster pumping.

• Air to supply the necessary amount of oxygen.

• Nutrients necessary to maintain the proper environment for microorganism
growth.

• Powdered activated carbon (PAC).

The electricity associated to the PAC feed is neglected, so PACT power consumption
is assumed to match the value calculated for AS.
A dosage of 0.11 kg of carbon per ton of water is assumed as PAC consumption.
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E.3.5 Membrane bioreactor (MBR)

The membrane bioreactor (MBR) has the same configuration as an activated sludge
unit, but membrane separation is used for sludge separation, rather than sedimen-
tation. As a result, higher biomass concentration is achieved in the reactor, hence
reducing the reactor volume. Two different MBR process configurations have been
applied: external, in which a stream is taken from the reactor and pumped through
the membrane unit for the separation, and submerged where the membranes are
immersed in the reactor tank. Most submerged membranes are applied under aero-
bic conditions where aeration is also used to create cross-flow along the membrane
to reduce fouling In this study, submerged membranes are considered. Aeration is
used both for scouring the immersed membrane and for mixing.

Removal efficiency

A value θC,E.5 = 0.90 is chosen for this technology, to reflect the effect of the mem-
brane separation. The same removal is assumed for the BOD, while for the O&G
and TSS removals the same value chosen for the microfiltration unit is used.

Utility consumption

The utility consumption accounts for:

• Electricity for pumping and membrane cleaning.

• Air to supply the necessary amount of oxygen and clean the membrane.

• Nutrients necessary to maintain the proper environment for microorganism
growth.

• Chemicals for membrane cleaning.

For anaerobic treatments, submerged membranes (the one considered in this study)
are associated to a lower energy consumption (Tchobanoglous et al., 2003), and typ-
ical value are 0.92 kWh/m3 (Judd and Judd, 2006), corresponding to 3.31 MJ/ton.
In addition to the air required for oxygen supply for the biological reaction ( cal-
culated from E.8), air is also needed for membrane scouring. In many cases the
suppliers recommend a proper aeration rate in terms of the specific aeration de-
mand (SAD), either with respect to the membrane area (SADm) or the permeate
volume (SADp). Values of SADp range from 10 to 100 Nm3 of air per m3 of perme-
ate. When an average value of 55 Nm3 of air per m3 of permeate and a recovery of
water of 14.5% are assumed, a consumption of 53.84 kgAir/ton is calculated.
Furthermore, backwashing of the membrane is performed with NaOCl. A typi-
cal cleaning protocol is based on a weekly cleaning in place (CIP) with 500 mg/L
NaOCl and 2000 mg/L citric acid (C6H8O7), plus biannual cleaning out of place
(COP) using 1000 mg/L NaOCl and 2000 mg/L citric acid Judd and Judd (2006).
On this basis, the consumptions are: μNaOCl,H2O=0.30·10−2 kgNaOCl/ton and
μC6H8O7,H2O=1.24·10−2 kgC6H8O7/ton.
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E.4 Adsorption

Adsorption is in general used to remove those contaminants, which are difficult or
impossible to treat by conventional biological treatments, such as, for oil refinery
wastewater, heterocyclic organics.
In most of the cases, activated carbon is used as adsorbent, because of its ability to
remove a broad range of adsorbates, including many synthetic organic chemicals and
inorganics such as heavy metals. Depending on the shape, two types of carbon are
usually employed: powdered activated carbon (PAC, 200-400 mesh) and granular
activated carbon (GAC, 10-40 mesh). The treatment set-up is based on a column
filled with adsorbent, through which the wastwater flows. Two or more columns
are usually put in series and rotated as they become exhausted so that the unit
remains in operation while one column is taken out of service for regeneration or
maintenance (Tchobanoglous et al., 2003).
Generally, the amount of material adsorbed is determined as a function of the con-
centration at a constant temperature, through the adsorption isotherm. Freundlich
is the most used to describe the adsorption characteristics of the activated carbon
used in wastewater treatment. According to the literature, typical outlet concentra-
tion for adsorption on activated carbon are less than 1 mg/L for TSS, 2 mg/L for
BOD and 10 mg/L for COD (Eckenfelder et al., 2009).
The regeneration of the spent carbon can be done via thermal regeneration, steam, or
solvent extraction, acid or base treatment, or chemical oxidation (Eckenfelder et al.,
2009). Because of the large number of pollutants, thermal regeneration is in general
the most convenient regeneration method for wastewater treatment processes (Perry
and Green, 2008). Thermal regeneration is the process of drying, desorption, and
high temperature heat treatment (650 to 980C) in the presence of steam, flue gas,
and oxygen. Usually, for each regeneration cycle 5 to 10 percent by weight of the
carbon regenerated is lost due to attrition and burning (Eckenfelder et al., 2009).

E.4.1 Granulated Activated Carbon (GAC)

Typically, a GAC bed treats flow rates between 50 and 400 m3/h and has cross
sectional area between 5 and 30 m2 and length between 1.8 and 4 m, with a void
fraction between 0.38 and 0.42; the approach velocity is 5-15 m/h and the operation
time between 100 and 600 days (Tchobanoglous et al., 2003). GAC is normally oper-
ated at a wastewater residence time of between 5 and 30 min (Tchobanoglous et al.,
2003). For treatment of tertiary effluent, regeneration is economically convenient
for capacity higher than 3.0 mgd (0.47 kg/h) (Environmental Protection Agency,
1976). Consequently, activated carbon regeneration has been considered in the case
study.

Removal efficiency

COD, BOD, TSS, O&G, and ammonia removal efficiency are estimated as 80.0%,
83.0%, 75.0% and 85.0%, respectively (General Electrics, 2012).
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Utility consumption

Utilities include:

• Electricity.

• Make-up carbon.

• Steam, flue gas rich in CO2 and natural gas for regeneration.

The power consumption is estimated based on the data reported by Environmental
Protection Agency (1976) as 3.72 kJ/kg.

Carbon exhaustion rates for refinery wastewater treatment are known to be in the
range of 1.1 to 141 lb/1000gal (Eckenfelder et al., 2009), which equals to 0.13 to 16.92
kgGAC/ton. This corresponds to the amount that is treated in the regeneration
furnace. Assuming that an average of 7.5% of this carbon is lost, the make-up
carbon is μGAC,H2O=0.64 kgGAC/ton.
In a municipal wastewater treatment plant, the GAC regeneration uses from 0.259
to 0.375 kg of steam and from 0.475 to 0.687 kgCO2 per kg of GAC regenerated
(Sebastiani et al., 1994). Since specific values for refinery wastewater could not be
found, these ranges have been used, resulting in μLPS,H2O=12.70 ·103 GJ/ton and
μCO2,H2O=4.96 kgCO2/ton. The regeneration heat required is 7,000 Btu per lb of
carbon regenerated (Environmental Protection Agency, 1976) (16,282 kJ/kgGAC).
Natural gas is used as fuel for the furnace, and a specific consumption μNG,H2O=2.27
kgNG/ton have been calculated.

E.5 Stripping

Stripping is used in order to remove wastewater contaminants by transferring them
to a gas phase. In refinery wastewater, steam stripping is adopted for the separation
of H2S and NH3 (or NH+

4 ), while air stripping is used to remove volatile organic
compounds.
In general, strippers involve a downward flow of water through a tray or packed
column, while an ascending flow of stripping steam or gas removes the pollutants.
The stripping medium can be steam or any inert gas.

E.5.1 Steam stripping

For oil refinery wastewater, 3 steam stripping processes are considered:

1. Two combined columns for stripping of both hydrogen sulfide and ammonia

2. Hydrogen sulfide stripping

3. Ammonia stripping
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E.5.1.1 Steam stripping in two columns

In the the majority of the installations in oil refinery wastewater, steam is employed
both as heating medium and as stripping gas (Wong and Hung, 2004). Since H2S
tends to be stripped by water more easily than NH3, if both components need to
be stripped, the removal efficiency is enhanced using two columns: in the first, NH3

is fixed with mineral acid or flue gas and H2S is stripped, then the ascending steam
is condensed and the gas is sent to a sulfur recovery plant; in the second, NH3 is
stripped and recovered as high purity ammonia. The first column is operated at
around 40C and the second at around 110C (Eckenfelder et al., 2009).
As a result, an effluent water containing less than 5 mg/L H2S and 50 mg/L NH3

can be obtained(Eckenfelder et al., 2009; Wong and Hung, 2004).

Removal efficiency

H2S and NH3 removal efficiencies as high as 0.98 and 0.82 respectively have been
obtained in single column steam stripping of refinery wastewater Eckenfelder et al.
(2009). For 2 columns set-ups, H2S removal is assumed to be 0.98.

Utility consumption

The utility consumption accounts for:

• Electricity necessary to operate the unit.

• Steam as a stripping medium and for temperature regulation.

• Cooling water for temperature regulation.

It is reported that a stripping column for both H2S and NH3 has a power con-
sumption of 9.83 MJ/ton Parkash (2003), so it is assumed that two columns would
consume 19.66 MJ/ton. From the mass balance:

LCi,0 +Gyi,0 = LCi,e +Gyi,e (E.11)

where L and G are the liquid and gas flow respectively (assumed constant), C and
y indicate the concentration of pollutant i in the liquid and gas phase respectively,
and the subscripts 0 and e indicate the inlet and outlet respectively. Assuming
equilibrium between the 2 phases:

yi,e =
Hi(T )

P
Ci,0 (E.12)

where Hi(T ) is the Henry constant of component i at the temperature of the column,
calculated based on the values reported in Table E.1.
The minimum steam-water ratio is calculated based on thermodynamic equilibrium
as:

(
G

L
)min =

P

Hi

(1− Ci,e

Ci,0

) =
P

Hi

· ri (E.13)

where ri is the removal of component i. Based on this minimum value, the operating
ratio is obtained as:

(
G

L
) = 2.2(

G

L
)min (E.14)
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For the removal efficiencies specified above, this results in 0.003 kgLPS/kg for H2S
removal and 0.102 kgLPS/kg for NH3 removal, for a total of 0.105 kgLPS/kg.
Assuming steam available at 500 kPa and 150 C, the calculated steam consump-
tion corresponds to 218.32 MJ/ton, which falls within the range of typical values
reported in the scientific literature for this configuration. According to Eckenfelder
et al. (2009), in fact, typical steam consumption for the described configuration span
between 91.65 and 366.59 MJ/ton.
Besides being used as stripping gas, steam is also employed in order to pre-heat the
wastewater to the operating temperature. In order to limit the energy consump-
tion, the energy integration scheme described in figure E.2 is employed. Based on
this configuration, the consumption of low pressure steam for pre-heating can be
calculated from the energy balance as:

μLPS,H2O =
cP,w · (Tout − Tin)

ΔHvap

(E.15)

where q = cP,w · (Tout − Tin) represents the specific heat given, ΔHvap is the latent
heat of the steam, and the other symbols have the same meaning as above.
Similarly, the consumption of cooling water is:

μCW,H2O =
cP,w · (Tin − Tout)

cP,w ·ΔT
(E.16)

where q = cP,w ·(Tin−Tout) represents the specific heat subtracted to the wastewater
to take it from Tin to Tout, cP,w = 4.186 kJ/(K·kg) is the specific heat of water, and
ΔT is the temperature variation of cooling water, assumed to be 20C.
From this relations, for the configuration reported in figure E.2 the specific consump-
tion of low pressure steam for heating results in 146.51 MJ/ton, making the total
steam consumption equal to 364.74 MJ/ton. However, it is assumed that due to
further integration for example with the condensers (in which steam is cooled to re-
cover H2S and NH3), this amount is one third lower, thus μLPS,H2O=243.16 MJ/ton.
Similarly, the amount of cooling water is instead calculated as μCW,H2O=1.75 kgCW/kg.
This value appears to be similar to what reported in Parkash (2003), from which a
consumption of 1.02 kgCW/kg can be estimated for a 2 column configuration.

Table E.1. Henry constants at 293 K and coefficients to calculate them at various tem-
peratures (Tchobanoglous et al., 2003).

i Hi(293K) [atm] Ai
1 Bi

1

H2S 483 884.94 5.703
NH3 0.75 1887.12 6.315

1Hi(T ) = 10(−
Ai
T

+Bi), with T in K
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Figure E.2. Scheme of the sour water stripper.

E.5.1.2 Steam stripping of hydrogen sulfide

The stripping steam consumption is only the one for hydrogen sulfide. The cooling
water for cooling and the steam for heating are computed with equations E.16 and
E.15 following the integration scheme in Figure E.3, as μCW,H2O=1.00 kgCW/kg
and μLPS,H2O=83.72 MJ/ton, respectively. Thus, the total amount of steam is
μLPS,H2O=89.81 MJ/ton.

Figure E.3. Scheme of the hydrogen sulfide stripper.

E.5.1.3 Steam stripping of ammonia

For this configuration, only the steam stripping for ammonia stripping is considered.
The cooling water for cooling and the steam for heating are computed with equations
E.16 and E.15 following the integration scheme in Figure E.4, as μCW,H2O=2.25
kgCW/kg and μLPS,H2O=188.37 MJ/ton, respectively. Thus, the total amount of
steam is μLPS,H2O=400.51 MJ/ton.
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Figure E.4. Scheme of the ammonia stripper.

E.5.2 Air stripping

Ammonia can be removed with air stripping. The amount of air needed for stripping
is calculated as for steam, resulting in μN2,H2O=101.92 kgAir/ton.

E.6 Chemical oxidation

Chemical oxidation is used for the removal of organic compounds which are re-
fractory, toxic, or inhibitory to microbial growth, and therefore cannot be removed
through biological treatment. Chemical oxidation is characterized by extremely low
selectivity, consequently, due to the existence of many side reactions, the efficiency
of removal of a specific target compound is low.
For this reason, these processes are economically feasible only when a low enough
concentration of organic contaminants are present in the wastewater. For these rea-
sons, chemical oxidation is usually employed before the biological units or sometimes
after them to further reduce the pollutant content.
Commonly used oxidants include ozone, permanganate, chlorine, chlorine dioxide,
and ferrate. Oxidation is often done in combination with a catalyst, which include
simple pH adjustment, UV light, transition metal cations, enzymes and a variety
of proprietary catalysts. Standard mixed reactors with contact times between sev-
eral minutes to an hour are used (Perry and Green, 2008). While the total COD
decreases, the BOD and the soluble fractions increase due to the conversion from
long chain biologically refractory organics to biodegradable compounds. The TOC
does not decrease unless the compounds are completely oxidized. However, this is
neglected, and the oxidation is considered only to target specific compounds.
In refinery wastewater, cyanides are often removed by oxidation. Thus, the oxidation
of cyanides is considered here.

E.6.1 Cyanide oxidation

Cyanides are oxidized with hypochlorite (OCl−). The oxidation of cyanide by chlo-
rine proceeds through several reactions that are highly pH-dependent. Normally, a
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two-steps process is employed: in the first step, cyanide react with hypochlorite to
form cyanogen chloride which is subsequently hydrolyzed to form cyanate (pH 11.5);
in the second step, cyanate is oxidized to form bicarbonates and nitrogen gas (pH
8.0 to 8.5). The overall reaction is:

5OCl− + 2CN− → 5Cl− + 2HCO−
3 +N2 (E.17)

If chlorine is used as a source of hypochlorite, the following dissociation reaction
must be considered:

H2O +H2O → OCl− + Cl− + 2H+ (E.18)

In reality, a large number of different reations exist, but for the sake of simplicity,
only reaction E.17 (and E.18) are considered in this study.

Removal efficiency

Theoretically, any removal efficiency can be achieved depending on the amount of
oxidant fed. It is reasonable to assume that a conversion of θCN−,E.17 = 0.99 can be
easily achieved.

Utility consumption

The utility consumption accounts for:

• Electricity for pumping.

• Oxidant.

The specific power consumption is estimated to be around 3.37 MJ/ton, based on
the data reported by Environmental Protection Agency (1976) for a chlorination
facility. The dosages of chlorine depend heavily on the identity of the metals com-
plexed with the cyanide ion and the presence of other background constituents in
the wastewater. Cyanide wastewaters containing nickel, silver or iron are difficult to
treat by alkaline chlorination because of the slow reaction rate of these chemical pro-
cesses (Eckenfelder et al., 2009). Usually the amount of oxidant needed to achieve a
certain performance is tuned experimentally for each wastewater. For simplicity, it
is assumed that a 50% excess is supplied with respect to the stochiometric amount:

μH2O,CN− = 1.5 · νOCl−,E.17 ·MWH2O

νCN−,E.17 ·MWCN−
(E.19)

As a result, a specific consumption value μH2O,CN−=20.19 kgH2O/kgCN− is calcu-
lated.

E.7 Hydrothermal processes

Wastewater treatment steps performed at elevated temperatures and pressures are
grouped as hydrotermal processes.
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Although both Wet air oxidation (WAO) and hydrothermal hydrolysis and super-
critical water oxidation (SCWO) have been proposed for the treatment of refinery
wastewater, to date SCWO has not shown to be commercially viable, and no in-
dustrial application of this technology is reported (Eckenfelder et al., 2009). Conse-
quently, only WAO is considered in this study.

E.7.1 Wet air oxidation (WAO)

Wet air oxidation (WAO) is a treatment suitable for streams which are too diluted
to incinerate and too concentrated for biological treatment. WAO consists of the
oxidation of organic and inorganic substances in an aqueous solution with oxygen
or air at elevated temperatures and pressures. Typical conditions for wet oxidation
range from 180C to 315 C and 20 to 150 bar; residence times may range from 15 to
120 min, and the COD removal may typically be from 75 to 90% (Luck, 1999). In-
soluble organic matter is converted to simpler soluble organic compounds which are
in turn oxidized and eventually converted to carbon dioxide and water. Inorganics
are partially oxidized to NH+

4 , N2, SO
−
3 or completely oxidized to NO−

3 , SO
2−
4 or

PO3−
4 .

Because of the elevated temperature and pressure at which the reactor is operated,
considerable amount of power and energy are required for pumping the water and
compressing the air, as well as for preheating purposes. The feed temperature is
adjusted such that the exothermic heat of reaction raises the mixture temperature
to the operating temperature, and the preheating can be done using the treated
effluent. Different heat integration schemes have been proposed to limit the energy
consumption associated to WAP. The first alternative consists of the production of
low-pressure steam through the cooling of the WAO effluent. Alternatively, the heat
can be used to preheat the wastewater to the operating conditions. Non-condensible
gases are then separated from the effluent prior to further processing.
In most of the industrial applications, WAO is not used as a complete treatment
method, but as a pretreatment aiming at reducing the toxicity of the water, and
at reducing the COD level so that biological treatment becomes applicable. Con-
sequently, milder operating conditions can be used, at the advantage of reduced
operating and capital costs (Mishra et al., 1995). Thus, in the superstructure, the
WAO unit is positioned as a first possible treatment to decrease the COD in the
high COD source, i.e. caustics.
For the sake of simplicity, only complete oxidation is considered, both for COD and
H2S:

C18H19O9N + 17.5O2 → 18CO2 + 8H2O +NH3 (E.20)

H2S + 2O2 → 2H+ + SO2−
4 (E.21)

After the treatment, pressure is relieved and the gas species produced through reac-
tion (CO2) and unreacted air are separated as gas, while the other species produced
by the oxidation reaction remain dissolved in the water stream.

Removal efficiency

The conversion of the two reaction is assumed to be an average of the data reported
in Luck (1999): θC,E.20, θH2S,E.21=0.825.

203

219



Chapter E. Oil Refinery Wastewater Treatment and Reuse Technologies

Utility consumption

The utility consumption accounts for:

• Air for oxidation.

• Electricity for water pumping and air compression.

• Heating medium to raise the reactor temperature.

• Cooling medium.

In order to compute the utility requirements, average operating conditions of 247.5C
and 85 atm are chosen. The necessary amount of oxygen required for COD oxidation
is:

μO2,C = θC,E.20
νO2,E.20 ·MWO2

νC,E.20 ·MWC

(E.22)

If oxygen is supplied along with air, as it is often the case, also nitrogen is introduced
as:

μN2,C =
0.77

0.23
· μO2,C (E.23)

In numbers, μO2,C=1.18 kgO2/kgC and μO2,C=3.94 kgN2/kgC . The total kg of air
per kg of COD is 5.11 kg of air per kg of C.
Similarly, for oxidation of H2S:

μO2,H2S = θH2S,E.21
νO2,E.21 ·MWO2

νH2S,E.21 ·MWH2S

(E.24)

μN2,H2S =
0.77

0.23
· μO2,H2S (E.25)

In numbers, μO2,H2S=1.55 kgO2/kgH2S and μO2,H2S=5.20 kgN2/kgH2S. The total kg
of air per kg of H2S is 6.75 kg of air per kg of H2S.
The energy necessary to pump the water is calculated, for the given operating

pressure, as μel,H2O = 18.66 MJ/ton.
Similarly, the power required for the compression of air is calculated as (Biegler
et al., 1997):

wC =
γ

γ − 1
·R · (Tout − Tin) (E.26)

Tin being the initial gas temperature (20C) and Tout the final gas temperature; for
an ideal system, γ=1.4 and if the expansion is assumed ideal and isotropic:

Tout = Tin(
Pout

Pin

)
γ−1
γ (E.27)

With the given conditions, Tout=765.71C and wC=63,299.66 MJ per ton of air,
which considering the air/COD and the air/H2S ratios equals to 323.54 MJ/kgC
and 427.39 MJ/kgH2S.
Preheating of the incoming wastewater is performed using the hot outlet reac-
tor stream. When the influent COD is above 20,000 mg/L, the exothermic reac-
tion makes the process self-sustaining, and no auxiliary fuel requirement is needed
(Mishra et al., 1995); otherwise heating supply is needed. Here it is assumed that
the utilities for heating and cooling can be neglected due to integration; the validity
of this assumption need to be checked when the results are analysed.
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E.8 Chemical precipitation

Chemical precipitation is a process employing chemicals to promote the precipitation
of soluble components. In the case of wastewater treatment, it is adopted for metals,
as well as for phosphorous removal. In this study, both phosphorous and metal
precipitations are considered. If both options are selected, the possibility of fusing
them in order to reduce the capital cost should be evaluated.

E.8.1 Phosphorous precipitation

Phosphorous precipitation is promoted by lime or alum. As an alternative, polymers
have been also successfully employed. Phosphorous precipitation can be performed
in various points in the wastewater treatment plant - before, during or after the
biological treatment. However, due to the conversion of phosphorous to orthophos-
phorours (easier to precipitate) occurring in biological treatment, the precipitation
is located after the biological treatment (Tchobanoglous et al., 2003). In this study,
phosphorous precipitation with lime is considered, a treatment suitable for wastew-
ater with low alkalinity and high and variable phosphorous content (Eckenfelder
et al., 2009). Lime precipitation is governed by these reactions:

CaO +H2O → Ca2+ + 2OH− (E.28)

if sufficient lime is mixed to increase the pH above 11, the precipitation of soluble
phosphorous as calcium phosphate occurs:

10Ca2+ + 6PO3−
4 + 2OH− → Ca10(PO4)6(OH)2 (E.29)

CO2 is then added to remove the excess calcium through precipitation as carbonate:

Ca2+ + 2OH −+CO2 → CaCO3 +H2O (E.30)

Furthermore, the precipitation of calcium carbonate favour TSS removal, by acting
as a coagulant.
Thermal regeneration at 980 C can be used to recover lime from the calcium car-
bonate contained in the sludge:

CaCO3 → CaO + CO2 (E.31)

In this study, lime regeneration is not considered, and the process is defined accord-
ing to the simplified scheme shown in figure E.5. Consequently, process inputs are
constituted by lime and CO2.

Removal efficiency

The conversion of the reaction resulting in PO3−
4 removal is assumed θPO3−

4
=0.90,

the conversion of Ca2+ in reaction E.29 is θCa2+,E.29=0.60, while the rest is converted
in E.30, so θCa2+,E.30=0.40. A perfect removal of the solids formed is considered,
while a TSS removal of 80.0% is assumed.
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Figure E.5. Scheme of the lime precipitation process.

Utility consumption

The utility consumption accounts for:

• Electricity to run the equipment.

• Lime for precipitation.

• Make-up CO2.

Since regeneration is not included, the fuel for the furnace is not considered.
The power consumption is estimated on the basis of what reported by the Environ-
mental Protection Agency (1976) for a two-stage lime treatment and the average
value of 5.74 MJ/ton is used.
The amount of lime to be fed varies greatly with the feed wastewater content and
its alkalinity (Tchobanoglous et al., 2003). For this case study, the dosage has been
estimated assuming a 50% stoichiometric excess:

μCaO,PO3−
4

= 1.5 · νCa2+,E.29 ·MWCaO

νPO3−
4 ,E.29 ·MWPO3−

4

(E.32)

While carbon dioxide is fed in stoichiometric amount:

μCO2,PO3−
4

= μCaO,PO3−
4

· θCa2+,E.30 · MWCO2

MWCaO

(E.33)

In numbers, μCaO,PO3−
4
=1.47 kgCaO/kgPO3−

4
and μCO2,PO3−

4
=0.46 kgCO2/kgPO3−

4
.

E.8.2 Metal precipitation

Hydroxide (OH−), sulfide (S2−), carbonates (CO2
3−) and lime are commonly used

chemicals for metals precipitation. Here, lime precipitation is considered. The
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general reaction is:

Men+ + nOH− → Me(OH)n (E.34)

The reactions of metal precipitation are governed by equilibrium, which is influenced
by the metal concentration and the pH of the solution. For simplicity, it is assumed
that an equilibrium condition is obtained, which allows for precipitation of 95% of the
metal in solution. One of the contaminant of major concern in refinery wastewater
is hexavalent chromium Cr6+; such a metal must first be reduced to the trivalent
state (Cr3+) using ferrous sulfate, and then precipitated with lime, according to
reactions:

FeSO4 → Fe2+ + SO2−
4 (E.35)

Cr6+ + 3Fe2+ → Cr3+ + 3Fe3+ (E.36)

This reaction occurs rapidly at pH levels below 3.0; acid must therefore be added
for pH adjustment.
Then, Cr3+ is precipitated:

Cr3+ + 3OH− → Cr(OH)3 (E.37)

The use of ferrous sulfate as a reducing agent has the disadvantage that a contami-
nating sludge of Fe(OH)3 is formed:

Fe3+ + 3OH− → Fe(OH)3 (E.38)

Consequently, the overall reaction is:

Cr6+ + 3Fe2+ + 12OH− → Cr(OH)3 + 3Fe(OH)3 (E.39)

In this study, two different treatment intervals are considered: the first one operates
the generic metal removal according to reaction E.34, while the second is designed
for removal of Cr6+ through reaction E.39.

Removal efficiency

Metal removal efficiency is dependent on the solubility equilibrium, which is in-
fluenced by composition, pH and temperature. As a simplification, a conversion of
θCr6+,E.39=0.95 is assumed for reaction E.39. The solid material formed is completely
removed. 80% TSS removal is assumed in the clarification.

Utility consumption

The utility requirement is:

• Electricity for pumping

• Lime

• Reducing agent FeSO4 (only for Cr6+).
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The power consumption is assumed to be equal to lime precipitation.
The stoichiometric amount of lime to be fed for the unit mass of each metal to
precipitate is calculated as:

μCaO,Men+ = nMen+ · MWCaO

MWMen+

(E.40)

where nMen+ is the valence of the metal. In case of Cr6+:

μCaO,Cr6+ =
νOH−,E.39 ·MWCaO

νCr6+,E.39 ·MWCr6+
(E.41)

In this latter case, μCaO,Cr6+=6.46 kgCaO/kgCr6+ . With respect to FeSO4, an excess
of 150% is reported in the literature as requirement to achieve the desired conversion
(Eckenfelder et al., 2009):

μFeSO4,Cr6+ = 2.5
νFe2+,E.39 ·MWFeSO4

MWCr6+
(E.42)

Which results in μFeSO4,Cr6+=21.92 kgFeSO4/kgCr6+ .

E.9 Electrostatic separation

Ion exchange and the electrodialysis are the 2 treatment processes based on electro-
static forces considered in this case study.

E.9.1 Ion exchange (IE)

Ion exchange is a process in which ions of a given species are displaced from an
insoluble exchange material by ions of a different species in solution. Ion exchange
can be based on two types of resins: cation exchangers, which release hydrogen
cations, or anion exchangers, which release hydroxyl anions. Ion exchange has been
used for removal of total dissolved solids, heavy metals, and nitrogen. A wide spread
application is water softening. Furthermore IE can be employed for the removal
remove ammonium, and nitrate. In some cases IE can be used to recover valuable
components (i.e. metals) from wastewater.
For a cationic resin, the IE process is:

nR−A+ +Bn+ � R−
nB

n+ + nA+ (E.43)

where R− is the anionic group in the resin matrix, Bn+ is the cation to be removed,
and A+ is cation released in solution, which is typically H+. The regeneration is
done with H2SO4 as:

R−
nB

n+ +
n

2
H2SO4 � nR−H+ +Bn+ +

n

2
SO2−

4 (E.44)

For an anionic resin instead:

nR+A− +Bn− � R+
nB

n− + nA− (E.45)

where R+ is the cationic group in the resin, Bn− is the anion to be removed, and
A− is anion released in solution, which is typically OH−. Regeneration is done with
NaOH:

R+
nB

n− + nNaOH � nR+OH −+n (E.46)
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Removal efficiency

A 95% removal efficiency is assumed for all ions.

Utility consumption

The utility consumption accounts for:

• Electricity for water pumping.

• Chemicals for regeneration (NaOH or H2SO4).

Given the similarity between the two set-ups and the lack of specific data for IE,
the power consumption is assumed to be equal to the one of a GAC adsorption bed.
The consumption of chemicals for regeneration can be calculated by the stoichiom-
etry of the regeneration reactions reported above.
For cation exchange, therefore, n/2 moles of H2SO4 are consumed for each mole of
cation Bn+ removed:

μH2SO4,Bn+ =
n

2
· MWH2SO4

MWBn+ · wt (E.47)

where n is the valence of the ion to remove and wt is the weight purity of H2SO4.
For anionic exchange, similarly, n moles of NaOH are required per mole of cation
Bn− removed:

μNaOH,Bn− = n · MWNaOH

MWBn− · wt (E.48)

where n is the valence of the ion to remove and wt is the weight purity of NaOH.

E.9.2 Electrodialysis (ED)

Ionic components of a solution are separated through the use of semipermeable
ion-selective membrane thanks to application of an electric potential between two
electrodes. ED is based on an electric current, which causes a migration of the
ions. Usual retention times are between 10 and 20 days. A typical configuration
consists of a treatment train composed by adsorption on active carbon followed by
ED, in order to avoid salts precipitation on the electrodialysis membrane surface
and clogging of the membrane by residual colloidal organic matter.

Removal efficiency

A product recovery between 75% and 85% is reported in Tchobanoglous et al. (2003),
around 20% of water is wasted in the retentate. Ion removal is assumed to be 50%.

Utility consumption

Utilities account for:

• Electricity for pumping and membrane backwashing

• Chemicals for backwashing and washing

Average power consumption for ED is 9.5 kWh/m3, which equals to μEL,H2O=34.20
MJ/ton (Tchobanoglous et al., 2003) . Beckwashing and washing is assumed to be
equal to what decribed in the next section for membrane processing.
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E.10 Membrane filtration

Membrane treatments employ a membrane, which is able to separate some of the
contaminants, such as suspended and dissolved solids, colloids, metals or other ions.
The feed is pressurized, and the permeate is collected at atmospheric pressure, creat-
ing a pressure difference which act as driving force across the membrane. While the
contaminants build up on the membrane surface, filtration resistance is increased,
until the membrane is backwashed, cleaned and subsequently replaced. Depending
on driving force and sieve size, membrane filtration is categorized in different groups.
Filtration technologies based on hydrostatic pressure difference are reported in E.2.
Prior to filtration, the wastewater is often pretreated, with respect to pH regulation
and, if necessary, disinfection to minimize or limit the bacteria growth on the mem-
brane.

Table E.2. Membrane filtration processes relying on hydrostatic pressure difference
(Tchobanoglous et al., 2003).

Process Pore size Permeate
Constituents
removed

Microfiltration Macropores (≥50 nm) Water, TSS
dissolved solutes

Ultrafiltration Mesopores (2-50 nm) Water, Macromolecules,
small molecules colloids

Nanofiltration Micropores (≤2 nm)
Water, very small
molecules,

Small molecules,

ionic solutes some hardness

Reverse osmosis Dense (≤2 nm)
Water, very small
molecules,

Very small
molecules, hard-
ness, sulfates,

ionic solutes
nitrate, sodium,
other ions

Microfiltration (MF) and Ultrafiltration (UF) membranes are commonly made
of acrylonitrile, nylon, and polytetrafluoroethylene and have a lifetime of 5 years
(Tchobanoglous et al., 2003). Suspended solids removal and bacterial load reduction
are commonly performed by MF (Tchobanoglous et al., 2003).
Nanofiltration (NF) is used to remove selected dissolved constituents in wastewater
such as metallic ions, inorganics, organics, bacteria and viruses, through membranes
produced from polyamide or cellulose acetate (Tchobanoglous et al., 2003).
Reverse osmosis (RO), finally, employs a pressure difference greater than the osmotic
pressure in order to forces a water movement against the natural osmotic gradient
(i.e., from concentrated solution to diluted solution). NF and RO cannot tolerate a
too high contaminant load, therefore MF and UF is often used as pretreatment, in
order to remove colloidal matter which would cause rapid membrane fouling.
In this study, MF and UF have been lumped in the same interval, as done for NF
and RO.
The retentate separated by filtration has been treated as a waste, to which a waste
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handling cost is associated.

Removal efficiency

Although the performances of these membrane is known for being highly site- and
wastewater-specific, for the sake of this case study the typical performances reported
in Tchobanoglous et al. (2003) for municipal wastewater are assumed. These data
are reported in table E.3.

Utility consumption

Utility consumption accounts for:

• Electricity for pumping and backwashing.

• Chemicals for backwashing and washing.

• Pretreatment chemicals - acid or basic solution for pH regulation.

In table E.3, typical power consumption data are reported (Tchobanoglous et al.,
2003).

Table E.3. Power consumption and product recovery of various membrane technologies
- adapted from Tchobanoglous et al. (2003).

Technology MJ/ton r

Microfiltration 1.44 0.96
Ultrafiltration 10.80 0.75
Nanofiltration 19.08 0.83
Reverse Osmosis 51.12 0.78

The cleaning protocol depends on the contaminant which is causing the fouling,
and in general acids are used for mineral deposits, while alkaline solutions are em-
ployed for organic fouling. A variety of agents can be employed for the chemical
cleaning of membranes, including detergents, acids, bases, oxidizing agents, seques-
tering agents, and enzymes; where the membrane material is not sensitive to chlo-
rine, it can be employed in doses ranging from 2 to 2,000 mg/L (American Water
Works Association, 2007). Based on the information reported in Eckenfelder et al.
(2009), in this work it is assumed that 1.25% of the permeate water is used as
cleaning solution every 48 hours. This resulted in a cleaning utility consumption of
μH2O,H2O = 4.45·10−4 kgH2O/ton for MF/UF and μH2O,H2O = 4.17·10−4 kgH2O/ton
for NF/RO.
It is thus assumed that the difference in the utility cost is associated toH2SO4 for pH
pre-regulation and to NaOH for pH post-regulation in equal measure. With respect
to chemicals for pH control, a H2SO4 and NaOH consumption of μH2SO4,H2O=0.17
kgH2SO4/kgH2O and μNaOH,H2O=0.02 kgNaOH/kgH2O is assumed, based on the
values reported by Park et al. (2010).
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