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#iel NTRODUCTION

navigation. aims to contribute to the discussion proposing an ARAIM
architecture design and an user algorithm suitable for the
ABSTRACT proposed architecture.

In the past years the scientific community is investigat- This introduction describes the context and the ARAIM
ing with increasing interest innovative techniques to ev design factors addressed by the approach proposed in the
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second section. Secondly the architecture and the user algo level), regional (e.g. SBAS like network) or local (e.g.
rithm are detailed in the second section. Finally a measeném GBAS like monitoring stations),
campaign where the proposed algorithms were validated withe the dissemination network in charge of sending the ISM
real GPS, GLONASS and Galileo constellation is described in  to the final user. Its coverage might also be global
the third section. (e.g. GNSS constellation), regional (GNSS constellation
1) Integrity Requirements for aviation usershe objective transmitting regional information, or subset of a GNSS
of the ARAIM concept is to provide the aviation users with  constellation, e.g. orbiting only on a specific region, or
vertical guidance up to precision approach based on multi- GEO satellites) or local (VHF data link like VHF Data
constellation GNSS signals. Navigation systems suppprtin  Broadcasting link of GBAS),
vertical guidance of aircraft are subject to several rexjugnts  « the ISM latency, i.e. "the time it takes for the ground
governing their performance. The requirements are stdndar  network to identify an issue in the space segment and
ized through the International Civil Aviation Organizatio alert the aircraft to that issue” [1],
(ICAO). The target operation levels are LPV, LPV-200 and « the Constellation Service Provider commitment, that is
beyond, which are specified in the ICAO Standards And the responsibility taken by the GNSS service provider in
Recommended Practices SARPs [2], as follows (Selection of guaranteing a certain level of required performance,

the criteria): « the ASNP regulatory requirements, that ability from each
. Fault-free vertical accuracy 4m 85% and 10m atl0~7, country and region to delegate risk of operations.
« Faulty-case vertical accuracy 15mlat?, Not all the combinations of the previous alternatives are
o Vertical error bound 15m at thé.5- integrity risk feasible. Most of them do not provide the desired perfor-
(Vertical Alert Limit VAL), mance. The following sections analyze and identify tecinic
« Integrity risk2 - 10~7 per approach (150s), constrains and proposes a design optimization.

» Time-to-Alert (TTA) 6 seconds. [I. ADVANCED RAIM A RCHITECTURE

These represent some of the most strict requirements for_ . . . . .
GNSS applications at the present. They refer to small p r_tl'hls section provides a description of the ARAIM architec-

centiles (0-7) and to short operation intervals (approac ure with a focus on the ground subsystem. The purpose of the

duration of 150s), on which the user must be alerted withﬁ{ound system in ARAIM is to provide integrity parameters
65 when a failure’condition ocCUrs to the users, known as the Integrity Support Message (ISM).

2) Advanced RAIM Architecture and Design Drivers: AS opposed tq classical RAI.M [5] .where these parameters are
The ARAIM concept was proposed within the U.S. GP xed assumptions on the signal-in-space (SIS) performance

Evolutionary Architecture Study report [3]. Further ewi e ARAIM Qrchitecture is more flexible: A dedicated g_round_
has been provided by the Working Group C ARAIM Technica)yStem monitors GN_SS performance_ and adap'Fs the integrity
Subgroup Interim Report [4]. The proposed receiver alborit parameters. Depending on the particular architecturesethe

is based on the Multiple Hypothesis Solution Separatid dates can either be executed at a higher rate in the range
method described by [1] of hour or minutes, at longer intervals, or only when needed
The new concept of ISM/ARAIM represents an interestin onserving the long latency nature). Generally, the updat

possibility to meet the strict LPV integrity requirementst tervals will always be longer than the TTA requirement

present the architecture design is an open topic, congainf?'nf G seconds. The rate of gpdates deiermines the level of
several alternatives still to be screened. performance that can be obtained (more frequent updatas all

Many aspects influence and determine the optimum qlf(gr tlﬁssi(;}[/erﬁtstlr?rz]artlor: ?Tf]tI:je lerroLs ?ndmthllljsllfsi coniama
sign: liability constrains of the Aviation Navigation Sé® € integrity threat models), but small latency of these

Providers (ANSP) and GNSS Providers, politic agreemenggaltjeifeglz(;:;clzre]ss?utr?f ofﬁe[]a;tgn;lrg:);i)of the infciste
among states and certification-standardization autkerigco- Inq contrast to the ma'o%it gof other bro ‘osals (e.g. [1]
nomic aspects related to the need to reuse as much as posﬂ{)le jority prop - ’

existing infrastructure, etc. This paper will focus only e msni?:r?r?r ?osersaiin:?zn;algstfl:ta?r:;glgg-stesrgmanir?:r?rz:;ecr;n
technical aspects. g y p :

The two kinds of Integrity Support Messages (ISM) that are

The main ISM Architecture design drivers are the follow-
ings: sent to the user are:

L . . « An ISM with a long latency in the order of months,
« the monitoring network in charge of collecting the ob- i
or only updated when needed. This message could be
servables used to compute the ISM content. Its coverage disseminated using terrestrial (VDB) or satellite based
might be global (e.g. GNSS sensor stations network g

y . . . GEOs, or GNSS) means,
or IGS network with suitable service and commitment ( ) .
o A second ISM with a shorter latency in the order of
precisely the integrity risk defines the probability thahef the vertical minutes to hours. Depending on the interval, different
error or the horizontal error is above the limit without natfiion. A pOSSible dlssemlnatlon Strategles become avallable. Dellvery Of

partition of the risk is the allocation @f.5 P, to vertical, other partitions . . R
use more risk for vertical and less for horizontal. The preploalgorithm in the ISM at d|spatch for intervals Ionger than the ﬂ'ght

fact does not perform such a partition at all. duration, or data link based updates either from terréstria



(VDB) or satellite based (GEOs, or GNSS) data transmiparticular the information provided to the userZre

ters when the aircraft is in the arrival/approach phase at, B, : bias of the distribution bounding the nominal SISE
the destination airport. « oura: Standard deviation of the distribution bounding the
The low-latency ISM is used to monitor baseline assump- SISE
tions on the Signal-In-Space Error (SISE) such as the distri o« P;,;: satellite failure probability, i.e. probability that the
bution of its nominal magnitude and the likelihood that atfau nominal error model is invalid
occurs, invalidating the nominal error model. The shott#ay o P.,,s: constellation failure probability
ISM adds a short-term upper bound on the actual SISE. The information on the SISE distribution, that,,,, and
The user algorithm can either apply only the informatiog,, ., are provided in the satellite domain, specifying the long-
provided by the long-term monitoring part of the architeetu track, cross-track, radial and clock components. If thé lin
or both the long-term and the short-term messages. Thigndwidth does allow it, the covariance matrix for theseiesl
flexibility is obtained by allocating a partition of the tlats  should be provided, that means including the extradiagonal
either to the short-term monitoring or to the user algorithngross-correlation components. In case of bandwidth cainstr
depending on ISM availability. This allocation is reflectied then the scalar values should be foreseen. As the disséominat
a different test threshold of the FDE algorithm. This thdh may be Sporadicl no continuous link is necessary. Possible
depends on the update rate of the short term ISM. Oncegndidates for transmission of the long-term ISM are:
possible range of values for the update rate has been defined, gNsS in-band dissemination
the corresponding FDE threshold can be described as a lookup GEOs, in particular including the data into SBAS mes-
table and hardcoded in the receiver. The ARAIM performance sages
is better when current ISM short-term data is availableattf | 5ca| area data links at dispatch of the aircraft and/or at
the user detection requirements are relaxed and the ailigflab gate of originating airport
improves. And the increased level of complexity at receiver | The NAV database found within aircraft Flight Manage-

level is acceptable. ment Systems (FMS), which is today updated at a 28
days interval.

It is highlighted that the long term monitoring does not pro-
vide the error bounding through re-estimation of the sigell
orbit and clock but by monitoring the validity of the URA and
I ———" . SISA navigation message values and inflate them if they do

—! dgissemination | NOt perform a proper error bounding.
(=S 550) The probability of SISE exceeding the threshold T can be

Long term ISM every month, short term ISM every hour

ISM long latency monitoring
* Addressing nominal fault free errors

*  Buom Oyge»Oyra - bias and standard
L deviations of the distribution bounding
Large network the SISE (4 dimensional) distribution

(GNSS, SBAS, s denoted as
Puiblicnetworkswith e Py and Py from CSP commitment
suitable service level)
ISM short latency monitoring P(‘SISE| > T) =
b « Addressing slow dynamic errors

S + Updated every hour Local Data P ‘SISE| > T|O‘T < O’URA)P(O‘T < URA)—|—
sl « B, upper bound of the instantaneous Link 5/35%)”(:’

'RFT 4% SISE (4 dimensional) over short P ‘SISE| > T|0’T S UURA)
Local RXs \-).:.:.

intervals

(
(
Plor < oupa)Plor > URA)+
(
(

P(|SISE| > T|or > oura)
Fig. 1. ARAIM Architecture design P(or > oyga)P(or > URA). 1)

where o indicates the true standard deviation of the SISE,
A. Long latency ISM oura the long latency ISM information and thERA the
The long latency ISM aims to provide the user with inforbounding value of the navigation message.
mation on the system behaviour in nominal conditions. Using The first term
this information the user can estimate the risk due to nomina
errors. The monitoring network providing the long term ISM

is & global sparse network able to process multiconstfiati;onresents the case in which the navigation message informa

multifrequency signals. Suitable ground networks would By, 17z 4 performs a correct bounding. This case is covered
the ground segments of the GNSS, or SBAS or networks likg the yser algorithm in the protection level estimation.
IGS if the data is available at an adequate service level antrhe second one

with the required committment. The distribution of the grdu

network receivers must be sufficient to observe all saslit P (|SISE| > T|or < ouyra)P(or < oura)P(or > URA)

all times at a geometric diversity that allows for separatd 3)

3-D ephemeris biases and clock biases. 2Note that all the estimates obtained from ground monitoriegeatablished
The uPdate rate for the |0ng'term ISM data is in the Ordﬁgr satellite. The index referring to a particular satellite is omitted here and

of one month or can be updated only when necessary. ilrthe subsequent sections for simplicity.

P(|SISE‘ > T|O’T < UURA)P(UT < URA) (2)



represents the case in whiehRR A is not properly bounding but be performed only on long batch of data and updated on a
the ISM informationo 4 does allowing a correct protectionmonthly basis.
level estimation by the user. An explicit and additional risk of constellation fault is
Finally the third one defined by P.,,s;- This probability refers to the case that
a large set of satellites, or the complete constellatior, ar
P(ISISE| > Tlor > oura)P(or > oura)P(or > URA)  gimultaneously affected by a common fault. Examples for
) o ) (4) these faults are mismodeling of ephemeris parameters such a
is the remaining risk, when both the GNSS and ARAIMhe earth orientation w.r.t. the inertial frame (Earth @tégion
ground monitoring fail in providing a correct bounding OfParameter), or failures cause by improper operation of the
the satellite orbit and clock errors. There is no possjbilitground segment.
to co_nFr_oI _this term Wit_h additional mqnitoring- So the only 3) Connection of nominal SISE parameters and fault rates:
possibility is to keep this term small with respect to 8" 1 connection between these two sets of parameters is, for a
integrity requirement. As it can be noted, the p_rod.uct. .of tlﬂgqng”e satellite
two must b(_K 10~7 and not gach of them. But this &gmﬁca_nt The probability that the distribution of SISE is not bounded
advantage is only ensured if the ARAIM ground monitoring, », Gy ssian distribution with mean valie,,, and standard

performs a bounding monltor!ng. Instead if it perfqrms fBeviationoy 5.4 is contained in the satellite failure probability
navigation message re-estimation then dhg; 4 must satisfy

alone the integrity requirements. This might be a criticglect
for a new _deployed architecture, in par.ticular_dealing iy B. Short latency I1SM
constellations, because a long data history is needed th rea
the required confidence level. The short latency ISM on the other side can additionally
The objective of the long-term ground monitoring can thugrotect the ARAIM user in case an anomalous condition
be split into two parts, which are subsequently detailece Tloccurs. In particular it aims to monitor and detect errorscivh
estimation of the nominal error model and the verification @fon’t change with respect to the short term update rate. It is
satellite fault rates and constellation fault rates. then designed to protect against slow dynamic errors. The on
1) Estimation of nominal Signal-in-Space Error (SISE§ontent of the short-term ISM is for each satellite an upper
parameters: The MHSS ARAIM user algorithm provides bound of the SISE on the short term ISM validity interval,
integrity by estimation of an upper bound for the positioer Bub-
The fundamental assumption for a robust bound is a conserThe underlying concept of this approach is the division
vative model of the range error distribution, i.e. the likebd of the single satellite fault threat space into two partseOn
that the error magnitude of a specific range measuremémat evolves slow enough so that users may be alerted before
is larger than a specific number. MHSS assumes maximuihe error effect becomes hazardous, and an another partitio
biases and Gaussian error distribution overbounds for tbevering faults with a higher dynamic, effectively only te b
range measurements, and the task of the ground monitoringigated by genuinely receiver autonomous methods. This
subsystem is to obtain the model parameters from data. Thdidsion is obtained by modeling possible faults according
parameters are the Gaussian overboupg 4 (User Ranging their physical origin and assigning probabilities indivadly.
Accuracy) and a maximum nominal bid, .. This separation process is closely connected to the maximum
The Gaussian overboung; r4 needs to be valid for very possible latency of the short-term channel.
small tail probabilities in the order of0~" or less. Conse-  All faults that can not be observed by the ground monitoring
guently, a large number of uncorrelated samples is negesarhave to be considered at the user level. These faults ardguand
obtain the required confidence. The bias is not connectdd wétt receiver algorithm level, in particular an FDE detection
an explicit excess probability. Consequently, under naiinscheme is applied as a barrier to those threats.
conditions, |SISE — B,,.,| is overbounded by a Gaussian The update rate can be in order of order of one hour, or
distribution with standard deviatiofiyg 4. possibly longer if the separation of slow-dynamic and fast-
2) Verification of satellite & constellation fault ratesthe dynamic threats allows for detecting a significant part & th
second objective of the ground network is to verify the faugrrors in more long-term scenarios.
rates of satellites and constellations. These fault rate®te 1) Relation of slow-dynamic error detection and satellite
the likelihood that the nominal SISE model as described abofault rate: The satellite fault rate P, is an estimate of
is not valid. The probability is defined for the duration of athe likelihood that the nominal SISE error model is not valid
approach, 150s, and refers to a single satellite. The ARAINr a specific satellite. In conventional MHSS algorithmis th
concept is based on a certain level of commitment from thpeobability is used to determine the likelihood of a fault
CSP, in particular in the satellite failure probability che- hypothesis, i.e. a unique combination of assumed faultsinvit
terization. The valueP,; and P.,,s; could be provided by the set of available range measurements. Every likely fault
the CSP in the format of Service Performance Commitmeimypothesis is considered as one possible solution, andahus
The ARAIM ground monitoring has then only the role tgosition estimate is computed excluding the potentialiyté
assess their correctness and robustness. This operation sagellites. The impact of these potential faults on the tjosi

sat-



estimate is attributed by including all partial solutiomsoi a o Ephemeris errors that result in ephemeris errors slowly
protection level interval. building up

With the proposed extension of the user algorithm the usera|| these faults might be classified as either unobservable
can already determine the worst-case impact of a non-némiga observable, depending on their rate - only if the SISE ramp

SISE on the position solution, if it can be observed by thgilds up slow enough it can be guaranteed that users can be
short-term ground monitoring. The corresponding prolgbil syccessfully alerted.

of those specific faults consequently need not be consideregtyrthermore the upper boung,,;, takes into account also
in the MHSS hypothesis. Th&,,, determined by long-term the ARAIM ground monitoring estimation accuracy as shown

monitoring thus has to cover only fast-dynamic non-nomingj
SISE threats. thi

Previously, a flexible operation mode of the user algorithfp
was proposed where either only long-term monitoring or with
both ISM types available. To provide robust modeling of th
threat space, the long-term monitoring thus would thecaéyi
need to estimate two sets Bf,; parameters for every satellite:
A likelihood that any non-nominal fault occurs for userstthe
use only the long-term monitoring, and a likelihood thatt fa:
dynamic errors occur for those users that use the slow-dinar
threat observation function of the short-latency companen

In fact in case of only long term ISM the satellite failure
probability is as follows

Np
Psat - § PT7-,
=1

where Np indicates the whole number of threats afd the
state probability of thé-th threat. If also the short term ISM
is used, then the satellite failure probability becomes

®)

Nupr Nspr

Pyt = Z PTj+ Z PTk
j=1 k=1

where Ngpr and Ngpr respectively are the number of high-
dynamic and slow dynamic threats. tio

ARAIM
Pypk

(6)

Fig

figure 2. This is necessary to avoid having to transmit also
s information to the user, which would be otherwise nelede
the protection level equation.

SISE Upper Bound estimated by the ARAIM ground monitoring
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. 2. ARAIM ground monitoring process to estimate the erper bound.

3) Motivation for dual monitoring approachThe introduc-
n of the short term ISM introduces of course an additional

With a short term monitoring, the slow dynamic threatelement and then a further degree of complexity, but is
would be included with a reduced state probability (originanotivated by the following advantages:

one multiplied by the ARAIM ground monitoring missed
detection probability,P;}%4 /). It is observed that this dis-
tinction of the satellite failure probability a negligiblapact at
user level for the protection level equations. In fact trasue

is used to estimate the failure mode probability, which \ueig
the corresponding subset protection level. A small vammati

of the P,,, has a negligible impact and would require the
transmission to the user of thB{}ZAM) values. For this
reason the use algorithm proposed considers conseryativel
the long latency satellite failure probabiligy

The impact has instead to be considered at FDE algorithm
level, where a reduced risk can be allocated to this moniori
with an increased missed detection probability.

2) Estimation of the upper bound of instantaneous SISE:
The upper boundB,, refers to the worst case SISE that
might be effective for any user within the service volume,
at any time instant during the validity period of the shentat
ISM. It is comprehensible that only faults with known time-
characteristics can be monitored that way. These faultstype
can include:

« Clock runoffs with an observable clock drift rate

« New constellations will have an initial long phase where
ISM operators may desire to limit the confidence assigned
to the GNSS operators’ performance figures. In this phase
it is necessary to support the user as much as possible
in detecting any failure condition. Since the ARAIM
architecture should be as independent as possible from a
ground monitoring, the best trade off for the ISM latency
between its detection capability and its requirements on
the architecture should be used.

A short term ISM is a further degree of freedom for
each ASNP. Independently short term monitors could
be provided depending on the authority region and the
provider. The user algorithm remains compatible with
worldwide environments, using different integrity risk
allocation depending on the scenario. This would be
reflected in different threshold values for the FDE, which
can be hardcoded as a lookup table in the receiver. This
solution also enables simplicity of the receiver design,
implementing only one algorithm.

Having a monitor with a shorter update rate allows the
relaxation of the user requirements. In fact the user



FDE algorithm will be tuned according to a predefined
probability of missed detection. This probability depends
on the overall integrity risk allocation and in particular
takes into account that the product of the prior fault
probability and the missed detection probability must be
smaller that the allocated part of the integrity risk. Now
introducing an additional monitoring at ARAIM ground
segment level part of the threats will be detected and
monitored on ground, as shown #h The effect is a
reduced threat occurrence probability. The final result is
an improvements in terms of availability.

Long latency ISM
Constellation
Failure
Slow
dynamic

Long + short latency ISM
Constellation
Failure
Slow
dynamic

Satellite
Failure

Satellite
Failure

Fast
dynamic

Fast
dynamic

ARAIM Air
Receiver
Algorithm

ARAIM Air
Receiver
Algorithm

CSP and ARAIM CSP and ARAIM
Ground Monitoring Ground Monitoring

mean valueB,; from the short term ISM instead of
Bpom from the long term ISM). The advantage is that the
overall protection levels are reduced and the availability
improves, as shown in the next section,

The integrity of the user is estimated not computing the
protection level to be compared with the Alert Limit,
but computing the integrity risk, that is directly the tail
area delimited by the Alert Limit. The advantage is that
there is no need in this approach to allocate statically
the integrity risk between the vertical and horizontal
components.

The user ARAIM algorithm is constituted by the following
steps:

Covariance matrix estimation

Position estimation

Computation of the maximum number of simultaneous
faults affecting the integrity risk

Fault detection and exclusion

Computation of the fault-free and faulty biases and co-
variance matrixes

Integrity risk estimation and comparison with the require-
ment threshold

These steps are detailed in the following

Fig. 3. Threat allocation among GNSS, ARAIM ground monitorargl user

The architecture characteristics and properties are sumrfia Covariance matrix estimation

rized in Tablel.

The covariance matrix’ is defined as follows ([1])

TABLE |
ARAIM A RCHITECTURECHARACTERISTICS

ISM | Content Latency| Monitoring | Dissemination
type Network
Long| bias and standard 1 | global global
term | deviation of | month | (ISM, (GNSS,
long term GNSS, SBAS)
constellation SBAS)
nominal errors
Short| upper bound of| 1 hour | global global
term | the short term (IsM, (GNSS) or
constellation GNSS, local (VDB)
failures SBAS) or
local

(@)

o 2 2 2
C(Z7 Z) - JURA,i + Jtropo,i + Uuser,i

whereop r4 ;i is the standard deviation of the satellite orbit and
clock errors and is contained in the Integrity Support Mgssa
Ttropo,i 1S the standard deviation of the tropospheric delay
modelled which is expressed according to [6] as

1.001 ) .
/0.002001 + (sin(5))2

180

Jtmpo(H) = 012(

with 6 the elevation angle expressed in degrees. The standard
deviation of the receiver noiseL>

is modelled according

user 1

to [7]

The algorithm proposed and described in this paper has
many similarities with [1], but presents the following inTpemt
differences:

« The solution separation approach MHSS is used only for
the Fault Detection and Exclusion (together with tfve
test [1]) but not for the estimation of the protection level,
where instead the short term ISM information is used
to model the errors. With this approach the advantage

U SER ALGORITHM

fintfis o o
591:5 - W 0—12WP + U]2Voise (9)
oap(0) =0.13+ 053¢ 10 (10)
ONoise(#) = 0.15 +0.43¢ 759 (11)

is that in the failure condition cases, where the MHSS3In the following steps the3,,o,m andoy r4 indicates scalar values in the
approach excludes the failing satellites to estimate tige domain. But if actually they are designed in the stgedibmain (long-

subset solution, this algorithm uses all the satellites: f

track, cross-track, radial and clock component), as prelosuggested, a
" ) ) ; 9rojection on the specific user range domain must be performpeehsinary
the failing satellite it uses a degraded model (with step.



B. Position estimation The model for the fault free satellites is assumed to follow

The position solution is obtained by means of a least squaté&>aussian distribution in the range domain with nominas bia
linear estimation as described in [8]. In particular, fae timear as provided by the long term ISM

observation equation
q €range,FaultFree,i ™ (19)

B = @ +e (12) N(Bnom,i? \/J[2JRA,2' + 0t27'0po,i + 02 ) (20)

user,t

where z is the vector containing the user position offset in

ECEF and user clock offset, the contains the pseudorangeThe error model in the position domain after projection ia th

measurements, the solution is east, north and up reference system, is

xr = i (13) €enu,FaultFree ™ N(,uenu,FFazenu,FF) (21)
S=(H"C'H)T'H'C™! (14) Where

eas ':SOOL'Bnom. 22

The position covariance matrix is Heast,rr (1) = |Stopo[L, 1] (9) (22)

Z = (ETQ71E)71 (15) Mnorth,FF(i) — |St0po[2a Z” Bnom (Z) (23)

and the same _matrix .in a Igcal refere.nce system (east, fiup 7 (1) = |Stopol3, ]| Brom (i) (24)

north and up) is obtained with a rotation matrig =

{€casts €norths €up)» that is The model for the faulty satellites is also assumed to follow

a Gaussian distribution in the range domain with the upper
bound as contained in the short term ISM

Senu = (SenaCSE 17 2 | 2
—enu (76’”“78“1/‘) ( ) €range,Faulty,i ™ N(BUbai? Ut2ropo,i + U?J,ser,i) (25)

Senu = ET { (ﬂTgi 1&) - IETQ7 ! }submatriz(?),N) (16)

Oe  Oen Oew Since the upper bound contains already the ARAIM ground
Yow=1|Ten on onu (18) monitoring estimation accuracy and also an estimation ef th
Oew Onu Ou maximum satellite orbit and clock errors, the range error

standard deviation is constituted only by the troposphanid
the receiver noise.
All failure combinations are considered up to the maximum
This algorithm computes the probability that a certainumber of simultaneous failure as previously estimated. Fo
number of satellites have simultaneously a failure and kchethis narrow failure case all the signals are characterized a
whether this is negligible with respect to the overall imigg fault free except for the failing satellites for which thaulia
risk requirement. This algorithm computes also the prdligbi mode is considered.
of having a certain number of simultaneous failures, i.e then the position domain after projection in the east, nortt an
probability of each combination with narrow fauRyr, as up reference system, the position error model is
well as the probability of a faulty free systetArr. The

C. Computation of the maximum number of simultaneous
faults affecting integrity risk

reference algorithm is described in detail in [1]. €enu, Faulty,j ~ N (Henu, NFs Zenu NF) (26)
D. Fault detection and exclusion where

This algorithm detect anomalous range error using two Preast, NF (1) = [Stopo[1,4]| Bup(4) (27)
tests: a solution separation test and chi square test. Aldeit
algorithm for this part is also described in detail in [1]. tnorth, NF (1) = |Stopo[2, ]| Bub(7) (28)
E. Computation of the fault-free and faulty biases and fup N E (1) = | Stopo[3, ]| Bub (i) (29)

covariance matrixes

After the positioning and the fault detection and exclusion fthor.NF (1) = \/lu’iast,NF(i) + 12 () (30)
the receiver has to estimate the integrity parameters. tisr t

purpose it uses a model based on the information provided byrhe standard deviation in the horizontal position plane is

the ISM. the following
In fact there are several possibilities depending on the
number and the combination of simultaneous satellite fiadu ) 5 5 N
Each failure combination is considered separately and the Qpop = 1| 22 T \/(Ue — Un) +o2  (31)
relative integrity risk estimated. The final integrity riskthen 2 2

the sum of all the contribution.
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F. Integrity risk estimation and comparison with the
requirement threshold

The assurance of the vertical error bound, that is Y

integrity risk probability, is finally constituted by thelfowing
contributions

Pt vert(VAL) =Prarrvert,pr(VAL)+ (32)

NFaitureMode

Punytvert,Nri  (33)
i=1

VAL —
Piatrvert(VAL) ={Q (UFP’;LFF> +

Ou,FF
Nsubset
VAL — unr
> oMo

Q<VAL + uUnNF
Ou,NF

)}PNF@) (34)

The horizontal error bound is guaranteed by

HAL —
Pt horz(HAL) :{Q (aﬂljmv) +

o(HALt b

Oy, FF

Naubset HAL — LN F
> {o(Tan )
Q(HA““NF) }PNFu) (35)

Qy,NF

with the cumulative distribution function of a non-centsgl-
distribution with degree of freedom 2 (argumentand non-
centrality parametel):

x

cdf o (2, A) = / pdf o (1, N)dt (36)

0

1 1 > 3:’1)\Z
pdfie (@, ) = e 30+ ZO A AIE (37)

The overall integrity risk is finally compared with the re-
quirement threshold in order to assess the service avéiabi
the service is in fact not available in case the integritk its
not ensured to be smaller than the requirement threshold of
Pysitvert + Pt nor < 1077,

IV. ALGORITHM VALIDATION WITH A MULTICONSTEL -
LATION MULTIFREQUENCY SCENARIO

The algorithm has been validated with real data collected
with a multiconstellation multifrequency receiver. In peunlar
the receiver could track GPS, GLONASS and also three
Galileo satellites All the measurements were collected and
processed on two frequencies (L1 and L5).

In order to validate with real data an integrity algorithm, i
would be necessary to insert satellite orbit and clock fiare
ents in the received signals. Since there is no posgildit
artificially manipulate the navigation signals, a work ardu
was found for this research. A GNSS repeater was used to
deteriorate the signals. In fact the DLR has a flight expemime
tation center with aircraft used for research purposedingie
hangar hosting the DLR aircraft there is a GNSS repeater used
for indoor positioning and instrument testing.

GNSS repeaters largely disturb GNSS receivers which are
in the proximity of the hangar and represent a source of
interference to be detected and eliminated. Authoritiegeha
recently been investigating in detail the topic, particylafter
a series of service interruptions caused by a GNSS repeater
have been observed at the Hannover airport in Germany [9].

The measurement campaign was performed in two phases
of one hour each. During the first one the GNSS repeater
was switched off and the receiver was outside the hangar
with the door opened in a static configuration. During this
phase the receiver was calibrated observing its perforenanc
in nominal condition. In the second phase the GNSS repeater
was switched on and the receiver started moving. The receive
was moved approaching the hangar and then in the opposite
direction. This procedure had the scope to create situgtion
where a subsets of measurements were tracking the satellite
through the direct path and part of them through the repeater

The goal was in fact to create an inconsistency among the
measurements, which can be detected by the ARAIM FDE
algorithm. A further goal was to estimate the protectiorelev
and in particular to compare the performance of the ARAIM
algorithm based on a long term ISM described in [1] with the
one proposed in this paper based on the use of a short term
ISM.

A. Scenario description

Figure5 shows the field where the measurement campaign
was performed. The hangar has a GNSS repeater inside, whose
sending antenna is located on the roof inside the hangar as

4During the measurement campaign all 4 Galileo 10V satellitesewe
actually visible but one of them was not transmitting any algn
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Fig. 5. Measurement campaign at the DLR airport hangar wher&l8S5
repeater was disturbing the multiconstellation receiver

X X X X

shown in Figureb. The GNSS repeater retransmits the signa
with a 55dB amplification. The receiver was a JAVAD Sigma
GNSS receiver based on a TRIUMPH Chip, configured ﬁg. 7. Sky plot with the repeater switched on and the hangar dpened.
track GPS, GLONASS and Galileo dual frequency L1 and L&ccording to the Universal Satellite Indexes stand®@&N <= 37 for GPS,
signals. 38 <= PRN <= 70 for GLONASS andPRN >= 71 for Galileo

The measurements were processed with dual frequency
?ono—free Ii.near combination, tropos_phere r_nodel and mosit B. ARAIM configuration and settings
ing according to the MOPS processing chain [8]. The refexenc . ) )
data were generated with a commercial software performiné;-rhe Advanced RAIM was configured with the following
a PPP with precise IGS orbit, clocks and ionex data. ISM values:

Figure 6 shows the sky plot in the first phase when the ¢ Brom = 0.5m
repeater was switched off and the hangar door was closeds ovra = 0.75[m] for GPS and Galileo andy pa = 1[m]
The hangar was blocking the reception of all the signals for GLONASS
coming from north-west. Whereas with the repeater switcheds dvre = 0.5 0uRra
on and the hangar door opened also satellites behind thahang® Buv = mazSISE + Knmioground = 10+5.19 % 0.99[m]
become visible (Figur@). ¢ Piat = Peonst = 107*

C. Failure detection
The effect of the GNSS repeater on the receiver can be

X sv=2 appreciated in Figuré.

DV When the repeater is switched on the receiver starts tracking
< sv=12 the signals coming from the repeater instead those from
: 2&:3; the direct path. When all the signals are tracked from the
. gngi repeater, as it happens in the indoor positioning case, the
< sv=42 PVT algorithm provides the position of the repeater recejvi
BV antenna. Beside the estimated clock offset contains they del

© v due to the distance betyvqen the receiver and the repgatér (an
x  Sv=48 the eventual re-transmission delay). Usually not all tiiagk
BV loops change from tracking the SV signal to tracking the
x_ sv=82 repeated signal at the same time. In particular in our sagnar

satellites with high elevation and their line of sight cldsehe
hangar (e.g PRN 5) happened to start being tracked through
the repeater before other signals. The effect in the specific
case is displayed in Figur& satellite (PRN 5) presented a
Fig. 6. Sky plot with the repeater switched off and the hartgmor closed. Significantly larger range error with respect to the othéns (
According to the Universal Satellite Indexes stand@@®N <= 37 for GPS, the order of 100m). After few seconds the receiver started
38 <= PRN <= 70 for GLONASS andPRN >=T1 for Galileo tracking all the signals from the repeater. The effect can be
appreciated in the common jump in all the range errors.
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corrected for the propagation error and the clock offsatd, the true range pseudorange, processed for propagation errors and atddick errors and
the estimated range

Figure9 shows the effect on the PVT solution in particula Excluded Satellites
for the user clock offset estimation. The clock offset absor 15 ‘ ‘ Sv=2
the biases due to the distance between the receiver and §V=5O
repeater, as shown in Figuge < 53212
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Fig. 9. User clock offset estimation error anomaly, as it can be appreciated comparing Fidumsith
Figure 12,
~ Itis highlighted that the clock offset estimation is deggdd  The position error is significantly improved as it is shown
in the interval of time in which the the PRN 5 has a Iarggy comparing Figurel3 with Figure 14 and Figurel5 with
range error. Figure 16.

Also the residuals shows the anomaly, as displayed in Figurerpe results demonstrated and confirmed the capability of

10. ) ) ) ) the ARAIM FDE algorithm to protect the users against errors
The ARAIM algorithm in particular the FDE part is able tojy the ranging signals.

detect the anomalous condition of PRN 5 and set an invalid
satell?te flag, as shown in Figufe (value 1 indicates excluded D. Protection Level comparison
satellites).

The FDE algorithm can detect correctly the failure conditio The second part of the measurement campaign aimed to
and improve the positioning performance. In particular thessess and compare the performance of the ARAIM integrity
clock offset error is not anymore affected by the PRN &stimation of the following two alternatives:
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reference position. Fig. 15. Histogram of the difference between the PVT estithatesition
and the true reference position.

« the ARAIM algorithm, presented in [1], based on a long
term ISM and on a MHSS approach condition the whole geometry is used, instead of a reduced on
« the ARAIM algorithm, presented in this paper, based oof a constellation subsets. The fault in the satellite is efied
the combination of a long term with a short term ISMconsidering an increased biaB.(,), which anyway does not
The short term part is used to model the faulty satellitd¢save a large effect on the protection level in comparisomé¢o t
without using a subset reduced geometry as foreseendsometry degradation of the MHSS approach. In fact although

the MHSS approach. the short term ISM used as input value was significantly
The protection levels time series and histograms are digtge (in the order of 10m), the algorithm proposed provided
played respectively in Figuré7 and Figure18®. smaller protection levels. This measurement campaign stiow

The improvement in terms of reduced protection level wabat including the short term monitoring allows modelling
confirmed by the real data results. The reduction of tH¥operly the errors to ensure the necessary integrity seand
protection level is ensured by the fact that for each failingt the same time allows avoiding the degradation of service

availability caused by the conservatism of the MHSS apgroac

5As described in the previous section the algorithm preseiite this
paper estimates the integrity risk instead of the protedéwel. In order to V. CONCLUSION

compare the performances of the two alternatives, for thenseatiernative . . . L
the equivalent value of the protection level was derivednftbe integrity risk The Advanced RAIM architecture aims to prowde aviation

estimation (with a Q-inverse function) users with vertical guidance up to precision approach with
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Fig. 18. Protection level histograms: performance comparisiween the
ARAIM algorithm presented in this paper and the one desdribe[1].

of this design with respect to others are interesting. tivedl
each ASNP to reuse existing trusted and certified infraktrac
(local monitoring or dissemination network). Each ASNP can
use a different update rate for the short term ISM allowing an
important system flexibility. It relaxes the user requiremsen
detecting failure conditions improving the position asaility

(of primary importance for new constellation where many
unexpected unknown threats will arise in the first years of
operation). It provides a simplified user algorithm, which
remains worldwide compatible even if the short term ISM
present several update rate.

The proposed user algorithm was validated with a three
constellation scenario (GPS, GLONASS, Galileo) and using a
GNSS repeater of the DLR flight experiment center to generate
system anomalies. The presented algorithm demonstrated it
robustness in detecting the failure conditions and imprgvi
the position accuracy. Furthermore the proposed algorithm
provided a significant improvement in terms of protection
level, improving service availability with respect to ekig
user algorithms.
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