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Urban flood impact assessment: A state-of-the-art review 

 

Flooding can cause major disruptions in cities, and lead to significant impacts on 

people, the economy and on the environment. These impacts may be exacerbated 

by climate and socio-economic changes. Resilience thinking has become an 

important way for city planners and decision makers to manage flood risks.  

Despite different definitions of resilience, a consistent theme is that flood 

resilient cities are impacted less by extreme flood events. Therefore, flood risk 

professionals and planners need to understand flood impacts to build flood 

resilient cities. This paper presents a state-of-the-art literature review on flood 

impact assessment in urban areas, detailing their application, and their 

limitations. It describes both techniques for dealing with individual categories of 

impacts, as well as methodologies for integrating them. The paper will also 

identify future avenues for progress in improving the techniques.  

   

Keywords: Urban flooding; Resilience; Impact assessment; ; Urban water 

management. 

 

 

 

 

 

 

 

 

 

 



 

 

 

Introduction 

Cities are social hubs, and life in cities is reliant on a number of services and functions 

such as energy and water provision, transport links, housing, education and 

employment. Urban flooding can cause significant disruption to these services, and 

wider impacts on the population. There have been many recent notable examples, 

including flooding in Brisbane in January 2011, widespread flooding in Thailand that 

inundated Bangkok during the 2011 monsoon season, and flash flooding caused by 

extreme rainfall in Beijing in July 2012.  

A number of trends suggest that the problem of urban flooding is likely to 

increase. The first of these is the growing number of people that live in cities; the 

world’s population is becoming increasingly urban. The United Nations (UN) recently 

reported that the world’s population living in urban areas has overtaken the rural 

population, and it is projected that the world’s urban population will grow both in 

absolute terms, and as a fraction of a growing global population (United Nations 

Department of Economic and Social Affairs/Population Division 2012). Between 2011 

and 2050, the world population is projected to increase by 2.3 billion, from 7.0 billion to 

9.3 billion. At the same time, the population living in urban areas is projected to 

increase from 3.6 billion in 2011, to 6.3 billion in 2050. This represents a growth from 

51% to 68% of the global population. As more people move to the cities they inevitably 

turn green areas into impervious areas, increasing urban runoff, and as more people live 

in  densely populated urban areas, often situated on flood plains and low-lying coastal 

areas, their exposure to flood hazards is increased.  

The second trend arises from the possibility for climate change to lead to more 

extreme rainfall. Some studies have already shown statistically significant trends in 



 

 

extreme rainfall in the past century in Denmark (Arnbjerg-Nielsen 2006), and in North 

America (Peterson et al. 2008). However, these trends are variable both across temporal 

and spatial scales. As for future projections, a Special Report of the Intergovernmental 

Panel on Climate Change reports that “it is likely that the frequency of heavy 

precipitation … will increase in the 21st century over many areas on the globe”, 

although recent analyses have “highlight[ed] fairly large uncertainties and model 

biases” (Field et al. 2012). 

If cities are to become more resilient to flooding, innovative and adaptable 

strategies and measures are needed. Although there are many different concepts of 

resilience, most authors are in agreement that a flood resilient city will have low flood 

consequences if and when flooding occurs. Therefore, to build flood resilience, planners 

need to understand the impacts of flooding. In the short term, these can include the risk 

to life, property damage, and failure of infrastructure such as transport and electricity 

networks. In the short to medium term, contaminated flood waters increase the risk of 

the spread of diseases such as diarrhoea, and stagnant water provide breeding grounds 

for mosquitoes, which can increase the risk of malaria and dengue fever. In the longer 

term, the disruption caused by flooding can have economic consequences that extend 

beyond the immediately affected region. For example, Thailand’s Gross Domestic 

Product grew by only 0.1% in 2011 (following the severe flood disaster), compared to 

7.8% in 2010, and 6.5% in 2012 (GDP fell in the 4
th

 quarter of 2011 by an annualised 

rate of 9.0%)  (Office of the National Economic and Social Development Board 2012). 

This article presents a state-of-the-art literature review on flood impact 

assessment, focusing specifically on urban flooding. Urban flooding can include pluvial, 

fluvial, groundwater and coastal flooding. Pluvial flooding results from urban drainage 

that is in adequate with respect to the rainfall in an urban area. Fluvial flooding results 



 

 

from the overtopping or bypassing of flood defences adjacent to rivers. Groundwater 

flooding results from high groundwater levels, and coastal flooding is due to tidal 

surges and waves (Saul et al. 2011). As a result, categories such as impacts on 

agriculture will be ignored (although agriculture is not always absent from urban areas, 

its contribution to overall impacts is considerably less than other categories). Examples 

of theapplication of flood impact assessment techniques will be described, along with 

their limitations. This survey builds upon previous reviews and brings them up to date, 

such as those undertaken as part of the FLOODSite project (Messner et al. 2007), but 

also aims to cover all the impacts of flooding, such as the intangible impacts, which 

have been neglected to some extent in earlier work (Merz et al. 2010).  This review will 

focus on ex-ante assessment techniques, which produce estimates of expected damages 

(in contrast to ex-post assessments, which are based on observed damages).  

The relationship between flood impact assessment and resilience 

Flood impact assessments can serve a variety of purposes. For example, local or 

national governments use them for decision making and risk management, so that 

resources can be allocated to finance structural and non-structural flood mitigation 

measures. Insurance and reinsurance companies use flood impact assessments to 

understand the value of assets at risk, and to price their policies accordingly (Vetere 

Arellano et al. 2003). The diversity of the purposes of flood impact assessments, 

combined with differences in the availability of data and access to resources mean that 

there are many different flood impact assessment techniques (Messner et al. 2007). In 

the European Funded Collaborative Research on Flood Resilience in Urban Areas 

(CORFU), flood impact assessments have an important role in studies that aim to 

improve urban flood resilience (Djordjević et al. 2011). 



 

 

Resilience is a concept that has emerged as a way to understand how systems 

prepare for, respond to, and recover from shocks (Zhou et al. 2010). Many practitioners 

consider increasing or building resilience an important objective in flood risk 

management, and resilience is often described as a desirable attribute for cities 

(Godschalk 2003). However, several challenges remain for transforming the concept of 

resilience into an operational tool that can be used for policy and management purposes. 

The first  challenge is to provide a clear understanding of the concept, in the 

context of urban flooding.  There is an extensive literature on the development and 

application of the concept of resilience (Rose 2004, Gallopin 2006, Manyena 2006, 

Zhou et al. 2010).  Resilience originally became prominent in ecology, where Holling 

(1973) defined it as a measure of the ability of an ecological system to absorb changes 

and persist. This multi-equilibrium concept has been contrasted with engineering 

resilience, which relates to the stability near a unique equilibrium, and where the 

resistance to disturbance and speed of return are used to measure it (Holling 1996). 

Variations on this definition of engineering resilience have become prominent in water 

resources systems analysis (Hashimoto et al. 1982).  

Adger (2000) extended this concept to social systems, while recognition of the 

links between social and ecological systems has led to the growth of research on social-

ecological resilience (Gallopin 2006).  

The fields of natural hazards, disaster risk reduction, and flood risk management 

have adopted some of these concepts. Gersonius (2008) specified resilience in more 

concrete ways to identify the system attributes that are to be resilient, and to what kind 

of disturbances. It was argued that flood resilience incorporates four capacities; to avoid 

damage through the implementation of structural measures, to reduce damage in the 

case of a flood that exceeds a desired threshold, to recover quickly to the same or an 



 

 

equivalent state, and to adapt to an uncertain future. This echoes the definition 

developed by the United Nations International Strategy for Disaster Reduction 

(UNISDR 2011), and therefore, we adopt herein the definition that a flood resilient city 

is one with the ability to “resist, absorb, accommodate to and recover from the effects of 

a flood hazard in a timely and efficient manner, including through the preservation and 

restoration of its essential basic structures and functions”.  The development of flood 

resilience will require an understanding of how cities respond to flooding across varying 

spatial and temporal scales (Zevenbergen et al. 2008).   

The second challenge is to quantify flood resilience, which links naturally with 

the consequences of flooding and therefore impact assessment. Two broad techniques 

can be found in the literature. An indirect method to quantify resilience is to use 

indicators that measure the characteristics of a system, which may lead to the system 

being resilient. One example is the Disaster Resilience of Place (DROP) model, 

developed and applied in the US, which uses several indicators to explore the 

dimensions of resilience: The dimensions of resilience are considered to include social, 

economic, institutional, infrastructure, and community capital factors. For example, 

social resilience was quantified by variables that included the percentage of non-elderly 

residents and the percentage of the population with access to a vehicle (Cutter et al. 

2008, 2010). Similarly, Prashar et al. (2012) developed a Climate Disaster Resilience 

Index to investigate the resilience of different districts in Delhi, India to disaster risks, 

covering five dimensions.  

In contrast, some authors have applied direct measures of resilience, which 

attempt to quantify how the system of interest responds to extreme events. Bruneau et al. 

(2003) argued that a resilient system would have reduced failure probabilities, reduced 

consequences from failures, and a reduced time to recovery, and used a system function 



 

 

to quantify these three properties. de Bruijn (2004) considered resilience and resistance 

to be distinct concepts, where resilience is the ease with which a system can recover 

from floods, and resistance of the ability of a system to prevent floods. The resilience of 

a lowland river system to flooding was quantified using three parameters: the amplitude 

of the reaction to flood waves, using the expected annual damage and the expected 

average annual number of casualties; the graduality of the increase of the impacts with 

increasingly severe flood waves, using a function of the slope of the discharge-damage 

relationship; and the  recovery rate, using a combined set of indicators related to 

physical, economic and social factors that speed up recovery.  The resistance to flooding 

is quantified by the reaction threshold, or the maximum flood discharge before flooding 

occurs. In the context of urban flooding, this can be the design standard for any flood 

defences or drainage infrastructure. The approach of de Bruijn (2004) suggests that 

there is some disagreement as to whether resistance is part of resilience, as per the 

UNISDR definition, or a distinct concept.  

Both the approach of Bruneau et al. (2003) and de Bruijn (2004) consider that a 

resilient city will observe low flood impacts, in common with many other resilience 

approaches. It is thus, necessary to classify and quantify flood impacts in a consistent 

framework.  

 

Understanding the impacts of flooding 

Flood impacts are typically classified using two criteria. The first criterion distinguishes 

between tangible and intangible impacts. Tangible impacts are those that can be readily 

quantified in monetary terms (Smith and Ward 1998). These include the damage to 

property or the loss of profits if a business is disrupted. An alternative expression of this 

definition is whether a market exists for the asset in question (Bureau of Transport 



 

 

Economics 2001). This is contrasted with intangible impacts, which cannot be readily 

quantified in monetary terms. Examples of intangible impacts include the loss of life, 

the negative impact on the mental well-being, and impacts on the environment, such as 

the loss of recreational environments, and contamination.  

 The second common distinction is between direct and indirect damage. A direct 

damage is defined as any loss that is caused by the immediate physical contact of flood 

water with humans, property and the environment. In contrast, indirect damages are 

induced by the direct impacts and may occur – in space or time – beyond the immediate 

limits of the flood event. Jonkman et al. (2008a) referred to direct losses as occurring 

within the flooded area, and indirect damage occurring outside of the flooded area. 

Messner et al. (2007) stated that direct damage is usually measured as a damage to 

stock values, whereas an indirect damage relates to interruptions to flows and linkages, 

and therefore as the loss of flow values.  

There is some disagreement in the literature as to the precise nature of the 

distinction between direct and indirect losses.  Some authors distinguish between direct 

losses (as already defined) and primary and secondary indirect losses. In the European 

funded FLOODSite project, the definition of indirect losses included both the loss of 

production by companies directly affected by the flooding, and the induced production 

losses of their suppliers and customers (Messner et al. 2007). Van der Veen (2003) 

maintained this definition, but distinguishes between primary and secondary indirect 

losses, and defines primary indirect losses as business interruption costs that relate 

specifically to flooded businesses, whereas secondary indirect losses refer to multipliers 

in the economy. In contrast Rose and Lim (2002) define losses that “pertain to 

production in businesses damaged by the hazard itself” as direct losses. This difference 

of opinion was recognised in the European funded FP7 CONHAZ project, and placed 



 

 

business interruption costs as a separate category to both direct and indirect costs 

(Meyer et al. 2013).   

Some authors have made further distinctions, to include primary, secondary, and 

even tertiary impacts to describe impacts at greater and greater causal steps removed 

from the immediate inundation (Smith and Ward 1998, Parker 2000). However, few 

authors have adopted these distinctions, and it is not clear how these may differ from 

the distinction between direct and indirect losses.   

Meyer et al. (2013) also included the costs of risk mitigation as an additional 

class of costs. However, in this review, the view is taken that these costs should be 

considered in the cost-effectiveness of different resilience measures.  

Impacts on infrastructure can be classified as both direct and indirect. For 

example, floodwaters can directly damage infrastructure elements such as electricity 

substations or railway links. Failure of these elements can lead to indirect impacts in the 

wider system. Research on the vulnerability of infrastructure is relatively limited, 

although there is a growing body of literature on the topic (e.g. Rogers et al. 2012)). 

Infrastructure elements are typically highly specialised, and infrastructure networks are 

complex. As a result, in this review the impacts of flooding on infrastructure will be 

described separately.  

Within this review, the following cost categories are described: 

 Direct tangible impacts 

 Business interruption and indirect tangible impacts 

 Impacts on infrastructure  

 Intangible impacts 



 

 

 

Direct tangible damage 

 

Direct tangible damage includes the physical damage caused to property and contents in 

both residential and non-residential sectors as well as infrastructure through direct 

contact with flood waters. It is the most commonly studied and best understood class of 

flood impacts. In many flood impact assessments, only direct tangible impacts are 

considered at the expense of other categories such as intangible impacts (Oliveri and 

Santoro 2000, Ward et al. 2011).  

The principal technique adopted in direct tangible damage estimation is to 

develop and apply damage or susceptibility functions that relate the expected damage to 

the flood characteristics, such as depth and flow velocity, for particular asset classes. 

Merz et al. (2010) described three steps in the calculation of direct tangible damage. 

First, the elements at risk should be classified and pooled into homogeneous classes. 

The detail of these classes can vary, depending on the availability of data, the scale, and 

the resources available for the study.  In the UK, the National Property Dataset allows 

for the classification of individual properties by their age, the social class of residents, 

and types of buildings (detached, semi-detached), and damage functions have been 

developed that can be applied to all of these categories (Penning-Rowsell et al. 2005). 

At the other end of the scale, broad classes such as residential, commercial and industry 

property can be used, even though there may be vast differences within these classes. In 

one analysis of the flood risk in Dhaka, seven broad property classes were identified 

(agriculture, residential, commercial, industrial, institutional, transport, and others) 

(Gain and Hoque 2012).  

The second step is to undertake an analysis of the assets and their exposure, 



 

 

describing the number and types of elements at risk, and estimating their asset value. 

Thirdly, a susceptibility analysis is conducted that relates the damage of these elements 

at risk to the characteristics of the flooding. If the second and third steps are conducted 

separately, the damage functions are calculated relative to the total value of the assets.  

Relative damage functions have been applied for example, in Dhaka (Gain and Hoque 

2012). Otherwise, the second and third steps can be combined, where absolute damage 

functions are developed and applied. Such absolute damage functions are used within 

the UK Multicoloured Manual (Penning-Rowsell et al. 2005).  

It is beyond the scope of this review to describe in detail how the flood 

characteristics are obtained. It is sufficient to state that there has been significant 

progress in hazard assessment techniques, enabling more accurate and faster flood 

simulations in hydraulic models. Such models range from surface water models that 

ignore or vastly simplify drainage processes, to coupled 2D-surface / 1D sewer models 

that represent the interaction between sewers and surface models. These hydraulic 

models are capable of producing depth, velocity and contamination concentration flood 

maps (Henonin et al. 2010). 

The damage relationships can be functions of a number of damage influencing 

factors. A distinction has been made by Merz et al. (2010) between impact parameters 

and resistance parameters. The former includes the characteristics of the flood that 

causes the damage, whereas the latter includes those parameters that relate to the 

resisting object.  

 In the simplest case, flood damage functions can be stated as a binary function 

of whether the asset is flooded or not, although this method is typically applied in large 

scale modelling as in a study on Mumbai (Ranger et al. 2011). In practice, much of the 

focus on estimating the damage caused by flooding has been on the flood depth, dating 



 

 

back to the work of Gilbert F. White, who introduced the concept of stage-damage 

curves (White 1945).  Depth-damage or stage-damage curves have been adopted in 

multiple locations around the world (Smith 1994), and is a standard technique within 

flood risk management. Merz et al. (2004) studied nine flood events in Germany from 

1978 to 1994, and reported that the variation in flood damage to properties could not be 

explained by inundation depth alone. This means that there is significant uncertainty 

when assessing flood damage, and that other factors must be important.  In one study, 

the influence of velocity was only found to be significant on structural damage to road 

infrastructure, although this study was only focused on one catchment in Germany (the 

Elbe) and one flood event, and so the transferability of these conclusions are limited 

(Kreibich et al. 2009). Other factors studied include the presence of a flood warning 

system, prior flood experience, flood duration, and family income (Merz et al. 2010). 

An example of typical depth-damage functions can be seen in Figure 1.  

 

Figure 1 - Typical depth-damage functions (adapted from UK Multicoloured Manual 

(Penning-Rowsell et al. 2005)) 

 



 

 

There are two main approaches to developing damage functions. The first of 

these is through the use of real flood damage data, or survey data. This is often referred 

to as the empirical method. The second approach, the synthetic approach, is a 

hypothetical analysis based on land cover and land use patterns, type of objects, 

information of questionnaire survey, etc. It is akin to a ‘what-if’ analysis, and asks what 

damage would be caused if the flood waters were to reach a certain depth within a 

property.  The database of absolute damage functions, developed at the Flood Hazard 

Research Centre in Middlesex is an example of a synthetically derived database 

(Penning-Rowsell et al. 2005). In Germany, the HOWAS database is a collection of 

empirical flood damage data (NaDiNe 2012). 

Some authors have argued that empirical damage functions derived from real 

data are more accurate than synthetic data (Gissing and Blong 2004).The variability of 

the data within a category (such as residential) can be quantified. However, detailed 

damage data are rare, so that the functions may be based on limited data. The 

transferability of using data from one event or location to another also poses problems. 

The paucity of information may require the use of extrapolation techniques, which 

increases the uncertainty of the data. Synthetic data has the advantage that it provides a 

higher level of standardisation and therefore allows for a greater comparability of flood 

damage estimates. The data can be transferred more easily to different geographic areas. 

However, much effort is required to produce databases, and the analyses can be 

subjective, resulting in uncertain estimates. The lack of good quality damage data is the 

main bottleneck in the development of flood damage functions (Freni et al. 2010). 

 



 

 

A simple example from Dhaka in Bangladesh will illustrate the most common technique 

used in flood impact assessment for direct tangible damage (Khan et al. 2012). Figure 2 

shows the main steps that have been described in the preceding section. 

 

Figure 2 - Main steps in flood impact assessment 

Building or land-use information is used to classify the building into homogeneous 

classes. In this Dhaka case study, 12 classes were identified, including commercial, 

government, and residential properties. These building classes are represented in Figure 

3, combined with the flood characteristics.  

 

Figure 3 - Flood map of central Dhaka with building classifications 



 

 

The flood characteristics of interest in this study are the flooded depth and extent. The 

flooded depth and flood extent are combined using flood depth-damage functions. The 

results of applying these damage functions are shown in Figure 4, which shows the total 

damage per building. These can then be summed over the model domain to calculate a 

total damage for a particular event.  

 

Figure 4 - Damage per unit building for Central Dhaka 

 

Business interruption and indirect tangible impacts  

Although some authors distinguish between business interruption and indirect tangible 

impacts, the literature is often unclear as to which costs are being assessed with a 

particular method (this review deals with these two categories together). To assess 

business interruption costs, there are two principal methods. The simplest technique is 

to apply a fixed percentage of the direct costs (James and Lee 1971). Penning-Rowsell 

and Parker (1987) empirically investigated the losses arising from flood events in the 

UK, and noted that the percentage of indirect losses with respect to the direct losses 

ranged from 21% for a study in Bristol, to 93% for a study in Chesil.  This technique 



 

 

has also been applied in St Maarten in the Caribbean (Vojinovic et al., 2008),  in 

Australia with the ANUFLOOD model developed by the Queensland Government 

(Natural Resources and Mines 2002)  and in the Rapid Appraisal Method developed by 

the Victorian State Government (Victorian Department of Natural Resources and 

Environment 2000). The key advantage of such a technique is its simplicity; however 

the disadvantage is that the ratio that should be applied is highly variable not only 

between locations but also between events at the same location. A further disadvantage 

is that this technique does not take the duration of the disruption into account, which is a 

critical factor in calculating the total impact.  

 The second method is to apply a sector-specific unit loss value that represents 

the losses from added value, or wage losses. Booysen et al. (1999) estimated business 

interruption costs on a company level in a case study in South Africa by estimating the 

gross margin of individual companies per day, and multiplying that by the number of 

days of disruption. In an example from Nordrhein-Westfalen in Germany, figures for 

the gross value added per employee per day are multiplied by the number of employees 

and the number of days of disruption to estimate the total cost arising from business 

disruptions  (MURL 2000). One challenge that arises from these methodologies is to 

assess the length of business interruption. Seifert et al. (2009) assessed flood loss data 

from flood events from 2002, 2005 and 2006 in Germany, and found that there were 

significant correlations between the length of business interruption, and the depth of 

water, the duration of the flood, the flow velocity, contamination, the size of the 

company, and an indicator that represented the precautionary steps taken by the 

company. Although this analysis was location specific and required good historical data, 

it could provide insights into the better understanding of business interruption losses.  



 

 

 Econometric models have also been used to assess the impacts of disasters. For 

example, Ellson et al. (1984) used such a model to investigate the potential losses from 

earthquakes in Charleston in South Carolina in the USA. However, there has been 

limited use of such models in the field of flood risk management.  

Input-output (I-O) modelling is an economic technique developed by Wassily 

Leontief to understand economic linkages (Leontief 1936). I-O modelling rests upon the 

idea of an economy as a system, where industries receive inputs from other industries, 

and produce outputs for either other industries or final consumers. Their focus on 

production interdependencies makes them especially well suited to examining how 

damage in some sectors can ripple through the economy. There are several examples of 

such an application of I-O models to assess flood impacts (Van der Veen and 

Logtmeijer 2005, Jonkman et al. 2008a). I-O models are relatively easy to use, 

compared to more complex economic techniques. However, they are based on a 

microeconomic, consistent and closed framework, and so they can only lead to a limited 

impact analysis. They assume an entirely elastic supply-side in the economy, and in 

addition, they assume a constant return to scale (Kowalewski 2009). 

Computable General Equilibrium (CGE) modelling is another economic 

technique which uses an equation system to represent the demand for goods by 

consumers and the supply of goods by producers. Equilibrium constraints are used to 

solve the supply and demand requirements simultaneously.  CGE models have mainly 

been used to assess disaster impacts related to earthquakes, but the principles should be 

the same. Rose and Liao (2005) used such a model to study the resilience of the water 

supply system following an earthquake in Portland, USA. CGE models are not distinct 

from I-O analysis, but are rather a “more mature cousin or extension” and retain many 

of the advantages and overcomes some of their shortcomings (Rose, 2004). A major 



 

 

shortcoming is the assumption that decision-makers make optimal decisions, and that 

the economy is always in equilibrium. CGE models may be more suitable for long-term 

analysis, and can underestimate impacts in the short-term (Rose and Liao, 2005). 

A hybrid model which attempts to bridge the gap between I-O and CGE models 

is the Adaptive Regional Input-Output model, which was used to assess the indirect 

impact of flooding following Hurricane Katrina in Louisiana (Hallegatte 2008). For this 

study, National Input-Output tables were obtained from the US Bureau of Economic 

Analysis for 15 sectors. These were then adjusted to produce regional input-output 

tables for the state of Louisiana. Parameters were required that describe overproduction, 

adaptation and for demand and price responses. These were calibrated with a 

combination of data from previous events (the Landfall of Hurricane Andrew in 1992, 

and the Northridge Earthquake of 1994, as well as other events from the 2004 hurricane 

season). The total economic damage was estimated to be 139% of the direct losses (an 

economic amplification ratio of 1.39). This model has also been applied to a case study 

in Copenhagen (Hallegatte et al. 2011) and in Mumbai (Ranger et al., 2011). 

Barriers to the wider adoption of these models as a tool include the difficulty of 

obtaining the required data, and disaggregation of such data to the appropriate regional 

or even city scale.  Green et al. (2011) have argued that such complex models are of 

limited use in flood impact assessment as they fail to meet the needs of stakeholders. 

Not only are the models are mostly applicable at scales larger than the city, (i.e. regional 

or national scales), they also require a high level of user skill and the results are highly 

uncertain. Alternatives for assessing the indirect costs at the city scale are therefore still 

lacking (Meyer et al. 2013). 

An often overlooked indirect impact of flooding is the costs associated with 

traffic disruption. The fundamental method of estimating the cost of traffic disruption is 



 

 

to estimate the additional operating costs of vehicles, and the opportunity costs (Bureau 

of Transport Economics 2001). The additional operating costs will include the fuel used 

by the traffic network, and opportunity costs include the value of time. Dutta et al. 

(2003) used traffic data and standard values for the marginal costs of traffic and time 

costs for a case study in Japan. In that study, the time costs were significantly greater 

than the marginal operating costs, although the total costs were found to be minimal 

compared to other costs such as the direct tangible losses. This goes part way to 

explaining why the cost of traffic disruption is often ignored.  

Transport planners have long used models to optimise road networks (Santos et 

al., 2010). A few authors have attempted to link urban transportation models with 

hydrological or flood models to conduct an integrated assessment of these losses. 

Suarez et al. (2005) studied the impacts of flooding on the Boston transportation 

network. A transport model was used in combination with a flood model to estimate the 

number of cancelled trips and the lengths of delays during an extreme flood event. 

Chang et al. (2010) considered the impact of climate change on flood-induced travel 

disruptions in Portland, Oregon in the United States, using an integrated assessment 

technique. The results showed that the cost of delays and lost trips are relatively small 

compared with damage to the infrastructure and to other property.  

There is clear scope for traffic models to be combined with flood models to 

improve these estimates, and the driver for this may come from sites where traffic 

disruption costs are thought to be more significant.  

Infrastructure damage 

 

Urban areas are served by a wide variety of infrastructures, which provide the services 

of modern life.  These infrastructures include telecommunications, transport services, 



 

 

power, emergency services, water, agriculture and food, and health care, among others 

(Conrad et al. 2006). Damages to these infrastructures can be costly. In the 2007 

summer floods in the UK, of the £4bn damage to the economy, approximately £670m 

was credited to damages to critical infrastructure (Chatterton et al. 2008). 

The impacts of flooding on infrastructure can be particularly complicated to 

estimate, and this is a comparatively under-researched area. Infrastructure elements are 

often highly specialised, and how they are directly damaged by floodwaters can vary 

enormously. They typically form a part of a wider network of elements, such as the 

electricity or water supply networks, and flooding can lead to indirect effects that are 

geographically distant from the original flooding. Furthermore, infrastructures are 

highly interdependent; outages in the electricity supply can lead to interruptions to 

water supply and telecommunication networks. Identifying these linkages, and 

estimating costs associated with them, is especially difficult.   

 In the US HAZUS methodology for the assessment of the impacts of flooding, 

depth-damage functions for lifelines such as water, electric, roads and railroads are 

recommended, which can derive from expert opinion and historical data (Scawthorn et 

al. 2006). In the Netherlands, the standard methodology for flood-damage assessment 

uses depth-damage functions to represent damage to pumping stations, roads and 

railways, gas and water mains, and electricity and communication systems (Meyer and 

Messner 2005). However, these techniques for estimating the direct cost of flooding do 

not model the linkages that exist within infrastructure systems.  

 Techniques from a branch of economics, referred to as Input-Output economics 

(described in the previous section) have been extended to model the interdependencies 

between infrastructures, referred to as Interoperability Analysis (Haimes et al. 2005). 

This method has been applied to a US case study to model the threat to power 



 

 

infrastructure (Crowther and Haimes 2005). Cagno et al. (2011) adapted this 

methodology and used it to consider the vulnerability of underground infrastructure for 

a case study in Italy. To date, very few of these methodologies have been applied to 

assess the vulnerability of urban infrastructure to flooding.   

 Progress has been made on understanding and identifying the different 

interdependencies which exist between infrastructure networks. Rinaldi et al. (2001) 

identified four such classes: Physical, cyber, geographical, and logical 

interdependencies. Emanuelsson et al. (2013) adopted these concepts to develop a 

network analysis framework and applied it to the assets owned and operated by a 

privately owned water company, in the UK. This network consisted of sewage treatment 

works, sewage pumping stations, telecommunication assets and electric substations.  

 Eleutério et al. (2013) took an elementary approach by focusing on the 

individual assets in network infrastructures, and used interviews with experts to develop 

“damage-dysfunction matrices” that describe the linked vulnerability of the networks, 

and applied it to a case study in France, and included water supply, sewerage and 

drainage, power supply, gas distribution and public lighting networks, and were able to 

apply replacement and repair costs to these failures.  

 There is clearly much work to be done to understand how impacts of flooding go 

beyond the direct damage to individual assets and this presents a serious research 

challenge. A significant obstacle is again the lack of data, either through inadequate 

knowledge or through data that is sensitive and therefore not made available to 

researchers.  

Intangible damage 

 



 

 

Intangible impacts can include health impacts, as well as damage to the environment. 

The most prominent intangible impact is that of flooding on human health. There are 

two principal types of health impacts from flooding (Hajat et al., 2005): 

 physical health effects sustained during the flood event itself or during the clean-

up process, or from knock-on effects brought about by damage to major 

infrastructure including displacement of populations. These include injuries and 

the loss of life, as well as diseases linked to the flooding, such as waterborne 

diseases (e.g. diarrheoa), vector borne diseases (e.g. malaria and dengue fever) 

and rodent-borne diseases (e.g. leptospirosis) 

 mental health effects, which occur as a direct consequence of the experience of 

being flooded, or indirectly during the restoration process, or by people 

proximate to the flooding  

 

Ahern et al. (2005) reviewed epidemiological evidence on the global health 

impacts of flooding, and concluded that there is surprisingly little. There is therefore 

limited data upon which predictive models can be built. Of the few predictive models 

that do exist, most are related to the risk to life.  

 Studies on the risk to life from historical flood events have demonstrated that the 

risk is elevated when floods occur unexpectedly, and there is little warning, when there 

is little possibility for shelter, where the water is deep and fast flowing, and where 

vulnerable groups such as the elderly are exposed to flooding (Jonkman and Kelman 

2005).  This study showed striking geographical differences. In North America, 66% of 

those who drowned were in vehicles, compared to 18% in Europe.  

These insights have been used to develop risk-to-life models. Jonkman et al. 

(2008b) developed a model which takes into account the characteristics of the flooding, 



 

 

an estimate of the number of people exposed, and an assessment of the mortality of 

those people exposed to the flooding.  Figure 5 shows the general approach to the loss 

of life model. 

 

Figure 5 - General approach for the estimation of loss of life due to flooding (from 

Jonkman et al. (2008b)) 

 

Progress has been made in developing realistic simulations of the evacuation 

processes, using techniques such as agent-based modelling (Dawson et al. 2011) and 

probabilistic methods (Kolen et al. 2012).  

Flooding is known to be linked to the outbreak of diseases (Ahern et al., 2005). 

These diseases range from bacterial outbreaks such as leptospirosis and diarrhoea 

through to vector-borne diseases such as malaria. Kay and Falconer (2008) have noted 

the growing international awareness of health risks associated with water, particularly in 

developing countries, and they noted that “more than half the world’s hospital beds are 

filled by people with water-related diseases”. There are many studies that investigate the 

risk factors associated with particular diseases and flooding. For example, several 

studies look at diarrhoeal epidemics in Dhaka, Bangladesh (Harris et al. 2008). 



 

 

Schwartz et al. (2006) noted that patients showing diarrhoea during flood periods were 

older, more dehydrated, and of lower socio-economic status than the patients in non-

flood periods. This information could lead to predictive models, but as of yet, only a 

few models have been developed. 

Kazama et al. (2012) estimated the infection risks as a result of contact with 

coliform bacteria in the lower Mekong in Cambodia as a result of flood inundation. 

Their concentrations were simulated with a hydraulic model, and a dose-response model 

was used to estimate the risks from drinking contaminated groundwater.  In another 

study, a quantitative microbial risk assessment (QMRA) was undertaken to estimate the 

infection risks in Utrecht in the Netherlands (ten Veldhuis et al. 2010). Concentrations 

were estimated from typical measured samples of cryptosporidium, giardia and 

campylobacter, and again, using dose-response models, annual risks of infections were 

calculated.  

The relationship between vector-borne diseases and flooding is complex. In the 

short term, floods have been known to wash breeding sites away, reducing the cases of 

malaria (Sidley 2000). In contrast, following the 2005 floods in Mumbai, increased 

cases of malaria were reported (Gupta 2007). 

Lau et al. (2010) considered the relationship between outbreaks of leptospirosis 

with flooding, and questioned whether the burden of the disease could be increased due 

to climate change and increased urbanisation. The areas most at risk from the increased 

burden would be those where multiple risk factors might coexist, such as increased 

flood risk, rising temperatures, overcrowding, poor sanitation, poor health care, poverty 

and an abundance of rats or other animal reservoirs. These factors often co-exist in 

urban slums, in cities such as Mumbai and Dhaka, and therefore may be at increased 



 

 

risk in the future. They argued that spatiotemporal modelling using Geographical 

Information Systems could potentially be useful to understand the disease burden. 

The psychological impacts of flooding are complex and poorly understood. One 

major psychological impact of flooding is post-traumatic stress disorder (PTSD). A 

review of its epidemiology was conducted by Galea et al. (2005) using studies from 

1980 to 2003.  The prevalence of PTSD related to natural disasters was found to range 

between 5% and 60%, with most of the studies showing numbers towards the lower end 

of this range. The review demonstrated that the biggest risk factor for developing PTSD 

during a natural disaster was the extent of the exposure. Other risk factors included 

gender (women are shown to be more likely to suffer from PTSD), pre-existing 

psychological disorders and low social support (Brewin et al. 2000). More specifically 

related to flooding, studies quoted by Ahern et al. (2005) have shown a prevalence of 

22% of PTSD during the 1993 Midwest floods, or 19% among flood victims of the 

1997 Central Valley Floods in California. However, studies are limited by the fact that 

some of the results from these studies are self-reported.   

Huang et al. (2010) studied post-traumatic stress disorder among people in 

flood-hit areas in the Hunan Province in China, and developed a predictive model of 

PTSD using a risk-score model among flood victims in a large population, using 25,500 

respondents. The prediction model used 7 variables (age, gender, education level, flood 

type, flood severity, previous flood experience, and previous mental health status), and 

were used to create a risk score.  The study limitations included the fact that recall bias 

could be a factor, and that diagnoses were not made by formally trained psychologists.  

Beyond quantifying the intangible impacts in terms of the number of people 

affected (e.g. number of deaths, injuries, disease cases), two methods have been 

developed to quantify health impacts. 



 

 

 Employ common metrics that amalgamate multiple health impacts. The two 

most prominent are the Disability Adjusted Life Year (DALY) and the Quality 

Adjusted Life Year (QALY); 

 Calculate the health impacts in monetary terms, using economic tools to estimate 

the value of intangible benefits (or costs).  

In health impact assessments, the DALY is perhaps the most commonly applied. It has 

been adopted by the World Health Organisation as a metric to assess the burden of 

diseases, injuries and risk factors on human populations (Murray and Acharya, 1997). 

The DALY is described as combining the "time lived with a disability and the time lost 

due to premature mortality”. Years lost from premature mortality are estimated with 

respect to a standard expectation of life at each age. Years lived with disability are 

translated into an equivalent time loss by using weights which reflect the reduction in 

functional capacity (Anand and Hanson 1997). DALYs have been used to estimate the 

global health burden of poor water, sanitation and hygiene (Pruss et al. 2002). 

 The DALY has been used within the UK to assess the health risk from flooding 

(Fewtrell et al. 2008) This study categorised health impacts into three groups: 

 Mortality and injuries 

 Infection; and 

 Mental health effects.  

They used statistics from earlier studies to estimate the baseline incidences and the 

relative risk of some certain health-related problems linked to flooding. For example, 

following work by Reacher et al. (2004), psychological distress was estimated to have a 

baseline incidence of 15.5%, flooding increased this by over 400%, leading to an 

incidence rate of 64%. The study demonstrated that, in this case, the greatest impacts on 

human health were related to mental health problems. This may not be the case in 



 

 

developing countries where the risk of disease outbreak is known to be greater. 

However, Ahern et al. (2005) noted that the longer term impacts on mental well being 

are often underestimated and receive too little attention from health authorities. 

 A more controversial method is to place a monetary value on a particular health 

impact. There are a number of ways this can be achieved:  

 Cost-of-illness approach 

 Value of lost-production 

 Willingness to pay methods 

The cost-of-illness (COI) approach is a commonly used method that sets out to 

capture the economic impact of disease. It views the cost of diseases as the sum of 

several categories of direct and indirect costs. These include personal medical care costs 

for diagnosis, procedures, drugs and inpatient and outpatient care, non-medical costs, 

such as the costs of transportation for treatment and care, non-personal costs like those 

associated with information, education, communication and research, and finally 

income losses. Although not specifically related to flooding, an example of such a study 

was one that attempted to estimate the cost of childhood gastroenteritis in the UK 

(Lorgelly et al. 2008). Hutton et al. (2007) used a COI approach to estimate the benefits 

of sanitation improvements globally, looking at the cost of diarrhoea cases. These 

estimates could easily be applied in flood risk management. However, to date, no 

studies have attempted this.  

 The value of lost production is a method that attempts to model the loss of 

income (or added value) that accrues from being unable to work through ill-health. In 

one study, an “Anxiety-Productivity and Income Interrelationship Approach”, or API, 

approach was developed, which relates flood depth to anxiety, anxiety to productivity, 



 

 

and productivity to income. Finally, it is able to produce a relationship between flood 

depth and loss of income (Lekuthai and Vongvisessomjai 2001).  

 Willingness-to-pay (or accept) (WTP or WTA) methods are attempts to estimate 

the amount that a person is willing to pay to reduce the risk to their health by a certain 

amount (or willing to accept for an elevated risk).  When valuing mortality, these values 

can be referred to as the Value of a Statistical Life (VSL).  There have been some meta-

analyses of the global estimates of the VSL (Viscusi and Aldy 2003). This study, which 

mainly focused on developed countries estimated a value of $6.7m in Year 2000 prices.  

Values from WTP or WTA methods can be derived from Revealed or Expressed 

Preference studies. Expressed or stated preference studies rely on the idea of directly 

asking people how much they would be willing to pay, either in insurance premiums or 

indirectly for flood defences, for example, to reduce the risk of death or injury. These 

are often conducted through a methodology called Contingent Valuation.  One study in 

the UK  suggested a £200 value per household per year as representing the intangible 

benefits of a reduced risk of flooding (DEFRA and EA, 2004). 

Expressed preference methods are contrasted with Revealed Preference 

techniques, where an individual’s valuation of their life and health is estimated by 

observing their decisions in relation to other markets. For example, several authors have 

studied the link between flood risk and house prices (Pryce et al. 2011, Chen et al. 

2013). In a meta-study, Daniel et al. (2009) considered the difference in house prices to 

assess the value of flood risk. This is known as a hedonic pricing method. They 

concluded that the results were highly variable, but estimated that an increase in the 

probability of flood risk of 0.01 in a year is associated to a difference in transaction 

price of an otherwise similar house of –0.6%.  This study does not explicitly estimate 

the health impacts of flooding however, but rather the value of being flood free.  



 

 

Integrated approaches in practice 

This review has described techniques for the assessment of specific flood impacts. This 

section will describe a few studies that integrate different methodologies into a single 

assessment. There are two methods that can be used to integrate the different 

methodologies. Either, a common metric can be applied (which is almost always in 

monetary terms), or the impacts can be combined using multicriteria techniques.  

Where the common metric of money is used, intangible impacts are typically 

excluded. For example, Dutta et al. (2003) developed and applied a flood impact 

assessment methodology that included damage to residential and non-residential 

buildings, as well as infrastructure damage and traffic disruption. One of the few 

examples that does include intangible impacts with tangible impacts is for an urban 

case-study in St Maartens, that linked anxiety with productivity (Vojinovic et al. 2008). 

A further example comes from Denmark,  where Arnbjerg-Nielsen and Fleischer (2009) 

attached a cost to the health impact of being exposed to sewage, and combined this with 

the total damage to roads, houses, and the cost of traffic delays.    

 The difficulty of combining intangible and tangible impacts together has 

fostered interest in multicriteria techniques. Kubal et al. (2009) used such a framework 

to assess the flood risks in Leipzig in Germany. The framework combined a hierarchy to 

prioritise the economic, social and ecological aspects of urban flood risk. Although such 

researches are promising, a greater understanding is needed of the social and ecological 

aspects of flood risk so that they can be combined with the much better understood 

economics risks. Some progress has been made in improving the integration of 

intangible losses (Dassanayake et al. 2012). 

Integrating the results from multiple events is achieved through calculation of 

the Expected Annual Damage, and this is achieved through integrating the flood risk 

function (Arnell 1989, Arnbjerg-Nielsen and Fleischer 2009).  By considering expected 



 

 

damages over longer time-frames, it is possible to estimate the cost-effectiveness of 

different adaptation measures (Zhou et al. 2012, 2013) 

Discussion and conclusions 

There are a number of conclusions that can be drawn from this review. Firstly, it is clear 

that there is a great emphasis in literature on direct tangible flood damage, particularly 

for damage to residential, commercial and industrial property. There are some 

shortcomings to the methods applied to estimate impacts, especially in reference to the 

impacts on infrastructure, as individual assets are highly specialised. The understanding 

of the vulnerability of critical infrastructure networks is limited, although progress is 

being made on understanding how failures within a system can cascade through a 

system. Some of this knowledge is limited by the lack of data, either on the grounds that 

it does not exist, or that the data on the functioning of networks is highly sensitive, and 

therefore protected either by industry or government agencies.  

There is a less well developed understanding of the impacts of flooding on the 

wider economy, as indirect tangible damage. In the case of developing and applying 

complex models such as Input-output or Computable General Equilibrium models, 

some researchers question their value for small-scale flood impact assessment studies, 

in part due to the scale of the models, and also due to the skill needed to implement 

them (Green et al. 2011).  Information on the duration of disruption on both businesses 

and infrastructure is often lacking, which arises both from the length of time that assets 

are inundated, as well a limited understanding of the time required to repair and restore 

services.  

Health impacts are as significant, if not more significant than tangible flood 

impacts. Diseases are thought to be a more serious problem in the developing world. 

Mental health impacts are even more difficult to assess than the physical impacts. The 



 

 

understanding of the precise links between flooding and health is limited, and more 

research is needed to understand the epidemiology. An emerging research agenda has 

been identified, which has been termed hydro-epidemiology (Kay and Falconer 2008). 

The quantification of health impacts is difficult. The DALY appears to be a useful 

concept by which the impacts could be quantified. The monetising of health impacts is 

difficult and controversial and likely to remain so because of the need to attach a value 

to human life.  

This review has shown that there is a range of methods used not only to assess 

flood impacts but also to quantify them. ten Veldhuis (2011) has demonstrated how 

quantifying impacts in terms of either the number of people affected or in monetary 

terms can have a significant effect on how flood impacts are prioritised. In a case study 

in the Netherlands, quantifying the effects in monetary terms gave more weighting to 

damage to buildings and property, whereas when the impacts were quantified in terms 

of the number of people affected, more weight was placed on roads and traffic 

disruption. The important point here is that the analyst should be aware of the biases 

and emphases that arise from using different metrics. 

The assessment of all impacts is made more difficult by a lack of good quality 

flood impact data. This leads to problems with the validation and calibration of flood 

damage data. The collection of more data would be highly valuable to build upon as a 

research basis. Although some flood damage databases do exist (The Centre for 

Research on the Epidemiology of Disasters EM-DAT database is a good example), they 

often include summary data rather than individual data points, and therefore cannot be 

used in micro or meso-scale assessments. 

It is important to highlight that no impact assessment can cover the full range of 

impacts, and the analyst needs to make choices as what to include and exclude. As a 



 

 

result, every flood impact assessment is incomplete, and the analyst should be aware of 

these biases and omissions that exist in any methodology.  

Acknowledgements 

Research on the CORFU (Collaborative research on flood resilience in urban areas) 

project was funded by the European Commission through Framework Programme 7, 

Grant Number 244047. The authors would like to thank the anonymous reviewers for 

their comments, which have helped improve the manuscript.   

References 

Adger, W.N., 2000. Social and ecological resilience: are they related? Progress in 

Human Geography, 24, 347–364. 

Ahern, M., Kovats, R.S., Wilkinson, P., Few, R., and Matthies, F., 2005. Global health 

impacts of floods: Epidemiologic evidence. Epidemiologic Reviews, 27, 36–46. 

Anand, S. and Hanson, K., 1997. Disability-adjusted life years: a critical review. 

Journal of Health Economics, 16, 685–702. 

Arnbjerg-Nielsen, K., 2006. Significant climate change of extreme rainfall in Denmark. 

Water Science and Technology, 54 (6-7), 1. 

Arnbjerg-Nielsen, K. and Fleischer, H.S., 2009. Feasible adaptation strategies for 

increased risk of flooding in cities due to climate change. Water Science & 

Technology, 60 (2), 273. 

Arnell, N.W., 1989. Expected annual damages and uncertainties in flood frequency 

estimation. Journal of Water Resources Planning and Management, 115, 94–

107. 

Booysen, H.J., Viljoen, M.F., and de Villiers, G.T., 1999. Methodology for the 

calculation of industrial flood damage and its application to an industry in 

Vereenigung. Water SA, 25, 41–46. 

Brewin, C.R., Andrews, B., and Valentine, J.D., 2000. Meta-analysis of risk factors for 

posttraumatic stress disorder in trauma-exposed adults. Journal of Consulting 

and Clinical Psychology, 68 (5), 748. 

Bruneau, M., Chang, S.E., Eguchi, R.T., Lee, G.C., O’Rourke, T.D., Reinhorn, A.M., 

Shinozuka, M., Tierney, K., Wallace, W.A., and von Winterfeldt, D., 2003. A 

framework to quantitatively assess and enhance the seismic resilience of 

communities. Earthquake Spectra, 19, 733–752. 

Bureau of Transport Economics, 2001. Economic costs of natural disasters in Australia. 

Bureau of Transport Economics, BTE Report 103. 

Cagno, E., De Ambroggi, M., Grande, O., and Trucco, P., 2011. Risk analysis of 

underground infrastructures in urban areas. Reliability Engineering & System 

Safety, 96, 139–148. 

Chang, H., Lafrenz, M., Jung, I.W., Figliozzi, M., Platman, D., and Pederson, C., 2010. 

Potential Impacts of Climate Change on Flood-Induced Travel Disruptions: A 



 

 

Case Study of Portland, Oregon, USA. Annals of the Association of American 

Geographers, 100 (4), 938–952. 

Chatterton, J.B., Viavattene, C., Morris, J., Penning-Rowsell, E., and Tapsell, S., 2008. 

The costs of the summer 2007 floods in England. Environment Agency. 

Chen, Y., Fingleton, B., Pryce, G., Chen, A.S., and Djordjević, S., 2013. Implications of 

rising flood-risk for employment location: a GMM spatial model with 

agglomeration and endogenous house price effects. Journal of Property 

Research, (In press). 

Conrad, S.H., LeClaire, R.J., O’Reilly, G.P., and Uzunalioglu, H., 2006. Critical 

National Infrastructure Reliability Modeling and Analysis. Bell Labs Technical 

Journal, 11, 57–71. 

Crowther, K.G. and Haimes, Y.Y., 2005. Application of the inoperability input—output 

model (IIM) for systemic risk assessment and management of interdependent 

infrastructures. Systems Engineering, 8 (4), 323–341. 

Cutter, S.L., Barnes, L., Berry, M., Burton, C., Evans, E., Tate, E., and Webb, J., 2008. 

A place-based model for understanding community resilience to natural 

disasters. Global Environmental Change, 18 (4), 598–606. 

Cutter, S.L., Burton, C.G., and Emrich, C.T., 2010. Disaster Resilience Indicators for 

Benchmarking Baseline Conditions. Journal of Homeland Security and 

Emergency Management, 7 (1). 

Daniel, V.E., Florax, R.J., and Rietveld, P., 2009. Flooding risk and housing values: an 

economic assessment of environmental hazard. Ecological Economics, 69 (2), 

355–365. 

Dassanayake, D.R., Burzel, A., and Oumeraci, H., 2012. Intangible flood losses: 

Methodologies for their evaluation and integration in flood risk analysis. 

Proceedings 2nd European Conference on FLOODrisk Management, 20
th

 – 22
nd

 

November 2012, Rotterdam, the Netherlands. 

Dawson, R., Peppe, R., and Wang, M., 2011. An agent-based model for risk-based flood 

incident management. Natural Hazards, 59 (1), 167–189. 

de Bruijn, K.M., 2004. Resilience indicators for flood risk management systems of 

lowland rivers. International Journal of River Basin Management, 2 (3), 199–

210. 

DEFRA and EA, 2004. The appraisal of human-related intangible impacts of flooding. 

R&D Technical Report FD2005/TR. 

Djordjević, S., Butler, D., Gourbesville, P., Mark, O., and Pasche, E., 2011. New 

policies to deal with climate change and other drivers impacting on resilience to 

flooding in urban areas: the CORFU approach. Environmental Science & Policy, 

14 (7), 864–873. 

Dutta, D., Herath, S., and Musiakec, K., 2003. A mathematical model for flood loss 

estimation. Journal of Hydrology, 277, 24–49. 

Eleutério, J., Hattemer, C., and Rozan, A., 2013. A systemic method for evaluating the 

potential impacts of floods on network infrastructures. Nat. Hazards Earth Syst. 

Sci., 13 (4), 983–998. 

Ellson, R.W., Milliman, J.W., and Roberts, R.B., 1984. Measuring the regional 

economic effects of earthquakes and earthquake predictions. Journal of 

Regional Science, 24, 559–579. 

Emanuelsson, M., McIntyre, N., Hunt, C., Mawle, R., Kitson, J., and Voulvoulis, N., 

2013. Flood risk assessment for infrastructure networks. Journal of Flood Risk 

Management (In Press). doi: 10.1111/jfr3.12028 



 

 

Fewtrell, L., Kay, D., and Ashley, R., 2008. Flooding and health - an evaluation of the 

health impacts of urban pluvial flooding in the UK. In: Health Impact 

Assessment for Sustainable Water Management. IWA Publishing, 121–154. 

Field, C.B., Barros, V., Stocker, T.F., Qin, D., Dokken, D.J., Ebi, K.L., Mastrandrea, 

M.D., Mach, K.J., Plattner, G.K., Allen, S.K., and others, 2012. Managing the 

risks of extreme events and disasters to advance climate change adaptation. A 

Special Report of Working Groups I and II of the Intergovernmental Panel on 

Climate Change Cambridge University Press, Cambridge, UK, and New York, 

NY, USA. 

Freni, G., Loggia, G.L., and Notaro, V., 2010. Uncertainty in urban flood damage 

assessment due to urban drainage modelling and depth-damage curve 

estimation. Water Science and Technology, 61, 2979–2993. 

Gain, A.K. and Hoque, M.M., 2012. Flood risk assessment and its application in the 

eastern part of Dhaka City, Bangladesh. Journal of Flood Risk Management. 

Galea, S., Nandi, A., and Vlahov, D., 2005. The epidemiology of post-traumatic stress 

disorder after disasters. Epidemiologic Reviews, 27 (1), 78. 

Gallopin, G.C., 2006. Linkages between vulnerability, resilience, and adaptive capacity. 

Global Environmental Change-Human and Policy Dimensions, 16, 293–303. 

Gersonius, B., 2008. Can resilience support integrated approaches to urban drainage 

management? In: 11th International Conference on Urban Drainage. 

Edinburgh, Scotland, UK. 

Gissing, A. and Blong, R., 2004. Accounting for variability in commercial flood 

damage estimation. Australian Geographer, 35 (2), 209–222. 

Godschalk, D.R., 2003. Urban Hazard Mitigation: Creating Resilient Cities. Natural 

Hazards Review, 4, 136. 

Green, C., Viavattene, C., and Thompson, P., 2011. Guidance for assessing flood losses 

- CONHAZ Report. No. D6.1. 

Gupta, K., 2007. Urban flood resilience planning and management and lessons for the 

future: A case study of Mumbai, India. Urban Water Journal, 4, 183–194. 

Haimes, Y.Y., Horowitz, B.M., Lambert, H.J., Santos, J.R., Lian, C., and Crowther, 

K.G., 2005. Inoperability Input-Output model for interdependent infrastructure 

sectors. 1: Theory and methodology. Journal of Infrastructure Systems, 11, 67–

79. 

Hajat, S., Ebi, K.L., Kovats, R.S., Menne, B., Edwards, S., and Haines, A., 2005. The 

human health consequences of flooding in Europe: a review. In: W. Kirsch, B. 

Menne, and R. Bertollini, eds. Extreme Weather Events and Public Health 

Responses. Berlin-Heidelberg: Springer, 185–196. 

Hallegatte, S., 2008. An adaptive regional input-output model and its application to the 

assessment of the economic cost of Katrina. Risk Analysis, 28, 779–799. 

Hallegatte, S., Patmore, N., Mestre, O., Dumas, P., Corfee-Morlot, J., Herweijer, C., 

and Muir-Wood, R., 2011. Assessing climate change impacts, sea level rise and 

storm surge risk in port cities: a case study on Copenhagen. Climatic Change, 

104, 113–137. 

Harris, A.M., Chowdhury, F., Begum, Y.A., Khan, A.I., Faruque, A.S.G., Svennerholm, 

A.M., Harris, J.B., Ryan, E.T., Cravioto, A., Calderwood, S.B., and Qadri, F., 

2008. Shifting Prevalence of Major Diarrheal Pathogens in Patients Seeking 

Hospital Care during Floods in 1998, 2004, and 2007 in Dhaka, Bangladesh. 

American Journal of Tropical Medicine and Hygiene, 79, 708–714. 



 

 

Hashimoto, T., Loucks, D.P., and Stedinger, J.R., 1982. Reliability, resiliency, and 

vulnerability criteria for water resource system performance evaluation. Water 

Resources Research, 18 (1), 14–20. 

Henonin, J., Russo, B., Roqueta, D.S., Sanchez-Diezma, R., Sto Domingo, N.D., 

Thomsen, F., and Mark, O., 2010. Urban flood real-time forecasting and 

modelling: a state of the art review. Presented at the MIKE by DHI Conference, 

Copenhagen, Denmark. 

Holling, C.S., 1973. Resilience and stability of ecological systems. Annual Review of 

Ecology and Systematics, 4, 1–23. 

Holling, C.S., 1996. Engineering resilience versus ecological resilience. In: Engineering 

within ecological constraints. Washington D.C.: National Academy Press, 31–

44. 

Huang, P., Tan, H., Liu, A., Feng, S., and Chen, M., 2010. Prediction of posttraumatic 

stress disorder among adults in flood district. BMC Public Health, 10 (1), 207. 

Hutton, G., Haller, L., and Bartram, J., 2007. Global cost-benefit analysis of water 

supply and sanitation interventions. Journal of Water and Health, 5 (4), 481–

502. 

James, L.D. and Lee, R.R., 1971. Economics of Water Resources Planning. New York: 

McGraw-Hill. 

Jonkman, S.N. and Kelman, I., 2005. An analysis of the causes and circumstances of 

flood disaster deaths. Disasters, 29, 75–97. 

Jonkman, S.N., Bockarjova, M., Kok, M., and Bernardini, P., 2008a. Integrated 

hydrodynamic and economic modelling of flood damage in the Netherlands. 

Ecological Economics, 66, 77–90. 

Jonkman, S.N., Vrijling, J.K., and Vrouwenvelder, A., 2008b. Methods for the 

estimation of loss of life due to floods: a literature review and a proposal for a 

new method. Natural Hazards, 46 (3), 353–389. 

Kay, D. and Falconer, R., 2008. Hydro-epidemiology: the emergence of a research 

agenda. Environmental fluid mechanics, 8 (5-6), 451–459. 

Kazama, S., Aizawa, T., Watanabe, T., Ranjan, P., Gunawardhana, L., and Amano, A., 

2012. A quantitative risk assessment of waterborne infectious disease in the 

inundation area of a tropical monsoon region. Sustainability Science, 7, 45–54. 

Khan, D.M., Rahman, S.M.M., Haque, A.K.E., Chen, A.S., Hammond, M.J., 

Djordjevic, S., and Butler, D., 2012. Flood damage assessment for Dhaka City, 

Bangladesh. Proceedings 2nd European Conference on FLOODrisk 

Management, 20
th

 – 22
nd

 November 2012, Rotterdam, the Netherlands. 

Kolen, B., Kok, M., Helsloot, I., and Maaskant, B., 2012. EvacuAid: A Probabilistic 

Model to Determine the Expected Loss of Life for Different Mass Evacuation 

Strategies During Flood Threats. Risk Analysis, 33, 1312–1333. 

Kowalewski, J., 2009. Methodology of the input-output analysis. Hamburg: HWWI, 

Paper 1-25. 

Kreibich, H., Piroth, K., Seifert, I., Maiwald, H., Kunert, U., Schwarz, J., Merz, B., and 

Thieken, A.H., 2009. Is flow velocity a significant parameter in flood damage 

modelling? Natural Hazards and Earth System Sciences, 9, 1679–1692. 

Kubal, C., Haase, D., Meyer, V., Scheuer, S., and others, 2009. Integrated urban flood 

risk assessment-adapting a multicriteria approach to a city. Natural Hazards and 

Earth System Sciences, 9 (6), 1881–1898. 

Lau, C.L., Smythe, L.D., Craig, S.B., and Weinstein, P., 2010. Climate change, 

flooding, urbanisation and leptospirosis: fuelling the fire? Transactions of the 

Royal Society of Tropical Medicine and Hygiene, 104 (10), 613–8. 



 

 

Lekuthai, A. and Vongvisessomjai, S., 2001. Intangible flood damage quantification. 

Water Resources Management, 15, 343–362. 

Leontief, W., 1936. Quantitative input and output relations in the economic system of 

the United States. The Review of Economic Statistics, 18, 105–125. 

Lorgelly, P.K., Joshi, D., Iturriza Gómara, M., Flood, C., Hughes, C.A., Dalrymple, J., 

Gray, J., and Mugford, M., 2008. Infantile gastroenteritis in the community:a 

cost-of-illness study. Epidemiology & Infection, 136 (01), 34–43. 

Manyena, S.B., 2006. The concept of resilience revisited. Disasters, 30, 433–450. 

Merz, B., Kreibich, H., Thieken, A., and Schmidtke, R., 2004. Estimation uncertainty of 

direct monetary flood damage to buildings. Natural Hazards and Earth System 

Sciences, 4, 153–163. 

Merz, B., Kreibich, H., Schwarze, R., and Thieken, A., 2010. Assessment of economic 

flood damage. Natural Hazards and Earth System Sciences, 10, 1697–1724. 

Messner, F., Green, C., Meyer, V., Tunstall, S., and van der Veen, A., 2007. Evaluating 

flood damages: guidance and recommendations on principles and methods. 

Wallingford, UK: FLOODSite Consortium. 

Meyer, V., Becker, N., Markantonis, V., Schwarze, R., van den Bergh, J.C.J.M., 

Bouwer, L.M., Bubeck, P., Ciavola, P., Genovese, E., Green, C., Hallegatte, S., 

Kreibich, H., Lequeux, Q., Logar, I., Papyrakis, E., Pfurtscheller, C., Poussin, J., 

Przyluski, V., Thieken, A.H., and Viavattene, C., 2013. Review article: 

Assessing the costs of natural hazards – state of the art and knowledge gaps. 

Nat. Hazards Earth Syst. Sci., 13 (5), 1351–1373. 

Meyer, V. and Messner, F., 2005. National Flood Damage Evaluation Methods. A 

review of applied methods in England, the Netherlands, the Czech Republic and 

Germany, UFZ discussion papers 13/2005 

MURL, 2000. Potentielle Hochwasserschaeden am Rhein in Nordrhein-Westfalen 

(Potential flood damages on the Rhine in North Rhine Westphalia) Ministerium 

fuer Umwelt, Raumordnung und Landwirtschaft des Landes Nordrhein-

Westfalen. 

Murray, C.J.L. and Acharya, A.K., 1997. Understanding DALYs. Journal of Health 

Economics, 16, 703–730. 

NaDiNe (2012) Helmholtz-Zentrum Potsdam, Deutsches GeoForschungsZentrum GFZ 

- Sektion Hydrologie - HOWAS 21 Flood Damage Database Helmholtz-Earth 

Observation Systems (EOS) - Natural Disasters Networking Platform. GFZ. 

Available from: http://nadine-ws.gfz-potsdam.de:8080/howasPortal/client/start 

[Accessed 29th August 2013] 

Natural Resources and Mines, 2002. Guidance on the assessment of tangible flood 

damages. Queensland Goverment. 

Office of the National Economic and Social Development Board, 2012. Gross Domestic 

Product: Q4/2011, Thailand. Available from: 

http://eng.nesdb.go.th/Default.aspx?tabid=95 [Accessed 29
th

 August 2013].  

Oliveri, E. and Santoro, M., 2000. Estimation of urban structural flood damages: the 

case study of Palermo. Urban Water, 2, 223–234. 

Parker, D.J., 2000. Introduction to Floods and Flood Management. In: D.J. Parker, ed. 

Floods. London and New York: Routledge. 

Penning-Rowsell, E., Johnson, C., Tunstall, S., Tapsell, S., Morris, J., Chatterton, J.B., 

and Green, C., 2005. The benefits of flood and coastal risk management: a 

manual of assessment techniques. Middlesex University Press. 



 

 

Penning-Rowsell, E.C. and Parker, D.J., 1987. The indirect effects of floods and 

benefits of flood alleviation: evaluating the Chesil Sea Defence Scheme. Applied 

Geography, 7 (4), 263–288. 

Peterson, T.C., Zhang, X., Brunet-India, M., and Vázquez-Aguirre, J.L., 2008. Changes 

in North American extremes derived from daily weather data. Journal of 

Geophysical Research, 113 (D07113). 

Prashar, S., Shaw, R., and Takeuchi, Y., 2012. Assessing the resilience of Delhi to 

climate-related disasters: a comprehensive approach. Natural Hazards, 64 (2), 

1609–1624. 

Pruss, A., Kay, D., Fewtrell, L., and Bartram, J., 2002. Estimating the burden of disease 

from water, sanitation, and hygiene at a global level. Environmental Health 

Perspectives, 110, 537–542. 

Pryce, G., Chen, Y., and Galster, G., 2011. The impact of floods on house prices: an 

imperfect information approach with myopia and amnesia. Housing Studies, 26 

(02), 259–279. 

Ranger, N., Hallegatte, S., Bhattacharya, S., Bachu, M., Priya, S., Dhore, K., Rafique, 

F., Mathur, P., Naville, N., Henriet, F., Herwijer, C., Pohit, S., and Corfee-

Morlot, J., 2011. An assessment of the potential impact of climate change on 

flood risk and Mumbai. Climatic Change, 104, 139–167. 

Reacher, M., McKenzie, K., Lane, C., Nichols, T., Kedge, I., Iversen, A., Hepple, P., 

Walter, T., Laxton, C., and Simpson, J., 2004. Health impacts of flooding in 

Lewes: a comparison of reported gastrointestinal and other illness and mental 

health in flooded and non-flooded households. Communicable Disease and 

Public Health, 7, 39–46. 

Rinaldi, S.M., Peerenboom, J.P., and Kelly, T.K., 2001. Identifying, understanding, and 

analyzing critical infrastructure interdependencies. Control Systems, IEEE, 21 

(6), 11–25. 

Rogers, C.D., Bouch, C.J., Williams, S., Barber, A.R., Baker, C.J., Bryson, J.R., 

Chapman, D.N., Chapman, L., Coaffee, J., and Jefferson, I., 2012. Resistance 

and resilience–paradigms for critical local infrastructure. Proceedings of the 

ICE-Municipal Engineer, 165 (2), 73–83. 

Rose, A., 2004. Defining and measuring economic resilience to disasters. Disaster 

Prevention and Management, 13, 307–314. 

Rose, A. and Liao, S.-Y., 2005. Modeling Regional Economic Resilience to Disasters: 

A Computable General Equilibrium Analysis of Water Service Disruptions*. 

Journal of Regional Science, 45, 75–112. 

Rose, A. and Lim, D., 2002. Business interruption losses from natural hazards: 

conceptual and methodological issues in the case of the Northridge earthquake. 

Global Environmental Change Part B: Environmental Hazards, 4 (1), 1–14. 

Santos, B.F., Antunes, A.P., and Miller, E.J., 2010. Interurban road network planning 

model with accessibility and robustness objectives. Transportation Planning 

and Technology, 33 (3), 297–313. 

Saul, A., Djordjević, S., Maksimović, C., and Blanksby, J., 2011. Integrated urban flood 

modelling. In: G. Pender and H. Faulkner, eds. Flood Risk Science and 

Management. Chichester, West Sussex: Wiley-Blackwell. 

Scawthorn, C., Blais, N., Seligson, H., Tate, E., Mifflin, E., Thomas, W., Murphy, J., 

and Jones, C., 2006. HAZUS-MH flood loss estimation methodology. I. 

Overview and Flood Hazard Characterization. Natural Hazards Review, 7, 60–

71. 



 

 

Schwartz, B.S., Harris, J.B., Khan, A.I., Larocque, R.C., Sack, D.A., Malek, M.A., 

Faruque, A.S.G., Qadri, F., Calderwood, S.B., Luby, S.P., and Ryan, E.T., 2006. 

Diarrheal epidemics in Dhaka, Bangladesh, during three consecutive floods: 

1988, 1998, and 2004. American Journal of Tropical Medicine and Hygiene, 74, 

1067–1073. 

Seifert, I., Kreibich, H., Merz, B., and Thieken, A., 2009. Estimation of flood loss due 

to business interruption. In: Flood Risk Management: Research and Practice. 

London: Taylor and Francis Group, 1669–1675. 

Sidley, P., 2000. Malaria epidemic expected in Mozambique. BMJ: British Medical 

Journal, 320 (7236), 669. 

Smith, D.I., 1994. Flood damage estimation - a review of urban stage-damage curves 

and loss functions. Water SA, 20, 231–238. 

Smith, K. and Ward, R., 1998. Floods - Physical Processes and Human Impacts. John 

Wiley & Sons. 

Suarez, P., Anderson, W., Mahal, V., and Lakshmanan, T.R., 2005. Impacts of flooding 

and climate change on urban transportation: A systemwide performance 

assessment of the Boston Metro Area. Transportation Research Part D: 

Transport and Environment, 10 (3), 231–244. 

ten Veldhuis, J.A.E., 2011. How the choice of flood damage metrics influences urban 

flood risk   assessment. Journal of Flood Risk Management, 4 (4), 281–287. 

ten Veldhuis, J.A.E., Clemens, F.H.L.R., Sterk, G., and Berends, B.R., 2010. Microbial 

risks associated with exposure to pathogens in contaminated urban flood water. 

Water Research, 44, 2910–8. 

UNISDR, 2011. Making cities resilient: my city is getting ready [online]. Available 

from: http://www.unisdr.org/english/campaigns/campaign2010-2011/ [accessed 

29
th

 August 2013] 

United Nations Department of Economic and Social Affairs/Population Division, 2012. 

World Urbanization Prospects: The 2011 Revision. New York: United Nations. 

Van der Veen, A., 2003. In search of a common methodology on damage estimation: 

from an economist’s perspective. Presented at the Workshop - In search of a 

common methodology on damage estimation, 23
rd

 to 24
th

 May 2003, Delft, the 

Netherlands.  

Van der Veen, A. and Logtmeijer, C., 2005. Economic hotspots: Visualizing 

vulnerability to flooding. Natural Hazards, 36, 65–80. 

Vetere Arellano, A.L., Nordvik, J.-P., and Ranguelov, B., 2003. In search of a common 

methodology on damage estimation: from a European perspective. Presented at 

the Workshop - In search of a common methodology on damage estimation, 23
rd

 

to 24
th

 May 2003, Delft, The Netherlands. 

Victorian Department of Natural Resources and Environment, 2000. Rapid Appraisal 

Method (RAM) for Floodplain Management. Report prepared by Read Sturgess 

and Associates. 

Viscusi, W.K. and Aldy, J.E., 2003. The value of a statistical life: a critical review of 

market estimates throughout the world. Journal of Risk and Uncertainty, 27 (1), 

5–76. 

Vojinovic, Z., Ediriweera, J.D.W., and Fikri, A.K., 2008. An approach to the model-

based spatial assessment of damages caused by urban floods. Presented at the 

11th International Conference on Urban Drainage, 31
st
 August – 5

th
 September 

2008, Edinburgh, UK. 



 

 

Ward, P.J., Marfai, M.A., Yulianto, F., Hizbaron, D.R., and Aerts, J., 2011. Coastal 

inundation and damage exposure estimation: a case study for Jakarta. Natural 

Hazards, 56 (3), 899–916. 

White, G.F., 1945. Human adjustment to floods. University of Chicago, Department of 

Geography. 

Zevenbergen, C., Veerbeek, W., Gersonius, B., and Van Herk, S., 2008. Challenges in 

urban flood management: travelling across spatial and temporal scales. Journal 

of Flood Risk Management, 1 (2), 81–88. 

Zhou, H., Wang, J., Wan, J., and Jia, H., 2010. Resilience to natural hazards: a 

geographic perspective. Natural Hazards, 53, 21–41. 

Zhou, Q., Mikkelsen, P.S., Halsnaes, K., and Arnbjerg-Nielsen, K., 2012. Framework 

for economic pluvial flood risk assessment considering climate change effects 

and adaptation benefits. Journal of Hydrology, 414-415, 539–549. 

Zhou, Q., Panduro, T.E., Thorsen, B.J., and Arnbjerg-Nielsen, K., 2013. Adaption to 

Extreme Rainfall with Open Urban Drainage System: An Integrated 

Hydrological Cost-Benefit Analysis. Environmental management, 1–16. 

 

 

 

 

 

 


