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Abstract

Since the first discovery of a transiting planet in 2000, transmission spectroscopy

has proved essential for characterising the rapidly increasing number of known ex-

trasolar planets. When a planet is in a favourable alignment, it periodically passes

(transits) in front of its host star, during which time it blocks a fraction of the stel-

lar light. During a transit, the starlight passes through the planetary atmosphere,

causing the signatures of atoms or molecules present in that atmosphere to imprint

themselves on the stellar spectrum, allowing direct observation of a planet’s atmo-

spheric composition. At the start of this thesis, only two planets (HD 189733b and

HD 209458b) had been studied in any detail, mainly from space. The two planets

showed surprisingly different qualities for two objects with only a small temperature

difference between them, and motivated both wider and more detailed studies of the

exoplanet population. Since the start of my PhD, the amount of exoplanet knowledge

has grown rapidly, with observations from the ground becoming important, and with

studies branching out towards new planets. There are several contributions made by

this thesis to the field.

Chapter 3 details the detection of the resolved sodium D doublet in the atmo-

sphere of HD 189733b, a planet with a featureless broad-band transmission spectrum

dominated by Rayleigh scattering. The results confirmed the presence of sodium ab-

sorption as well as resolving the feature for the first time, and placing constraints on

relative abundances. Furthermore, in Chapter 4, I outline a method based on earlier

work which allows observers to retrieve atmospheric temperature information from re-

solved spectral features. This method is applied to the observations of HD 189733b,

showing that the planet has a hot thermosphere similar to HD 209458b. The models

are then also used in later chapters.

I then present the first results from a ground-based optical long-slit spectro-

scopic survey in Chapter 5, and the first results from a space-based optical-near-IR

spectroscopic survey in Chapter 6. From the ground, I detect absorption from sodium

in the atmosphere of XO-2b, making this the first planet with sodium and potassium

detected in its atmosphere. I also find that the Na I D feature lacks broad line wings,

suggesting haze or cloud cover. From space, I observed the transmission spectrum

of WASP-19b, finding solar abundance water features and a likely lack of predicted

TiO features. WASP-19b is the first planet to have confirmed water features at solar-

abundance level. In Chapter 7, I conclude and discuss future work, including a project

aimed at understanding why WASP-19b lacks TiO features, and projects which move

beyond the hot Jupiter class.
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Chapter 1

Introduction

1.1 Context and Focus

1.1.1 Context and History

Although the possibility of life on other worlds has been contemplated for generations,

the first discovery of an extrasolar planet came only as recently as 1992, when Wol-

szczan & Frail (1992) measured timing variations of pulses from the 6.2 ms pulsar

PSR 1257+12. The timing variations suggest that the pulsar is orbited by a planetary

system composed of at least two terrestrial type planets of ∼ 3 – 4 M⊕.

The first exoplanet1 discovery was rapidly followed by the first detection of an

extrasolar giant planet around a sun-like star, 51 Pegasi b, in 1995 (Mayor & Queloz

1995). Mayor & Queloz (1995) measured orbital motions of the star, which had to be

induced by an orbital companion, and found the presence of a Jupiter-mass planet. A

further breakthrough occurred when Charbonneau et al. (2000); Henry et al. (2000)

found a planet that was inclined in such a way that the planet passed between the

star and the observer during its orbit. They confirmed the presence of the planet,

HD 209458b, by measuring the resulting flux dimming as the planet crossed in front

of the star (transit).

The discovery of transiting exoplanets proved to be very important when, in

2002, Charbonneau et al. (2002) showed that it was possible to detect and charac-

terise their atmospheres as the light from the host star is filtered through the planet’s

atmosphere during transit. The technique of studying an exoplanet’s atmosphere dur-

ing transit (called transmission spectroscopy) is a very powerful tool for understanding

exoplanets, and is the primary focus of this thesis.

1Short term for “extrasolar planet” i.e. a planet outside of the Solar system.
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1.1.2 The Focus of this Thesis

I have used a variety of spectroscopic techniques to study the atmospheres of close-

in2 gas giant exoplanets. While I feel that the overarching impetus of the exoplanet

research field is to one day search for life on other planets, that goal is some time

away. In studying the more accessible planetary types, there are two main benefits.

Firstly, the observational techniques developed now can be constantly refined to a

point where habitable planets can be characterised as new instruments become avail-

able. Secondly, close-in giant planets give us access to atmospheric observations of a

new planetary type, allowing us to learn a great deal about fundamental atmospheric

physics. As such, this thesis focuses on characterisation of “hot Jupiters”, with the

use of both existing and new techniques.

The Importance of Studying Hot Jupiters

Hot Jupiters are gas giants which orbit ≤ 0.1 AU from their stellar hosts, and were

some of the first exoplanets to be detected. The extreme conditions experienced in

hot Jupiter atmospheres provide an important laboratory for the studies of dynamics in

a new regime. Hot Jupiters are unlike any planet type in our Solar system, and so their

chemistry and formation history is likely to be vastly different from anything that we

encounter in the Solar system. Hot Jupiters are also the most favourable targets for

atmospheric characterisation due to their low densities and large atmospheric signals.

Although hot Jupiters have dominated characterisation studies, their atmospheric

physical processes are still poorly understood. Observations of exoplanet atmo-

spheres are extremely challenging, requiring high precision. The challenges are such

that, in many cases, broad atmospheric properties are the only constraints that ob-

servations can provide, and very few planets are well understood. In the rest of this

chapter, I will provide a brief summary of transit observational techniques as well as

a literature review, showing the current scarcity of observations and understanding.

The main focus in the methodology section is on transiting planets. I will then outline

the goals of this thesis, which aim to improve on the existing literature.

2Planets orbiting close to their host stars.
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1.2 Known Exoplanets

1.2.1 Detection Methods

There are several different detection methods for exoplanets, which are sensitive to

different populations of planets. The main methods are pulsar timing, radial veloc-

ity, transits, direct imaging and gravitational microlensing. Pulsar timing makes use

of the fact that millisecond pulsars have very stable rotation periods, and any timing

variations can indicate planetary companions. The pulsar timing method can be sen-

sitive to small planets of a few Earth masses. Also sensitive to small planets is the

gravitational microlensing method, where planets are detected during events when a

foreground star magnifies the light of a background star through gravitational lensing.

If the foreground star has a planetary companion, it makes a small contribution to the

lensing effect.

At the other end of the scale, radial velocity (RV) and the transit method are

most sensitive to large, close-in planets. RV searches infer the possible presence of

a planet by the planet’s gravitational effect on the host star and the resulting Doppler

shift of the stellar spectrum. For planets with favourable inclinations, the planet passes

in front of the host star during its orbit, referred to as the transit. During transit, the

flux dimming due to the planet’s passage can be measured, even though the star and

planet are not resolved. Often, transits are used to confirm RV detections. Both transit

and RV methods are now starting to be sensitive to small planets if they are close-

in to their host stars. The direct imaging method is sensitive to another planetary

regime again, since large planets at large orbital distances from their host stars can

be directly imaged.
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1.2.2 Properties of Known Exoplanets

There are just under 750 known extrasolar planets, for which we know the orbital

periods, semi-major axes and lower limits on the masses3. Figure 1.1 shows the

masses and orbital periods of the known planets discovered with each of the detection

methods.

Figure 1.1: Masses and orbital periods of known exoplanets discovered us-
ing different detection methods. Plot from the NASA Exoplanet Archive
(http://exoplanetarchive.ipac.caltech.edu/index.html [accessed 01-Sep-2013]). I have
also placed icons on the plot to indicate the properties of Earth and Jupiter.

1.2.3 Population Statistics

In the search towards Earth-like planets, it is important to assess whether the Solar

system as a whole represents a typical planetary system and how common the differ-

ent types of planets are. While no Earth-like planets have been found yet, there are

significant numbers of discovered hot Jupiters and super-Earths, and these discover-

ies give some insights into the types of stellar system that are prevalent. With a large

number of exoplanets discovered, some constraints can be placed on the frequency

of different types of planet.

The first interesting result from recent surveys is that, although hot Jupiters

dominated initial exoplanet detections and still dominate exoplanet characterisation

studies, they are comparatively rare, with only ∼ 0.5 − 1.5 % of stars hosting a

hot Jupiter (see Wright et al. 2012 and references therein). Furthermore, most hot

Jupiters are not part of multiple-planet systems (Steffen et al. 2012). The occurrence
3Number of known exoplanets from http://exoplanets.org/ [accessed 01-Sep-2013].
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of Jupiter-sized planets in general, however, is higher, with ∼ 10 % of stars hosting a

gas giant planet (e.g. Cumming et al. 2008).

RV surveys have observed that the frequency of planet occurrence decreases

rapidly with increasing planet mass for close-in (< 0.25 AU) planets over all mass

ranges studied (Howard et al. 2010; Mayor et al. 2011; Howard 2013). Results from

the Kepler space mission4 have confirmed the trend found by the RV surveys more

confidently for smaller planets, although it uses the transit method of detection and

so measures radii rather than masses. Another interesting result is the occurrence

frequency of super-Earths and sub-Neptune mass objects, of which there are none

in our Solar system. The current surveys suggest that there is no specific scarcity

of these kinds of planets. Howard (2013) provide an overview of the statistics in

Figure 1.2.

Figure 1.2: Figure adapted from Howard (2013) showing population statistics from
RV and Kepler surveys. The left plot shows data from RV surveys with references in
the figure. The right plot shows data from Kepler taken from Petigura et al. (2013);
Howard et al. (2012).

4See http://www.nasa.gov/mission pages/kepler/ for more information [accessed 01-Sep-2013].
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1.3 The Transit Method

During a transit, observers see the planet pass in front of its host star and block some

of the stellar light (around 1-2 % for a hot Jupiter). The measurement of the system’s

flux as a function of time is called a “transit light curve” (see Figure 1.3). There is a lot

of information which can be obtained from transiting planets which cannot be obtained

for other planets. Around 250 of the known exoplanets are transiting5.

Figure 1.3: Image from Centre National d’Études Spatiales (CNES) showing the flux
dimming that is observed as a planet passes in front of a star.

Three important properties can be directly measured from an exoplanet transit:

the transit depth, δ, the transit shape, and the transit duration, Tdur. Under certain

assumptions, the directly measured quantities can be used to obtain important pa-

rameters about the planet, such as its radius, RP, orbital inclination, i, and orbital

separation, a. The following equations assume that the planet is dark, that the plan-

etary orbit is circular, that the star is slowly rotating and the stellar disc is circular,

and that the stellar disc is of uniform intensity. For a hot Jupiter, the orbital sepa-

ration between planet and star is small and so the orbits are tidally circularised on

short timescales. The assumption that the planet is dark is valid for a tidally locked

planet, where the planet always has the same side facing the star and the night side

is viewed during transit. The assumption of a slow rotating star, and hence a circular

stellar disc, is valid for the Sun (e.g. Gough 2012). I discuss departures from uniform

stellar intensity later on in this chapter in Sections 1.3.3 and 1.3.4.

Firstly, the transit depth can be used to measure the area of the planet com-

pared to that of the star (Seager & Mallén-Ornelas 2003). The amount of flux dimming

during the transit is equal to the ratio of the stellar and planetary disc areas:

5Number of transiting exoplanets from http://exoplanets.org/ [accessed 01-Sep-2013].
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δ =
L? − Ltransit

L?
=

4πR2
?σS BT 4

? − (4πR2
? − 4πR2

P)σS BT 4
?

4πR2
?σS BT 4

?

=
4πR2

PσS BT 4
?

4πR2
?σS BT 4

?

, (1.1)

where L? is the luminosity of the star, Ltransit is the luminosity of the system when the

planet passes in front of the star and blocks a fraction of light, R? is the radius of the

star, RP is the radius of the planet, σS B is the Stefan-Boltzmann constant, and T? is the

temperature of the star. Further simplifying gives a very simple relation that enables

the planetary radius ratio to be determined from the transit depth:

δ =
R2

P

R2
?

. (1.2)

This allows observers to determine the radius of a planet from its transit. The radius

of the star is either known or estimated from its spectral type.

The RV method only constrains the minimum mass, M sin i. If the orbit is in-

clined, observers only see a component of the stellar wobble and hence cannot es-

timate the planet’s true mass. For transiting planets, the orbital inclination can be

worked out from the light curve by measuring how long the transit takes, knowing its

orbital period, P, from the RV observations, and its orbital separation. Knowing the

period means that Kepler’s third law can be used to find the orbital separation:

a3

P2 =
G(M? + MP)

4π2 . (1.3)

Here, a is the orbital separation, P is the orbital period, G is the gravitational constant,

M? is the mass of the star (again estimated from its spectral type) and MP is the mass

of the planet (Haswell 2010). Assuming MP � M? and re-arranging gives

a ≈
(
GM?

( P
2π

)2) 1
3

, (1.4)

allowing determination of the of the planet’s orbital separation. In this case, it is as-

sumed that M? and R? are well known, which is the case for most exoplanet trans-

mission spectroscopy candidates. Assuming a � R? � RP, the orbital inclination can

be derived from the transit duration:

Tdur ≈ P
π

[(R?

a

)2

− cos2 i
] 1

2

, (1.5)

(derivation in Appendix D.1; see also Seager & Mallén-Ornelas 2003, Haswell 2010).

Usually, a planet is confirmed and basic orbital parameters determined before trans-

mission spectroscopy is conducted.
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1.3.1 Analytic Transit Models

In order to measure the depth of a planetary transit and hence determine RP/R?,

the transit shape has to be accurately modelled. In this project, I make use of the

analytical models of Mandel & Agol (2002), which compute model transit light curves

using the radius ratio, RP/R?, and the projected distance between the planet and star

centres from the point of view of the observer as input parameters. The algorithm can

incorporate non-uniform stellar intensities as defined in Section 1.3.3. The full details

of the algorithm including prescriptions for non-uniform intensity are given in Mandel &

Agol (2002), but I will provide a brief overview here of the uniform-disc models, since

they illustrate the process of fitting a transit light curve.

Below, I use the notation that Mandel & Agol (2002) use, which is that d is the

centre-to-centre distance between the planet and the star as seen by the observer,

rp is the radius of the planet, r? is the radius of the star, z = d/r? is the normalised

separation of the centres and p = rp/r? is the radius ratio. The ratio of obscured to

unobscured flux is 1 − λ(p, z), where

λ(p, z) =



0 for 1 + p < z

1
π

[
p2κo + κ1

]
−

√
4z2−(1+z2−p2)2

4 for | 1 − p |< z ≤ 1 + p

p2 for z ≤ 1 − p

1 for z ≤ p − 1

(1.6)

and, κ1 = cos−1[(1 − p2 + z2)/2z], κo = cos−1[(p2 + z2 − 1)/2pz]. The top case is where

the star is unobscured, the second case is during ingress or egress or for a planet in a

grazing orbit, the third is between 2nd and 3rd contact during a transit (where the whole

of the planetary disc is in front of the stellar disc) and the fourth is when a planet totally

occults a star. Mandel & Agol (2002) provide an idl implementation of their algorithms,

which I make use of, and which is available at http://www.astro.washington.edu/agol

[accessed 01-Sep-2013]. In order to determine transit parameters from data, I use

the algorithm and fit the transit light curve for a value of RP/R? and the z parameter

which is derived in Appendix D.1 as

z =
a

R?

[
sin2(2πφ) + cos2 i cos2(2πφ)

] 1
2
, (1.7)

where φ is the planetary orbital phase, which varies from 0 to 1 throughout the orbit,

with the primary transit occurring at φ = 0. In my routines, i and a/R? are fitted param-

eters, while I calculate φ based on known literature values of the central transit time,

To, and planetary orbital period. It is, however, possible to fit for these two parame-
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ters as well, with data of sufficient quality. Usually for transmission spectroscopy, all

parameters except for the radius contrast6, baseline stellar flux and de-trending pa-

rameters are held fixed between different wavelength fits, and so do not affect many

of the conclusions.

1.3.2 Transit Transmission Spectroscopy

Aside from the opaque disc of the bulk of the planet causing an observable dimming,

atmospheric properties can also be measured from the translucent atmosphere. As

the light of the host star passes through the planet’s atmosphere, certain wavelengths

will be absorbed, depending on the species present in the planet’s atmosphere. If a

particular wavelength is strongly absorbed by the planetary atmosphere, then more

of the stellar light will be blocked during transit, leading to a greater transit depth, and

a larger inferred planetary radius. The planetary transit depth (or radius ratio) as a

function of wavelength is called the transmission spectrum and is equal to the depth

due to the opaque planetary disc plus the wavelength-dependent depth due to the

translucent atmosphere, ∆z(λ), (Brown 2001):

δ(λ) =

(
RP + ∆z(λ)

R?

)2

. (1.8)

Features in the transmission spectrum allow determination of the elements or mole-

cules present in the atmosphere. The “atmosphere” that is probed for a gas giant is

the region above the point where the planet’s atmosphere becomes so optically thick

that it absorbs all light at all wavelengths. Planets with clouds can prevent radiation

from being transmitted deep into the planet, meaning that the observable atmosphere

may not be as large in terms of height as for a cloud-free atmosphere.

Under certain assumptions, which are discussed in Chapter 4, it can be shown

that the planetary radius measured in transmission spectroscopy minus the radius of

the opaque disc is given by

∆z(λ) =
kBT
µg

ln


(
∑

i σi(λ)ξi)Po

τeq

√
2πRP

kBTµg

 , (1.9)

where kB is Boltzmann’s constant, T is the planet’s atmospheric temperature, µ is the

mean molecular weight of the atmosphere, g is the surface gravity of the planet’s at-

mosphere, σi(λ) is the absorption cross-section as a function of wavelength for each

opacity source, i, in the atmosphere, Po is the reference pressure for ∆z = 0, ξi is the

abundance of each opacity source in the atmosphere, τeq is the optical depth at the

6Throughout this thesis, I often use “radius contrast” to refer to the RP/R? ratio.
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transit radius, and RP is the radius of the opaque planetary disc. The optical depth at

the transit radius, τeq, is the optical depth at ∆z(λ), such that a sharp occulting disc of

radius RP + ∆z(λ) produces the same absorption depth as the planet with its translu-

cent atmosphere. Lecavelier Des Etangs et al. (2008a) calculated τeq by numerical

integration and found that the value is constant at 0.56 for RP/H ∼ 30 − 3000 (see

Figure 1.4). Here H denotes atmospheric pressure scale height7, which is the altitude

over which pressure changes by a factor e. It is defined as kBT/µg for an atmosphere

in hydrostatic equilibrium and which behaves as an ideal gas. The scale height is de-

rived in Appendix D.2 and discussed more in Chapter 4. The assumption of τeq = 0.56
is valid in most regions studied in transmission spectroscopy. For example, RP/H

varies from ∼ 280-560 for T = 1000 to 2000 K for a typical hot Jupiter.L84 A. Lecavelier des Etangs et al.: Rayleigh scattering in HD 189733b

Fig. 1. Plot of τeq as a function of the ratio of the planet radius to the
atmosphere scale height.

various atmospheric scale heights, we calculate τeq by numerical
integration. For a wide range of atmospheric scale height, pro-
vided that Rp/H is between ∼30 and ∼3000, the resulting τeq is
roughly constant at a value τeq ≈ 0.56 (Fig. 1). In the case of
HD 189733b, Rp/H varies between 280 and 560 when the tem-
perature varies from 1000 to 2000 K; therefore, the approxima-
tion of a constant τeq at 0.56 fully applies. This demonstrates
that, for a given atmospheric structure and composition, estimat-
ing the altitude at which τ = τeq = 0.56 is all that is needed to
calculate the effective radius of the planet at a given wavelength.

2.2. Consequences

For a given atmospheric structure and composition, the effec-
tive altitude of the atmosphere at a wavelength λ is calculated by
finding z(τ = τeq, λ), which solves the equation τ(λ, z) = τeq.
Using the quantities defined above, the effective altitude z is
given by

z(λ) = H ln
(
ξabsPz=0σabs(λ)/τeq ×

√
2πRp/kTµg

)
, (1)

where σabs and ξabs are the cross section and abundance of the
dominant absorbing species.

If the variation of the cross section as a function of wave-
length is known, the observation of the altitude as a function of
wavelength allows the derivation of H and, therefore, of the tem-
perature T , given by:

T =
µg

k

(
dlnσ

dλ

)−1 dz(λ)
dλ
· (2)

Using Eq. (1), the partial pressure of the main absorbent at the
reference altitude is estimated by

ξabsPz=0 = τeq/σabs(λz=0) ×
√

kTµg/2πRp, (3)

where λz=0 is the wavelength at which the effective planetary ra-
dius corresponds to (or is used to define) z = 0. We note that
there is a degeneracy between the abundance and the total pres-
sure in the atmosphere. From the measurement of the effective
radius using transit spectroscopy, one needs to assume an abun-
dance of the absorbent to derive the pressure, or alternatively to
assume a pressure to derive the abundance.

Fig. 2. Plot of the altitude in the atmosphere of HD 189733 b corre-
sponding to the measured planetary radius as a function of wavelength.
Here the zero altitude is defined for a planetary radius of 0.1564 times
the stellar radius. The measured values with error bars are those of Pont
et al. (2008). The fit to the data (thick line) is obtained assuming an
extinction proportional to λ−4 and for an atmospheric temperature of
1340 K. Fits using H2 Rayleigh scattering or MgSiO3 grains with sizes
between 0.01 and 0.1 µm give the same plots. Larger grain diameters
are not consistent with the observations (e.g., 0.4µm, shown with dot-
ted line).

In summary, the effective planetary radius is characteristic of
the pressure and abundance, and the variation in this radius as a
function of wavelength is characteristic of the temperature.

3. The atmospheric temperature in HD 189733b

In HD 189733b, the plot of altitude as a function of the wave-
length shows an increase in absorption toward shorter wave-
lengths (Fig. 2). Using Eq. (2) and assuming a scaling law for
the cross section in the form σ = σ0(λ/λ0)α, the slope of
the planet radius as a function of the wavelength is given by
dRp/dlnλ = dz/dln λ = αH. Therefore, we have

αT =
µg

k
dRp

dln λ
· (4)

For HD 189733b, the slope is measured to be
472 km±42 (stat.)±106 (syst.) from 600 to 1000 nm (Pont et al.
2008). This corresponds to dRp/dln λ≈−920 km. We therefore
obtain αT ≈−5840 K. The temperature in HD 189733b is
determined to be in the range 900–1500 K (Deming et al. 2006;
Knutson et al. 2007); therefore, α is found to be close to α ≈ −4,
which is typical of Rayleigh scattering.

Assuming α = −4 as expected for Rayleigh scattering and
using Eq. (2), we derive a temperature

T = 1460 ± 130(stat.) ± 330(syst.) K,

where (stat.) and (syst.) correspond to statistical and systematics
error bars on dRp, as quoted in Pont et al. (2008).

For condensates, the scale height Hc is often found to be sig-
nificantly smaller than the gaseous scale height (Hc ∼ H/3)
(Ackerman & Marley 2001; Fortney 2005). If this were the
case, because of the observed slope in the spectrum, the tem-
perature (or α) should be about three times higher than found
above, which seems unlikely. We therefore conclude that, if pro-
duced by dust condensates, the observed transit spectrum of
HD 189733 b shows that these condensates must be unusually

Figure 1.4: Plot from Lecavelier Des Etangs et al. (2008a) showing their calculations
of τeq as a function of the ratio of planetary radius to atmospheric scale height.

Equation (1.9) was first derived by Lecavelier Des Etangs et al. (2008a), and

derived in a slightly different form by Guillot (2010). It is used in Chapter 4 to cal-

culate model transmission spectra. Equation (1.9) is useful because it allows an ob-

server to determine whether they are likely to see any spectral features based on the

planet’s radius, temperature and surface gravity. Figure 1.5 shows the expected signal

strengths for one scale height for known transiting planets.

7Note that I often refer to this quantity simply as the “scale height”.
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Figure 1.5: Predicted signals in transit for 1 isothermal scale height based on stel-
lar temperature and orbital distance between each planet and its host star. Planets
marked are focussed on specifically by me, either in this work or in upcoming work.
Planet parameters are from http://exoplanet.eu/ [accessed 01-Sep-2013].

Transmission spectroscopy is powerful not only in constraining atmospheric

composition, but also in constraining other properties. For example, the presence

or absence of certain species can place constraints on the atmospheric temperature,

and knowing the dominant opacity sources has implications for the planet’s energy

budget. Also, constraints can be placed on whether or not cloud cover is important,

by determining whether expected spectral features are washed out and a featureless

spectrum is seen (which would be the case if the atmosphere contains a high-altitude

opaque absorber which hides other spectral features).

1.3.3 Limb Darkening

Transmission spectroscopy is a very useful technique, but it requires precise knowl-

edge of the transit depth variation as a function of wavelength, since spectral sig-

natures are small. Therefore, before proceeding to discuss other techniques and

literature, I need to firstly outline two important considerations for transmission spec-

troscopy: limb darkening and starspots.

In Section 1.3.1, I outlined transit models assuming a uniform stellar disc. In

reality, the stellar disc is not uniform due to “limb darkening”. Hayek et al. (2012) ex-

plain the phenomenon of stellar limb darkening as variations in brightness across the

surface of the star due to the fact that the path length, s, along the line of sight through

the stellar atmosphere depends on the viewing angle onto the stellar atmosphere. For

photons emitted at depth h at a point with an angle θ to the viewing angle, the path
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length through the stellar atmosphere to the surface is (Haswell 2010)

s ≈ h
cos(θ)

. (1.10)

The shorter path length at the observed disc centre means that photons from the

deeper atmosphere escape at the centre of the disc, while photons observed from the

limb8 emerge from higher, cooler regions in the stellar atmosphere. Since the deeper

regions are hotter, photons will be emitted at higher energies (shorter wavelengths) in

the disc centre compared to the limb, meaning that that the disc appears progressively

dimmer towards the limb (Hayek et al. 2012). The result is that a transiting planet will

block more light when it passes in front of the centre of the star than when it passes

in front of the limb of the star. This leads to a curving of the light curve towards the

edges of the transit, rather than a square shaped dip. Furthermore, because the effect

is temperature-dependent, the limb darkening effects on a transit light curve are more

noticeable for shorter wavelengths, as shown in Figure 1.6. The blue lines are much

more curved, because limb darkening has a greater effect, compared to the square

shaped red lines.

Figure 1.6: Image from Knutson et al. (2007b) showing model limb darkened light
curves using a four-parameter non-linear limb darkening law (left) for the bandpasses
of their observations (right). The model light curves all have the same transit radius.

The form of the limb darkening depends on opacity and emissivity at each depth

in the stellar atmosphere, which changes with composition and the thermodynamic

properties of the atmosphere. Since limb darkening is usually not measured directly

or in detail for a given exoplanet host star, observers have to rely on the results from

stellar atmosphere models when fitting transit light curves, which are constrained by

observations mainly of the Sun but also of other stars (Bigot et al. 2006; Hajian et al.

1998; Mérand et al. 2010). Stellar atmosphere model spectra can be computed for a

variety of angles in radial direction from the disc centre. Observers can then fit the

function of intensity, I, vs µ = cos(θ) using a variety of laws. The most commonly used

8The edge of the stellar disc as seen by the observer.
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are listed here:

Linear Law:
I(µ)

I(µ = 1)
= 1 − u(1 − µ), (1.11)

Quadratic Law:
I(µ)

I(µ = 1)
= 1 − a(1 − µ) − b(1 − µ)2, (1.12)

Non-Linear Law:

I(µ)
I(µ = 1)

= 1 − c1(1 − µ1/2) − c2(1 − µ) − c3(1 − µ3/2) − c4(1 − µ2), (1.13)

where u, a, b, c1, c2, c3 and c4 are constants. The parameter µ governs the gradient of

the intensity drop between the centre and limb of the disc. Higher order relationships

are more flexible and fit the data more closely, but involve more parameters to be fitted

(Claret 2000).

When using the ATLAS 1D stellar atmosphere models of Kurucz (1993)9, Sing

et al. (2008a) found that the models overpredicted the strength of the limb darken-

ing when using a 4th order law. By comparing with data from the Sun, Sing et al.

(2008a) found that the over-prediction was worse by > 20 % for µ values below 0.05

(see Sing et al. 2008a and references therein). Sing et al. (2009) found that omitting

the first µ-containing term on the right in Equation (1.13) gave a superior fit to transit

data, and is consistent with solar observations and 3D stellar models, where the in-

tensity distribution near the limb varies smoothly (see Sing et al. 2009 and references

therein).

The stellar atmosphere models of Kurucz (1993) are only one dimensional, and

therefore not perfect descriptions of the mechanics in the stellar atmosphere. Hayek

et al. (2012) produced 3D model atmospheres for the host stars of the two most

studied exoplanets, which do provide better fits to the data, and allow a 4th order

correction to be used.

9Available at http://kurucz.harvard.edu/ [accessed 01-Sep-2013].



1.3. THE TRANSIT METHOD 29

1.3.4 Stellar Spots

Like the Sun, many host stars have stellar spots (“starspots”), and some are con-

siderably more active than the Sun, showing optical flux variations of the order of a

few per cent over one stellar rotation period, as different parts of the stellar surface

rotate in and out of view of the observer. Starspots introduce two, opposite, effects

on the measurement of transiting exoplanets depending on whether or not the planet

passes in front of them during its transit.

Occulted Starspots

During a planetary transit, it is possible that the planet will cross a region of the stellar

surface which contains a stellar spot or cluster of spots. Starspots are dimmer than the

surrounding stellar surface, so when a transiting planet crosses a starspot, it blocks a

lower amount of flux than when it passes in front of a non-spotted region of the star.

The crossing of a stellar spot (or cluster of spots) results in a ‘bump’ in the transit

light curve, where the measured flux from the system is temporarily higher than the

prediction from the non-spotted transit model (see Figure 1.7). Not accounting for

occulted starspots will cause the observer to underestimate the planetary radius.

Furthermore, the effect of occulted starspots on a planetary transit is wavelength-

dependent (as also seen in Figure 1.7). Starspots are cooler than the surrounding

stellar surface, which means that their flux contrast with the non-spotted surface is

greater for shorter wavelengths. Additionally, some stellar spectral features have a

dependence on temperature, meaning that the contrast between the starspot spec-

trum and the non-spotted stellar spectrum may be more complicated, and contain

spectral features. Differential spectral features in stellar spots compared to the non-

spotted surface are a problem for exoplanet transmission spectroscopy because they

could introduce spurious spectral features. Some previous studies of transmission

spectroscopy with active exoplanet host stars have simply omitted the data points

clearly crossing occulted spots. Alternatively, some studies fitted for the stellar spot

amplitude as a function of wavelength using the occulted spot shape from the white

light curve and assuming that the spot shape does not change as a function of wave-

length (e.g. Sing et al. 2011b; Huitson et al. 2012). In this way, the impact of occulted

spots on the transmission spectrum can be directly measured.
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Figure 1.7: Left: Image from Wolter et al. (2009) showing a light curve of the transit of
CoRoT-2b, where a bump can be seen as the planet crosses a starspot. Wolter et al.
(2009) used planetary transits to try to understand the starspots on the surface of the
star. The blue line shows a model of what the transit should look like if it didn’t cross
a starspot. The black line shows the model of a planet crossing a single starspot.
The red line is the data (grey) averaged into 224 sec bins. There is a second bump
to the left in the red line, which could indicate a second starspot not included in the
model. Right: Image from Pont et al. (2008) showing the slope of the feature in their
optical spectral light curve compared to wavelength (squares show the data points
and dashed lines show occulted spot models). It can be seen that the feature is more
dramatic at shorter wavelengths, as the data points show an increase in slope with
decreasing wavelength.

Un-occulted Starspots

More difficult to quantify is the effect of un-occulted starspots, which are starspots on

the surface of the star that are not crossed by the planet during its transit. Un-occulted

starspots reduce the brightness of the star compared to the non-spotted ideal and

hence cause the planetary radius to be overestimated. Un-occulted starspots cannot

be directly detected on exoplanet-hosting stars, but must be inferred. For active stars,

long duration monitoring of the stellar flux is required, covering a period of months

before, during, and after the desired transit observation. The stellar variations give an

indication of the activity level and the flux level of the star during the transit observa-

tions compared to the non-spotted level, thus allowing the out-of-transit baseline flux

to be corrected.

One problem is that there are most likely always some spots on the stellar sur-

face, meaning that the maximum flux observed during variability monitoring of this

type is not the non-spotted stellar flux. In order to calibrate transmission spectra,

the stellar flux level during a transit observation needs to be calibrated with respect

to the non-spotted surface. Aigrain et al. (2012) found that the scatter in a variabil-

ity monitoring light curve gives a reasonable estimate of the difference between the

true non-spotted stellar flux level and the maximum flux observed during variability
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monitoring (see Chapter 6).

In practice, depending on the stellar spot temperature, spectral features in the

transmission spectrum (∆z(λ)) are not drastically affected at wavelengths longer than

6000 Å. What is most significantly affected is the absolute RP/R? value, which does

not affect the determination of whether specific atmospheric features are present, but

does affect the ability to compare one dataset with another for the same planet taken

at different times. Also, the effects on the transmission spectra of planets are more

severe at blue wavelengths. Two of the targets studied in this thesis are very active,

and so the issues surrounding occulted and un-occulted starspots are discussed in

much more detail in those chapters (Chapters 3 and 6).
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1.4 Introduction to Secondary Eclipses

Often referred to as “occultations” in the exoplanet field, a secondary eclipse occurs

when the planet passes behind the host star from the observer’s point of view, as

shown in Figure 1.8. While I did not use any secondary eclipse data in this thesis,

such observations provide an important complement to transit observations. As such,

I outline the basic methods here, to provide context to my work.

Figure 1.8: Image from López-Morales (2011) showing an example light curve that
results as a planet orbits its star. It includes the flux decrement seen due to the
planet’s primary transit and due to its secondary eclipse. The decrement resulting
from secondary eclipse is significantly shallower than that of the primary transit.

The resulting drop in light (eclipse depth) during the secondary eclipse com-

pared to just before and just after the secondary eclipse tells observers the brightness

of the planet. The measurement of the eclipse depth has the advantage of being free

from the effects of starspots and assumptions of limb darkening structure. The flux

observed from the planet is a combination of reflected light from the host star and

emitted light from the lower regions of the planet. Since the planet will be consider-

ably cooler than the star, measuring the eclipse depth in the IR is assumed to measure

only the thermally emitted component of the planet’s light, with a negligible reflected

component. The eclipse depth measured in the IR therefore gives the temperature

of the side of the planet facing the observer, at the particular altitude probed by that

wavelength. For a tidally locked planet, the IR secondary eclipse depth measures the

temperature of the day side. Measuring the optical eclipse depth is more sensitive

to reflected light, and can be used to infer the presence of reflective clouds. Intrin-

sic thermal emission from the planet due to Kelvin-Helmholtz contraction is negligible

compared to other emission sources for the day side of a planet (Haswell 2010).
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1.4.1 Secondary Eclipse Spectroscopy and Day Side Tempera-

ture Profiles

The flux from the planet compared to the star at a given wavelength is given by

(Haswell 2010)

fday,λ(α)
f?,λ

=

(RP

a

)2

pλΦλ(α) +
Bλ(Tday)
Bλ(T?)

(
RP

R?

)2

. (1.14)

The first term is the reflected light contribution. The fraction of starlight reflected is

a function of wavelength, which is expressed in the wavelength-dependent geometric

albedo, pλ. The amount of light reflected to an observer varies with phase angle, α,

where α = 0 when the planet passes behind the star. Φλ(α) is the phase function that

gives the flux at phase angle α. The second term is the thermal emission contribution,

where Bλ(Tday) is the emitted blackbody spectrum of the planet, and Bλ(T?) is the

brightness temperature of the star, estimated as a function of wavelength by knowing

the star’s spectral type (Haswell 2010; Cowan et al. 2007). In this equation, a is the

distance of the planet from the star, RP is the radius of the planet and R? is the radius

of the star.

For IR observations, the reflection component can be neglected and the planet

can be treated as a blackbody emitter, which allows the day-side temperature to be

derived from the secondary eclipse depth, ∆FS E (full derivation in Haswell 2010 and

Appendix D.4):

Tday =
hc
λkB

ln

(
exp

(
hc

λkBT?

)
− 1

)
F

∆FS E

(
RP

R?

)2

+ 1


−1

, (1.15)

where h is Planck’s constant, kB is Boltzmann’s constant and c is the speed of light in

a vacuum. Different wavelengths probe to different altitudes in the atmosphere. Thus

measuring the day side temperature as a function of wavelength can give a tem-

perature profile of the planet’s atmosphere as a function of altitude. How far a given

wavelength penetrates into the atmosphere depends on the dominant opacity sources

at that wavelength. Therefore, it is useful to observe both the transmission and emis-

sion spectra of a planet, since the transmission spectrum can constrain atmospheric

abundances and hence dominant opacity sources.

It is possible to detect atmospheric spectral features when constructing the

emission spectrum (eclipse depth as a function of wavelength). If a particular at-

mospheric layer is observed, then it is possible to see absorption features in that layer

if the one beneath it is hotter. Conversely, if the atmospheric layer that is observed is

hotter than the one beneath, then atmospheric features are seen in emission. Thus,

the “emission spectrum” can contain both absorption and emission features depend-
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ing on the atmospheric temperature structure. Such observations can be used to de-

tect the presence of molecules such as water and CO, and also to infer the presence

of “inversion layers”, regions where temperature increases as a function of altitude.

Transmission and emission spectroscopy are complementary techniques. Trans-

mission spectroscopy has little dependence on temperature and pressure structure,

and thus is very useful for constraining atmospheric abundances and dominant opac-

ities. Emission spectroscopy gives physical information about temperature structure

as well as showing atmospheric features, but there is a degeneracy between tem-

perature structure and atmospheric composition, since it is unclear what altitude is

being sampled unless the dominant opacity sources at the observational wavelength

are known. Transmission spectroscopy can reduce this degeneracy. Additionally,

transmission spectroscopy is sensitive to atmospheric features in the optical range,

whereas emission spectroscopy is sensitive to longer-wavelength features. Further-

more, the transmission and emission spectra are measured from different parts of a

tidally locked planet; the transmission spectrum from the day-night terminator and the

emission spectrum from the day side.

1.4.2 Bond Albedo and Thermal Recirculation Efficiency

Integrating the wavelength-dependent geometric albedo, pλ, over wavelength and

phase, to get the total light reflected from the planet’s surface, gives the Bond albedo,

AB. Knowing the Bond albedo allows an observer to deduce the energy balance in a

planet. Furthermore, knowing the Bond albedo and knowing the thermal brightness

of a planet at a given wavelength can give an indication of how much stellar heat

and radiation is recirculated from the day side of the planet to the night side (thermal

recirculation efficiency). Thermal recirculation efficiency can be quantified in a num-

ber of ways (see Spiegel & Burrows 2010 and references therein). Firstly, the most

commonly used factor is the geometrical f factor, where

Tday = T?

(R?

a

)1/2 [
f (1 − AB)

]1/4 (1.16)

and Tday is the planet’s day-side temperature (measured from an IR eclipse depth), T?

is the stellar temperature, R? is the radius of the star, and a is the orbital separation of

the star and planet (Spiegel & Burrows 2010; López-Morales & Seager 2007). Perfect

redistribution corresponds to f = 1/4 and zero redistribution corresponds to f = 2/3.

There is a ‘beaming factor’ that increases f by a factor of 4/3 due to the day-side

temperature being peaked toward the centre of the disc (Spiegel & Burrows 2010).

Were that not the case, the value of f for zero redistribution would be 1/2. In the

case for perfect redistribution, f is still equal to 1/4 and no beaming factor is included,
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because perfect redistribution implies that the day side is uniform in temperature. A

derivation excluding the beaming effect is given in Appendix D.5.

Alternatively, thermal recirculation efficiency can be quantified in terms of the

fraction, Pn, of incident stellar flux which is removed from the day side to the night

side, for a given pressure level. The value of Pn ranges from 0 for no redistribution,

to 0.5 for the day side and night side having the same temperatures (totally efficient

redistribution). In this formalism, the day-side temperature would be given by

Tday = T?

(R?

a

)1/2 [
1
2

(1 − Pn)(1 − AB)
]1/4

. (1.17)

The factor of 1
2 comes from the fact that each hemisphere of the planet is treated

as a blackbody with surface area 2πR2
P (further derivation in Appendix D.5). This

equation suggests that f = 1
2 (1 − Pn), and it can be seen that f = 1/4 for Pn = 0.5.

This is correct for totally efficient redistribution where the day side will have a uniform

temperature. However, this formalism does not account for the beaming effect which

occurs if redistribution is not perfect (Spiegel & Burrows 2010). In this case,

f =
2
3

(1 − Pn). (1.18)

The temperature of the planet can be calculated from the secondary eclipse

depth in the IR using Equation (1.15). At long enough wavelengths, the albedo can

be assumed to be zero, although it is more useful to measure the albedo if possible.

To determine the Bond albedo, optical observations of the secondary eclipse depth

can be used to measure the flux reflected from the planet, FPref, which can be com-

pared to that of the star. At optical wavelengths, the thermal emitted component in

Equation (1.14) is assumed to be negligible, meaning that

FPref = F?Ag
R2

P

a2 , (1.19)

where F? is the stellar surface flux, Ag is the geometric albedo and RP is the ra-

dius of the planet (López-Morales & Seager 2007). The geometric albedo, Ag, is the

wavelength-dependent geometric albedo, pλ, integrated over all wavelengths, at a

phase angle of 0 (Seager 2010). Observers cannot technically measure the albedo

at a phase angle of 0 because the planet will be behind the star. The assumption is

therefore made that the albedo at secondary eclipse is close to the albedo at phase

angle 0. While observations only typically cover a small number of wavelengths, the

value of Ag is inferred from these measurements. Also, it is not possible to directly

measure AB because observers do not have access to the reflected spectrum at all

phase angles, so it must be inferred from the observational measurements. Seager
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(2010) show that Ag = 2
3 AB for a Lambert sphere, which has a phase function of

Φλ(α) = cosα. Again this is an assumption. Re-arranging Equation (1.19) shows

that AB can be derived from the fraction of the stellar flux, F?, reflected back from the

planet:

AB=

3
2

FPref

F?

(
a2

R2
P

)
. (1.20)

Knowing both the Bond albedo and planetary temperature from secondary ec-

lipse depths at different wavelengths allows the recirculation factor at the relevant

altitude to be calculated using Equation (1.16) or (1.17). There are complications

with such measurements, because the reflected light overlaps in wavelength with the

thermally emitted light from the planet. This means that often there are multiple values

of Tday, AB and f or Pn that match a given dataset. Furthermore, different wavelengths

will probe different pressure regimes, and so the measured day-side temperature and

albedo may not directly correspond to one another. Often, the albedo is assumed

to be 0, based on model predictions (e.g. Seager & Sasselov 2000). Both cases of

efficient and inefficient redistribution have been observed.

Note that, while “equilibrium temperature” is generally used to mean the case

where the energy emitted is exactly balanced by the energy absorbed, there are many

different recirculation efficiencies for which this applies. The “equilibrium temperature”

therefore has a different meaning, and also implies not only a balance of absorbed

vs emitted energy, but also that the energy is emitted from the whole sphere of the

planet uniformly i.e. that f = 1/4. I therefore use “equilibrium temperature” to mean

the case where the energy emitted is exactly balanced by the energy absorbed and

where thermal recirculation is perfectly efficient, unless stated otherwise.
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1.4.3 Phase Curves

Albedo measurements are challenging because the reflected light from a planet is

often not very bright. Therefore, very few albedos have been conclusively measured

and recirculation efficiencies are often calculated from secondary eclipse depths in

the IR based on an assumption of albedo.

A more direct way to constrain the efficiency of atmospheric thermal recircula-

tion is to observe the planet’s phase curve. For a phase curve observation, the system

is observed during a whole or half orbit of the planet around the host star. For a tidally

locked transiting planet, a phase curve shows a gradually increasing brightness af-

ter inferior conjunction, when the night side is observed, with the maximum flux near

superior conjunction when the day side is visible. The amplitude of a thermal (IR)

phase curve measures the day-night temperature contrast, and hence constrains the

efficiency of heat redistribution from day side to night side.

Furthermore, the thermal phase curve can also constrain horizontal wind speeds

by observing the timing of the peak in planetary flux relative to the secondary eclipse,

which corresponds to the hottest planetary longitude (“hotspot”). For a tidally locked

planet, the strong temperature contrast between the permanent day and night sides

along with the orbital rotation creates an eastward equatorial jet, which offsets the

hotspot downstream horizontally in the planet’s atmosphere from the sub-stellar point.

The peak in flux is then observed before the secondary eclipse (Showman et al. 2009;

Showman & Polvani 2011). Measurement of the offset of the hotspot from the sec-

ondary eclipse time gives an indication of the ratio τrad/τadv, where τrad is the radiative

timescale and τadv is the advective timescale (Showman & Guillot 2002). Measuring

a phase curve does not require that the planet is transiting. However, an assumption

of orbital inclination has to be made in the case of non-transiting planets to properly

interpret the phase curve amplitude.
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1.5 Literature Review on Exoplanet Atmospheres

This literature review includes work from transmission, emission and phase curves

since they are complementary techniques, and this is the only way to provide a full

overview of the current knowledge regarding hot Jupiters. The literature review also

contains references to my published work detailed in Chapters 3 to 6.

1.5.1 Model Predictions for Hot Jupiters

The first quantitative model exoplanet atmospheres were produced by Seager & Sas-

selov (2000) based on the assumption that hot Jupiter atmospheres are similar to

those of brown dwarfs and on the observed parameters for HD 209458b, a very

favourable target orbiting a bright, Sun-like star (Section 1.5.2). Brown dwarfs have

similar Teff values to hot Jupiters (ranging from ∼1100 to ∼1600 K), although are less

irradiated. The dominant opacity sources expected in brown dwarfs and cool L dwarfs

by Seager & Sasselov (2000) are H2O, TiO, CO, CH4, H2-H2, and H2-He collision in-

duced opacities, the alkali-metal lines, particularly the Na I D and K I D doublets10,

and Rayleigh scattering from H, He and H2. In planets within the temperature range

∼1100 to ∼1600 K, alkali metals should have strong signatures, since many other ab-

sorbers will have condensed out. Brown (2001) and Hubbard et al. (2001) also predict

strong resonance lines of Na I and K I and an atmosphere otherwise dominated by

H2, H2O, CO and CH4. Such atmospheric features are predicted to be at the 10−4 level

above the continuum, requiring high precisions to detect.

There have been several improvements since the first models, including the ad-

dition of extra opacity sources and effects such as thermal ionisation. For the most

studied and favourable targets, Fortney et al. (2010) produced transmission spectra

by solving for radiative transfer combined with the general circulation model (GCM)

of Showman et al. (2009). Such a process means that the effects of opacities in the

atmosphere on radiative transfer are able to feed back into the temperature profile of

the GCM. A similar process was performed by Burrows et al. (2010) using the Univer-

sity of Reading’s Intermediate GCM (see Burrows et al. 2010 and references therein).

Such a task is lengthy and computationally intensive, however, so most model trans-

mission and emission spectra are based on 1D model temperature-pressure (T -P)

profiles. Hereafter, references to the formalisms of Fortney et al. (2010) and Burrows

et al. (2010) refer only to the transmission spectral models based on 1D T -P profiles,

unless stated otherwise.

10Hereafter referred to as Na I and K I doublets or features. When I mention Na I or K I, I always
refer to the D lines unless specified otherwise.
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Both the model sets of Fortney et al. (2010) and Burrows et al. (2010) include

chemical equilibrium of neutral and ionic species. Chemical mixing ratios and opac-

ities assume solar metallicity and local chemical equilibrium accounting for conden-

sation and thermal ionisation but no photoionisation. As with the earlier models, the

alkali lines dominate both optical spectra, but there are some differences between

current models due to different opacity databases.

Models which depart from solar abundance ratios have been generated by Mad-

husudhan et al. (2011b) and Madhusudhan (2012). These models allow for a range

of C/O ratios. Madhusudhan et al. (2011b) generated model emission spectra for a

range of C/O ratios, which can be used to interpret data, while Madhusudhan (2012)

generated model transmission spectra. The predictions from the original as well as

newer models are discussed in detail below for different parts of the spectra.

Alkali Features and Rayleigh Scattering

Two example model spectra from Seager & Sasselov (2000) are given in Figure 1.9. It

can be seen that the expected transmission spectrum changes depending on whether

or not there is high-altitude cloud cover. If opaque clouds are present at low pressures

in the atmosphere, then they can obscure the atmospheric regions below, making

them inaccessible to transmission spectroscopy. Thus, observers see only the narrow

cores of the predicted atmospheric lines. For a deeper cloud base, the transmission

spectrum is able to measure deeper regions which have higher densities, pressures

and temperatures, and hence where the spectral lines are broader.

Similarly, high-altitude opaque clouds can hide the parts of the predicted Rayleigh

signature where the Rayleigh scattering cross-section is lowest. However, there is a

potential for high-altitude clouds to be formed of very small grains (hazes) which will

themselves produce a scattering signature. In this case, the entire optical spectrum

may be dominated by a Rayleigh signature, and this is seen in observations (e.g.

Section 1.5.2).

Although models have advanced to include a number of different molecules and

effects, such as thermal ionisation, the alkali features and Rayleigh scattering are still

predicted to dominate hot Jupiter atmospheres if high-altitude clouds are absent. Fig-

ure 1.10 shows results from the full 3D simulation based on the formalism of Fortney

et al. (2010), and the dominant absorbers are similar to the original spectra computed

by Seager & Sasselov (2000). Hot Jupiters are predicted to have low albedos due

to the strong absorption from Na I and K I in the atmosphere (Seager et al. 2000;

Sudarsky et al. 2000).
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Figure 1.9: Model transmission spectrum from Seager & Sasselov (2000), showing
expected absorption lines for a hot Jupiter similar to HD 209458b. Upper plot: High
clouds at 2.4 × 10−3 bar, where only the narrow cores of spectral features are observ-
able due to obscuring material. Lower plot: Low clouds at 0.2 bar, where the lines are
deeper and the pressure-broadened regions can be observed. Rayleigh scattering
can also be seen to be more important in this case, at the blue end of the spectrum.
Note that 1 bar = 100kPa.
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Figure 13. Schematic view of ingress at a non-zero impact parameter. Half-way
through ingress, one samples mostly the leading hemisphere, but also some of
the trailing hemisphere, near the pole. The planet’s rotation axis is the long-
dashed line, while the planet’s orbital path is the dotted line, with arrows.

primary transit, this leads to the leading hemisphere being colder
than the trailing hemisphere, due to the downwind displacement
of both the hottest and coldest points of the planet (Showman
et al. 2009).

This dichotomy could potentially be probed with transmission
spectra obtained during the transit ingress and egress phases. A
transmission spectrum taken half-way into the time of ingress
would sample only the leading hemisphere, and at egress, the
trailing. The simple leading–trailing image is complicated by
the transit impact parameter, b, however, as shown in Figure 13.
As b increases from zero (central transit) to one (grazing), the
edge of the parent star becomes gradually more inclined to the
planet’s rotation axis. For HD 189733b this leads to 38.◦8 of
trailing hemisphere (near the pole) on the leading edge, and
for HD 209458b, 30.◦9. In general this would serve to mute
differences between the hemispheres.

The differences in the spectra of the hemispheres can be
seen most clearly in HD 189733b which is a relatively cool
hot Jupiter. Its planet-wide mean P–T profile is close to the
boundary where CO and CH4 have equal abundances (Fortney
et al. 2006b), given chemical equilibrium. We find that if this
equilibrium holds, the nightside should be CH4-dominated,
while the dayside is CO-dominated (Showman et al. 2009).
We have computed separate transmission spectra of the leading
and trailing hemispheres (including the impact parameter effect)
which are shown in Figure 14. The differences in temperature
lead to dramatic differences in spectra. The leading (cooler)
hemisphere has a smaller scale height, which leads to a smaller
transit radius at most wavelengths. However, in CH4 bands,
absorption is much stronger, which can lead to radii larger than
that of the trailing hemisphere. The dramatic differences in
spectra may be within reach of JWST, if multiple transits are
observed (T. Greene 2009, private communication).

These CO/CH4 absorption features could also be a di-
rect probe of non-equilibrium chemistry in the atmosphere of
HD 189733b, since vigorous vertical mixing would tend to ho-

Figure 14. Planet radius vs. wavelength for the leading and trailing hemispheres
of a 3D simulation of planet HD 189733b, assuming chemical equilibrium.
The leading hemisphere (blue) is cooler, while the trailing hemisphere (red) is
warmer. Cooler regions have a smaller CO/CH4 ratio, which leads to changes
in spectral features on the two hemispheres. The leading hemispheres shows
much stronger CH4 absorption.
(A color version of this figure is available in the online journal.)

Figure 15. Planet radius vs. wavelength for the leading and trailing hemispheres
of a 3D simulation of planet HD 189733b, with a fixed CO/CH4 mixing ratio
of 4.5/1, as could be expected from homogenization due to vertical mixing.
The leading hemisphere (blue) is cooler, while the trailing hemisphere (red)
is warmer. Differences between the hemispheres are due only to scale height
differences, and the small temperature-dependent changes in opacity.
(A color version of this figure is available in the online journal.)

mogenize the CO/CH4 ratio everywhere in the planet’s atmo-
sphere (see Cooper & Showman 2006, and references therein).
In order to simulate how a fixed CO/CH4 ratio, independent of
height and location, would effect these spectra, we have calcu-
lated transmission spectra with mixing ratios given by the “cold
model” of Cooper & Showman (2006), which is a good approx-
imation for the temperatures of HD 189733b. That model yields
a CO/CH4 ratio of 4.5/1, meaning that CO dominates, but both
molecules are abundant and should show strong absorption fea-
tures. The results are shown in Figure 15. The spectra of the
hemispheres are essentially identical, except for the larger scale
height on the trailing hemisphere. Absorption features of both
CO and CH4 can be seen.

For HD 209458b, which is significantly hotter than
HD 189733b, we find smaller differences between the leading
and trailing hemispheres. The warmer temperatures lead both
hemispheres to be CO-dominated, with CH4 absorption features
absent. In addition, the shorter radiative time constant in the pM

Figure 1.10: Model transmission spectra using GCMs to model the exoplanet’s at-
mospheres from Fortney et al. (2010), showing the transmission spectrum from the
leading and trailing edge of the planet HD 189733b, which has Teq ∼ 1200 K.
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The Potential Importance of TiO

The new and old models only agree for a certain temperature range, however. Seager

& Sasselov (2000) predicted no molecular features such as TiO in planets, because

these are expected to have condensed out of the gas phase. However, TiO can be

present and important in hotter planets at around T ∼ 2000 K, and large TiO bands

could obscure the alkali lines in transmission, depending on atmospheric dynamics

(see Figure 1.11).
1398 FORTNEY ET AL. Vol. 709

Figure 1. Diagram of our zenith angle and azimuth grid that aids in the
computation of 3D transmission spectra. The antistellar point faces the observer,
while the substellar point faces the star. Azimuths are in red, while zenith angles
are in green. The terminator is shown in blue and the planet’s true north pole is
also labeled. The blue band and purple slice are meant to schematically show
the region of the atmosphere that is being probed during the transit.
(A color version of this figure is available in the online journal.)

that extends out to 1 µbar. The equilibrium chemistry mixing
ratios (Lodders & Fegley 2002, 2006; Lodders 2010) are paired
with the opacity database (Freedman et al. 2008) to generate
pressure-, temperature-, and wavelength-dependent absorption
cross sections that are used for that particular column. For a
different column of atmosphere, with a different P–T profile, lo-
cal pressures and temperatures will yield different mixing ratios
and wavelength-dependent cross sections.

3. CALCULATIONS FOR SIMPLE ATMOSPHERES

Our survey of the literature finds that there has been no sys-
tematic exploration of the change of transmission spectra with
planetary Teff for close-in planets. Other authors have previ-
ously explored reflection and emission spectra (e.g., Marley
et al. 1999; Sudarsky et al. 2000; Barman et al. 2001; Sudarsky
et al. 2003; Marley et al. 2007), but here we briefly examine
transmission spectra for these atmospheres. To maintain sim-
plicity, we have investigated isothermal model atmospheres at
2500, 2000, 1500, 1000, and 500 K at two surface gravities,
g = 10 and 50 m s−2. The chemistry and opacity databases
are the same as those used for the 3D model atmospheres. The
results of these calculations are shown in Figures 2 and 3, for
the low and high gravity cases, respectively. All model planets
have a base radius of 1.25 RJ at a pressure of 10 bars.

The striking impact of planetary surface gravity is clear from
a comparison between these plots. While the absorption features
(where the radius is larger) are the same, the dynamic range is
far larger in the lower gravity planets. As previously discussed
by other authors (e.g., Seager & Sasselov 2000), the region of
the planetary atmosphere probed in transmission is an annulus
with an area proportional to the atmospheric scale height. Since

Figure 2. Planet radius vs. wavelength for isothermal model atmospheres with a
gravitational acceleration of 10 m s−2. Models are T = 2500, 2000, 1500, 1000,
and 500 K, from top to bottom and assume chemical equilibrium. Prominent
absorption features, which appear as increases in the planetary radii, are labeled.
(A color version of this figure is available in the online journal.)

Figure 3. Planet radius vs. wavelength for isothermal model atmospheres with
a gravitational acceleration of 50 m s−2. Models are T = 2500, 2000, 1500,
1000, and 500 K, from top to bottom and assume chemical equilibrium.
(A color version of this figure is available in the online journal.)

lower gravity planets have larger scale heights, they are much
better targets for transmission spectroscopy.

In these calculations, we assume chemical equilibrium. In
the optical, this yields absorption bands of TiO and VO that
are quite strong at 2000 and 2500 K, and weak at 1500 K.
Sodium and potassium doublets are clearly strong at 1000 and
1500 K. In the 500 K model only bands of CH4 and H2O
remain. In the blue-optical, Rayleigh scattering can be seen
as a monotonic increase in radius toward the blue, although in
the hottest models TiO absorption swamps most of this effect
until blueward of 400 nm. The slope of this Rayleigh scattering
region is indicative of the temperature, and becomes steeper
(a more negative slope) as temperature increases (Lecavelier
des Etangs et al. 2008a). Also importantly the TiO/VO cross
sections fall off dramatically blueward of 0.4 µm. The detection
of a dramatic change in radius here would likely indicate TiO
absorption. In the infrared, bands of H2O and CO are strong in
the models from 1500–2500 K, while CH4 replaces CO in the

consequence of the relative strength and positions of water bands
longward of !5.5 !m (Fig. 11). Note that without a large water
abundance, none of the data or their ratios wouldmake collective
sense. This was the conclusion of Burrows et al. (2005), which
we reconfirm here. Furthermore, the presence of the 4.67 !m
band of CO is indicated by the depth of the 4.5 !m feature of
TrES-1, but due to the fact that this IRAC-2 band measurement
perforce sums over steeply rising fluxes in regions of the spec-
trum that bracket the 4.67 !m feature, and the fact that with
reasonable abundances the band is saturated, almost nothing can
be said about the CO abundance (Burrows et al. 2005). We pre-
dict a rise from IRAC-2 to IRAC-1 for all our models, indicative
of the peak we generically see just shortward of 4.0 !m.We also
predict a slight peak around 10 !m, and a plateau from !14 to
30!m.The peak near 10!mmight be discernible forHD189733b
using the full capability of Spitzer IRS. The predicted plateau
seems suggested by the comparison between theory and data for
the HD 189733b 16 !m and HD 209458b MIPS points, taken
together, but mixing objects (as we have been forced to do with
only four data points) is not very satisfying.

We have calculated a Pn ¼ 0:5 model for HD 209458b with
10 times the solar metallicity and, contrary to the conclusion of
Fortney et al. (2005), we find that the band contrast ratios are
within !5% of those with solar abundances. This is because,
without clouds, the Bond albedos are very low (P5%). Since
changing the metallicity does not change the total stellar light
intercepted by the planet for a given planet radius, the charac-

teristic atmospheric temperatures are similar. What is more, we
find that the T /P profiles are also similar, with the result that the
fluxes and contrast ratios are little altered. We have not been able
to trace the origin of the difference between our results for higher
metallicities and those of Fortney et al. (2005). However, we in-
terpret the very weak metallicity dependence of the contrast ra-
tios at secondary eclipse for EGP models without clouds that we
find theoretically to indicate that the metallicity may well be
supersolar and large. However, by the same token, we conclude
that the metallicity cannot easily be constrained or measured by
secondary eclipse data alone. Cloud models, which we expect
may be relevant for HD 209458b alone among the three EGPs
(Fortney et al. 2003; Sudarsky et al. 2003), may well change this
conclusion, and variations in the C/O ratio, while we do not see
any need at this time to invoke them to fit the four Spitzer data
points, are still of interest (Seager et al. 2005).
One way to significantly alter the planet /star contrast ratios is

to introduce at altitude a strong absorber in the optical and near-
UV, where the incident stellar flux can be large. In this way, the
upper atmosphere is heated. The associated reradiated optical
flux is also greater, and the T /P profilemanifests a ‘‘stratospheric’’
inversion (Hubeny et al. 2003). Since the mid-IR fluxes origi-
nate higher up in the atmosphere than where "Rosseland ! 1, the
associated brightness temperatures from 4 to 30 !m are also
enhanced. The increase in the emergent fluxes in the optical and
mid-IR leads to a corresponding suppression in the near-IR
(!1–4 !m). This potential mechanism for altering our baseline
predictions in the Spitzer bands and for suppressing flux in the
near-IR, particularly in the Z, J, and K bands, should be borne in
mind. Figure 14, constructed from a theoretical model found in
Hubeny et al. (2003), depicts an extreme version of this effect for
Pn ¼ 0 models of OGLE-TR-56b with (gray line) and without
(black line) TiO and VO in its upper atmosphere. In fact, we ex-
pect that TiO and VO are both flushed out of the upper atmo-
sphere by the coldtrap effect, but suppressing this effect allows
us to make the general point. Note that the bumps near 10 and
4 !m seen in our fiducial models (Figs. 10–12, and Fig. 13) can

Fig. 13.—Theoretical planet /star flux ratio spectra during secondary eclipse
for wavelengths from 3 to 27 !m, for Pn ¼ 0:5 (!complete heat redistribution)
and for the three EGPs HD 189733b (black), TrES-1 (dark gray), and HD
209458b (light gray). Values for 300 wavelength points spaced logarithmically
are included in each curve. Superposed as large squares with 1 # error bars and
in the appropriate shade are the current measurements at secondary eclipse
(Deming et al. 2005, 2006; Charbonneau et al. 2005). The smaller, filled circles
are the predictions for the four IRAC bands, the MIPS band at 24 !m, and the
IRS peak-up band near 16 !m. To derive these numbers we have performed a
band average of the ratio of the detected electrons. One should compare the
circles with the squares of the same shade and in the same wavelength band
to draw conclusions about the fidelity of the models and the character of the
associated EGP atmospheres. See the text in x 5 for a discussion of some of
the inferences drawn from the current data set. [See the electronic edition of the
Journal for a color version of this figure.]

Fig. 14.—Two examples of theoretical flux spectra (F$ , in ergs cm#2 s#1

Hz#1) from the surface of the close-in EGP OGLE-TR-56b from the optical
to 30 !m, with (gray line) and without (black line) TiO and VO in its upper
atmosphere. For both models, Pn has been set equal to 0.0. The differences
due to the possible effects of a strong optical absorber placed in the upper at-
mosphere of a close-in, hot EGP in the optical, near-IR, and mid-IR are clearly
seen. In the toy model with ‘‘TiO/VO’’ (gray line), a stratospheric inversion
is produced, the mid-IR and optical are enhanced, and the near-IR is sup-
pressed. Model numbers were taken from Hubeny et al. (2003). See the text for
a discussion. [See the electronic edition of the Journal for a color version of
this figure.]

BURROWS, SUDARSKY, & HUBENY1148 Vol. 650

Figure 1.11: Left: Model isothermal transmission spectra from Fortney et al. (2010)
from temperatures of 500 K (bottom) to 2500 K (top), in increments of 500 K. Right:
Model emission spectra including TiO (grey line) and without TiO (black line) from
Hubeny et al. (2003); Burrows et al. (2006) for a planet of Teq ∼ 2230 K.

Fortney et al. (2008) highlighted the potential importance of TiO and included

it in their atmospheric models above a certain temperature. TiO is potentially im-

portant because it could contribute towards strong thermal inversions (stratospheres)

seen in secondary eclipses. It has been predicted that TiO could trap incoming stel-

lar irradiation high in the atmosphere, causing upper atmospheric heating and lower

atmospheric cooling, thus causing thermal inversions (Hubeny et al. 2003; Burrows

et al. 2006, 2007, 2008; Fortney et al. 2008). Figure 1.11 also shows model emis-

sion spectra for the cases with and without TiO in the atmosphere from Hubeny et al.

(2003); Burrows et al. (2006).

It is still unclear whether observers should expect to see TiO in the upper atmo-

spheres of hot Jupiters, however. The fraction of TiO in the upper atmosphere is very

dependent on macroscopic mixing, and could be depleted from the upper atmosphere

by “cold-trapping”. A cold trap is a region of atmosphere cooler than the atmosphere

above and below it and cold-trapping occurs when a gas condenses into a solid in

such a region and is unable to be lifted up into hotter regions where it could exist

in the gaseous state again. Showman et al. (2009); Spiegel et al. (2009) found that

TiO is potentially cold-trapped out of the upper atmosphere vertically even for planets



1.5. LITERATURE REVIEW ON EXOPLANET ATMOSPHERES 42

with Teq above 2000 K. Furthermore, Spiegel et al. (2009) found that even for WASP-

12b, a planet with Teq = 2600 K, with no cold trap on the day side, an effective eddy

diffusion coefficient11 of Kzz = 1.6 × 107 cm2 s−1 or higher is required to lift enough

TiO into the upper atmosphere to cause a strong inversion, meaning that TiO can be

trapped in very low-altitude atmospheric regions where mixing is inefficient. Addition-

ally, condensation may occur on the night side even at higher altitudes. Parmentier

et al. (2013) used a 3D GCM to model the night side cold trap and found effective Kzz

values that best matched their 3D model results. Comparing their effective Kzz values

to those required to maintain enough TiO in the upper atmosphere to cause a strong

thermal inversion, they found that the night side cold trap will be able to deplete TiO

efficiently if the particles can condense into sizes above a few microns. Additionally,

an atmosphere with a high C/O ratio will reduce the amount of TiO in the atmosphere

(Madhusudhan et al. 2011a; Madhusudhan 2012).

Sulphur Containing Species

At temperatures between 1200 and 2000 K, Zahnle et al. (2009b) predicted that ther-

mal inversions could be caused by sulphur-containing species and considered the

importance of H2S, S, S2 and HS in hot Jupiter atmospheres.They found that H2S is

the important S-containing species at lower altitudes, whereas S is the most important

at high altitudes, below 0.001 bar (See Figure 1.12). Surprisingly, they find that the

results are not sensitive to temperature and insolation, which suggests that thermo-

chemical equilibrium is more important than photochemistry or kinetics. S2 absorbs

in the UV between 240 and 340 nm at temperatures above 1200 K, while HS should

absorb strongly between 300 and 460 nm. Such features should be detectable us-

ing transmission spectroscopy, as shown in Figure 1.12. Additionally, Zahnle et al.

(2009a) showed that sulphur-containing soots could form on planets with tempera-

tures between 800 and 1200 K.
11A coefficient which governs the efficiency of vertical transport and wind speeds in one-dimensional

models.
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Figure 1. Theoretical absorption cross sections of HS radicals at near UV, violet,
and indigo wavelengths at four temperatures at 30 mbar pressure. Cross sections
were computed from the lowest five vibrational levels of the ground electronic
state X2Π to the lowest three vibrational levels of the upper level A2Σ+. The
excited vibrational levels of A2Σ+ are strongly predissociating, which suggests
that absorption at wavelengths shorter than 324 nm is probably continuous rather
than allocated into the well defined bands shown here.

H + Sn → HS + Sn−1, where n ! 2, are strongly favored by
entropy. The revised model predicts less S2 and much less S3,
which reduces the importance of S3 heating considerably.

Sulfanes (H2Sn, hydropolysulfides) will be present in cooler
hot Jupiters. At low temperatures sulfanes absorb VUV between
260 nm and 330 nm (Steudel & Eckert 2003). Absorption
may extend beyond 400 nm at higher temperatures as the
ground state becomes vibrationally excited, as in HS, but to
first approximation these wavelengths are covered by the more
abundant S2 and HS. We have not included sulfanes in this study.

3. RESULTS

Figure 2 shows how CO2 and the abundant S-containing
species vary as a function of altitude. This particular case
shows a hot Jupiter at 1400 K with a “planetary” metallicity
of [M/H] = 0.7. Figure 2 is broadly representative of all our
models with 1200 " T " 2000 K and −0.3 < [M/H] < 1.7.
In particular, S2 and HS show well defined peaks at ∼ 2 mbars
that coincide with the altitude where H2S photolysis becomes
important. At lower altitudes H2S is the main S-containing
species, and at higher altitudes S is. It is also notable that the
atmosphere becomes more oxidizing at higher altitudes where
H2O photolysis is important.

Table 1 lists some key results pertinent to sulfur for several
variations of basic model parameters. The models assume that
Kzz = 107 cm2 s−1 and g = 2000 cm s−2 unless otherwise
noted. In this temperature range the models are insensitive to Kzz
(results not shown). Model G shows that, as expected, column
densities vary inversely with g.

Column densities of S2 and HS are sensitive to metallicity.
To first approximation, species with one metal atom, such as
H2O and H2S, increase linearly with metallicity, and species
with two metal atoms, such as SO and S2, increase as the square
of metallicity (Visscher et al. 2006). A slight complication is
that CO and N2 increase linearly with metallicity because these
are the major reservoir species for C and N, respectively; hence
CO2 increases as the square of metallicity (as CO × O), rather
than as the cube.
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Figure 2. Important sulfur species, CO, and CO2 in the atmosphere of a hot
Jupiter with a “planetary” metallicity of [M/H] = 0.7. The atmosphere is
assumed isothermal at 1400 K and insolated 1000× more strongly than Earth.
Other model M parameters are listed in Table 1. The prominent transition at
∼2 mbar—where the S2 mixing ratio peaks—is associated with photolysis of
H2S. The bump in CO2 at 6 µbars is attributable to photochemistry. Abundance
profiles in the 1400 K atmosphere are generally representative of atmospheres
with 1200 ! T ! 2000 K.

The models are not sensitive to temperature and insolation
over the parameter ranges (1200 " T " 2000 K and 1 " I "
1000) presented here. Insensitivity of the chemistry to T and
I surprised us, and suggests that thermochemical equilibrium
is more important for sulfur than photochemistry or kinetics.
Minor differences are that HS is favored by higher temperatures
and SO and S2 are favored by high I. Not shown here is that the
chemistry changes markedly for T < 1100 K: hydrocarbons,
CS, and CS2 become abundant, and the results become sensitive
to Kzz. Cooler atmospheres introduce a variety of new topics
best left for another study.

Carbon dioxide, a robust molecule and a potential observable,
has been reported in HD 189733b by Swain et al. (2009). CO2
is generated from CO by reaction with OH radicals. The chief
source of OH is the reaction of H2O with atomic hydrogen;
at high altitudes UV photolysis of H2O is also important.
We find that CO2 mixing ratios range from 1.6 × 10−8 to
1.6 × 10−4 for −0.3 " [M/H ] " 1.7, scaling as the square
of metallicity. Table 1 lists computed CO2 mixing ratios in
the models discussed here. These results are insensitive to
insolation, vertical mixing, temperature between 1200 K and
2000 K, and gravity. The CO2/CO ratio is nearly independent of
pressure, as seen in Figure 2. Pressure independence is expected
because the controlling reactions, CO2 + H ↔ CO + OH and
H + H2O ↔ H2 + OH, and the controlling equilibrium, CO2 +
H2 ↔ CO + H2O, all leave the total pressure unchanged. (At
very high altitudes photochemistry alters the CO2/CO ratio.)
The computed CO2 abundances are in good agreement with the
reported observation of CO2 at the ppmv level in HD 189733b
(Swain et al. 2009). The sensitivity of CO2 to metallicity and
insensitivity to other atmospheric parameters makes CO2 a good
probe of planetary metallicity, as pointed out by Lodders &
Fegley (2002).

3.1. Optical Depth and Stratospheric Heating

Figure 3 shows the pressure levels where the solar and
planetary metallicity atmospheres of Models A, M, and MM
become optically thick. Opacity is dominated by HS, with some
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Figure 3. Pressure levels of the τ = 1 surface as a function of wavelength for
three metallicities, [S/H] = 0, 0.7, and 1.4. These metallicities correspond to
models A, M, and MM of Table 4. Absorption between 250 and 300 nm is mostly
by S2 and absorption between 300 and 460 nm is by HS. Structure blueward of
324 nm is associated with transitions to predissociating states and is probably
fictitious. The τ = 1 surface of a pure H2 Rayleigh scattering atmosphere and
two incident stellar spectra, one for the Sun and another for a generic K0V
dwarf, are shown for comparison.
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Figure 4. Radiative heating at different altitudes for three metallicities, [S/H] =
0, 0.7, and 1.4. These correspond to models A, M, and MM of Table 4.
Heating rates are given in W kg−1, which emphasizes the potential impact on
temperature. Heating peaks at 100 µbars but extends through the stratosphere.
Heating with constant gray opacities of 0.05 and 0.6 cm2 g−1 for 430 < λ <
1000 nm is shown for comparison.

contribution by S2 at wavelengths shorter than 300 nm. The twin
peaks between 300 nm and 320 nm may be fictitious, but the
peak at 324 nm could prove diagnostic of HS. A solar and a
K0V stellar spectrum are shown for comparison.

Figure 4 shows the magnitude of stratospheric heating and the
pressure level where the heating occurs for a solar-twin primary
at 0.032 AU (I = 1000) for three metallicities (Models A, M,
and MM). Radiative heating is dominated by HS, and is nearly
saturated through the stratosphere for all these models (see also
Table 1). By contrast, peak heating at ∼100 µbars takes place
where SO and SO2 are significant. The sensitivity of SO and SO2
to metallicity is reflected in greater heating rates at ∼100 µbars.

Cumulative stratospheric heating rates for these models
are listed in Table 1. For a solar-twin at 0.032 AU, cumulative
heating above 1 mbar is typically 4 × 104 W m−2 and above
0.1 bars is typically 8 × 104 W m−2, i.e., about half the energy
is absorbed in the lower stratosphere. Burrows et al. (2008)
modeled hot stratospheres by adding an unknown gray absorber.
They found that gray cross-sections of 0.05–0.6 cm2 g−1,

averaged over 430–1000 nm for altitudes above 0.03 bars,
could produce the observed heating. Heating profiles using gray
opacities in this range are plotted for comparison in Figure 4
for the same planet and star. The gray opacities produce more
heating in total (indeed, the stratospheres in both these models
are optically thick), and more heating at low altitudes, but at
higher altitudes sulfur generates heating at levels quite similar
to what Burrows et al. find useful.

4. CONCLUSIONS

We develop a new one-dimensional photochemical model for
stratospheric modeling of hydrogen-rich atmospheres of warm
or hot exoplanets. This model is applicable to any H-rich planet
subject to high insolation, including hot Neptunes, superearths,
and waterworlds. Here we apply the model to sulfur chemistry,
stratospheric heating, and CO2 abundance.

We find that hot stratospheres of hot Jupiters could be
explained by absorption of UV and violet visible light by
HS and S2, two highly reactive species that are generated
chemically from H2S. For a hot Jupiter orbiting a solar-
twin at 0.032 AU, for a wide range of possible planetary
compositions, HS and S2 together absorb 4 × 104 W m−2

at altitudes above 1 mbar and another 4 × 104 W m−2 at
altitudes between 1 mbar and 0.1 bar. This level of heating
approaches what Fortney et al. (2006) and Burrows et al.
(2008) use in their most successful LTE spectral models. Non-
LTE mechanisms may improve the agreement, because LTE
models systematically overestimate radiative cooling and thus
underestimate the temperature. Chemiluminescence by H2O,
formed by the exothermic reaction of OH + H2, might also be
expected.

Although our computed HS and S2 column densities increase
with metallicity, optically thick columns are predicted for all
plausible atmospheric compositions, which means that millibar-
level temperature inversions are expected to be commonplace.
The distinctive interaction of S2 and HS with near ultraviolet
light could make these species detectable in transit by the
refurbished Hubble Space Telescope (HST); there is evidence
for a blue absorber in legacy HST data of HD 209458b (Sing
et al. 2008).

On the other hand, sulfur does not give an easy answer to
why some hot Jupiters have superheated stratospheres, and
others not. In an earlier draft of this study, we speculated that
S3—which is very sensitive to metallicity—might be part of
the explanation. This no longer appears likely. We have since
developed a better understanding of HS’s opacity, which turns
out to be considerable. We no longer see a strong connection
between metallicity and radiative heating, save at very low
pressures (< 100 µbars) where SO and SO2 become important.
It now seems that sulfur chemistry by itself is unlikely to explain
differences between planets, although planetary metallicity may
still be key.

Heating by sulfur compounds does not preclude heating
by TiO and VO on hotter planets. Sulfur species provide
considerable heating from below 1000 K to above 2000 K, but
they do not provide the spectral coverage at visible wavelengths
that TiO and VO provide. For TiO and VO to be abundant enough
to explain stratospheric heating, the temperature needs to be very
high, in excess of 2000 K, and not just in the stratosphere but also
at deeper levels in the planet where these two refractory oxides
would otherwise be cold-trapped in silicate clouds (Lodders
2002). OGLE-TR-56b (Sing & López-Morales 2009) seems to
meet the TiO-VO threshold.

Figure 1.12: Left: Mixing ratios of various important sulphur-containing species as a
function of pressure for an isothermal 1400 K atmosphere from Zahnle et al. (2009b).
Right: Pressure levels of the τ = 1 surface as a function of wavelength for three
different metallicities from Zahnle et al. (2009b). Two incident stellar spectra, one for
the Sun and another for a K0V dwarf are shown for comparison.

IR Molecules

Models developed over recent years predict many molecules in the near-IR, including

H2O, CO and CH4, depending on planetary temperatures and chemical composition

(Brown 2001; Sharp & Burrows 2007; Fortney et al. 2010; Burrows et al. 2010). The

presence of many predicted molecules depends on temperature and atmospheric

abundance ratios. The CO/CH4 ratio depends critically on temperature. For hotter

atmospheres, above ∼ 700 K for a pressure of 10−3 bar, CO will dominate over CH4,

and CO features will be seen in the IR transmission spectrum rather than CH4 features

(see Figure 1.11). Thus, observations of the CO/CH4 ratio can constrain the atmo-

spheric temperature. Additionally, the C/O ratio is important in determining dominant

atmospheric opacity sources, with H2O and CO2 becoming more abundant when C/O

< 1 and CH4, HCN and C2H2 enhanced if C/O > 1 (Madhusudhan 2012; Moses et al.

2013). Model transmission spectra for different C/O ratios are shown in Figure 1.13.

Transmission spectroscopy in the near-IR of relatively hot planets is very use-

ful because opacities in the 1-1.6 µm range are dominated by water, with methane

opacities at these wavelengths having disappeared. Therefore, observation at these

wavelengths can directly constrain the C/O ratio and can be useful in constraining

longer-wavelength observations, where bandheads are composed of both CO and

H2O.
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Figure 5. Model transit spectra of hydrogen-rich atmospheres with different C/O ratios and temperature structures. The planetary properties (radius and surface
gravity) are adopted from those of HD 189733b. Spectra are shown for C/O ratios of 0.5, 1.0, and 2.0, for two different pressure–temperature (P–T) profiles. The
upper (lower) panel corresponds to a P–T profile with a temperature of 2000 (2600) K in the lower atmosphere (P = 1 bar). In models with C/O = 0.5 (red spectra),
the peaks correspond to absorption features of H2O and CO; CH4 is negligible. For C/O = 1 (gray spectra), on the other hand, the H2O features are substantially
diminished, and mild features of CH4 are visible, along with CO features. For C/O = 2, H2O features are almost non-existent, and strong CH4 features are apparent,
in addition to CO features, as discussed in Section 3.4.
(A color version of this figure is available in the online journal.)

4. A TWO-DIMENSIONAL CLASSIFICATION SCHEME

The distinct changes in molecular composition with the C/O
ratio and their influence on the observable spectroscopic proper-
ties make the C/O ratio a viable dimension for characterization
of hot exoplanetary atmospheres. Consequently, we suggest a
2D classification scheme for highly irradiated giant planet atmo-
spheres, in which incident irradiation and chemistry, represented
by the C/O ratio, are the two dimensions. Our approach is a gen-
eralization of the 1D scheme proposed by Fortney et al. (2008)
in which irradiation is the only dimension and the composition
was fixed to be solar (C/O = 0.54). Our addition of the C/O
ratio as an extra dimension is also motivated by the possibility
that non-solar C/O ratios might explain several of the obser-
vations which would otherwise be deemed as anomalies, based
on the 1D hypothesis, as shown in Section 5 and Madhusudhan
et al. (2011b).

A schematic representation of the 2D classification scheme is
shown in Figure 7. Hydrogen-dominated irradiated atmospheres
can be classified into four classes in this 2D phase space. Along
the C/O axis, C/O = 1 forms a natural boundary between C-rich
and O-rich atmospheres with manifestly distinct chemical and
spectroscopic characteristics, as shown in Section 3. Along the
irradiation axis, atmospheres can be classified broadly in two
classes based on the temperatures where significant transitions
occur in the chemistry in each C/O regime, similar to the

1D classification scheme of Fortney et al. (2008) for O-rich
atmospheres. Consequently, we identify the four classes as

1. O1: C/O < 1 and F ! Fcrit,
2. O2: C/O < 1 and F " Fcrit,
3. C1: C/O " 1 and Tq ! 1200 K, and
4. C2: C/O " 1 and Tq " 1200 K.

In this notation, classes O1 and O2 correspond to oxygen-
rich (C/O < 1) atmospheres, and C1 and C2 correspond to
carbon-rich (C/O > 1) atmospheres. In each C/O regime, the
suffix “1” represents the lower temperature (or irradiation) class
and “2” represents the higher temperature class. As described
in Section 3.1, for a given irradiation level C-rich atmospheres
(in classes C1 or C2) are depleted in H2O and enhanced in
CH4, C2H2, and HCN, compared to O-rich atmospheres at the
same irradiation (in classes O1 or O2). Within C1 and C2, the
amounts of H2O depletion and CH4 enhancement, over solar
values, increase with irradiation. In the O-rich classes, H2O
and CO are abundant in both O1 and O2, except for the lesser
irradiated atmospheres in O1 (with Tq # 1300 K), where CH4
can be a major carbon carrier and can almost entirely replace
CO for Tq # 1000 K.

The division between O1 and O2 along the irradiation axis
concerns the possibility of thermal inversions in irradiated
atmospheres. O1 and O2 are analogous to the pL and pM
classes, respectively, of Fortney et al. (2008). In the O-rich
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Figure 1.13: Model transmission spectra from Madhusudhan (2012) assuming differ-
ent C/O ratios (the solar C/O ratio is 0.5, Lodders 2003).

Atmospheric Escape

Since many hot Jupiters orbit so close to their host stars, they receive extreme amounts

of stellar irradiation and it is possible that the planets may experience atmospheric es-

cape. For example, Ehrenreich & Désert (2011) predicted escape rates for many exo-

planets by comparing each planet’s gravitational potential energy to the stellar X/EUV

energy deposited in the atmosphere, and found rates between 106 and 1013 g s−1

depending on the planetary system. Atmospheric escape can be measured directly

in the UV transmission spectrum for the brightest targets by looking for signatures of

neutral or ionised species and measuring the blueshift of the spectral lines.

Model Differences and Future Work

There are some differences between existing models. For example, the opacity data-

base included in the models of Burrows et al. (2010); Howe & Burrows (2012) in-

cludes CrH, FeH, CaH and TiH among others, which are not included in the models of

Fortney et al. (2008, 2010) (see references within these papers for details of opacity

lists and abundances used). Figure 1.14 shows transmission spectra based on both

formalisms for the same planet. Clearly there are differences, however since the pre-

cisions required to detect features in transmission are so high, many observations are

not able to distinguish between the two models. Currently, many observations are lim-

ited to simply confirming whether or not TiO is present in the atmosphere, or whether

there is high altitude cloud cover. For the purposes of observations, therefore, these

two models represent a similar case of exoplanet atmosphere.

However, not all models agree to such an extent. For example, Shabram et al.

(2011) compared models based on the formalism of Fortney et al. (2010) to mod-

els developed by Beaulieu et al. (2010), and found differences which are larger than
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can be explained by differences in opacity databases alone. By comparison with

simple analytic relations, they showed that the amplitude of features in the models

of Beaulieu et al. (2010) are larger than expected for exoplanet atmospheres (also

shown in Figure 1.14).
The Astrophysical Journal, 727:65 (10pp), 2011 February 1 Shabram et al.

Figure 3. (a) Cross-section of water vapor at 1500 K and 1 mbar, with analytic
fits to α across three wavelength ranges. See Equations (1) and (2) for details.
Vertical dotted lines show the wavelength range of validity where we expect the
analytic relation to hold. (b) The resulting planetary radius vs. ln(wavelength)
of the model. Across the three wavelength ranges, the fit to the linear radius
vs. ln(wavelength) is very good. Again, vertical dotted lines show the range of
wavelength validity.
(A color version of this figure is available in the online journal.)

of the analytic relation from Equation (2), which we regard as
excellent agreement.

2.3. Comparison with Other Work for Simple Models

In Section 2.1, we described our implementation of the water
vapor line list of Partridge & Schwenke (1997). As a further
test of the transmission code we can isolate specific wavelength
regions where water opacity closely obeys the α-relation from
Equation (1). In particular, in Figure 3(a) we show the absorption
cross-section versus wavelength at 1500 K and 10 mbar. We
have overplotted fits for α in three spectral regions. The bluest
and reddest wavelength ranges have a large negative slope,
while the middle wavelength range has a positive slope. If our
transmission spectrum model is working correctly, we should
be able to match the transit radius slope of dRp/d ln λ from
Equation (2), for an atmosphere with a constant gravity and
scale height, with water vapor being the only opacity source.
We choose 1500 K and the surface gravity of HD 209458b,
980 cm s−2. This model is plotted in Figure 3(b). One can
readily see that over the three defined wavelength ranges our
model matches the analytic relation.

Figure 4. Absorption depth vs. wavelength for a 1500 K isothermal model, with
the surface gravity of HD 209458b. In black is our model from Figure 3(b).
The solid-colored curves are the analytic relations from Figure 3(b) as well. In
orange is a 1500 K, HD 209458b-gravity, model from Beaulieu et al. (2009). It
is readily seen that our model presented here is a substantially better fit to the
analytic relation.
(A color version of this figure is available in the online journal.)

Our choice of an isothermal HD 209458b-like model was
based on models presented by G. Tinetti and collaborators in
a recent paper by Beaulieu et al. (2009). These authors used
Spitzer IRAC observations to measure the transit depth in four
bandpasses from 3 to 10 µm. Their nice model fit, compared to
the data (shown in their Figure 10), allowed the authors to assert
that water vapor was the main absorber in that atmosphere. This
may well be true. However, as shown in Fortney et al. (2010),
our own HD 209458b models were not able to reproduce the
large variation in absorption depths. As discussed in Fortney
et al. (2010), we are generally unable to match the much
larger variation in transit radius of the models of Tinetti and
collaborators (e.g., Tinetti et al. 2007, 2010). Although our two
groups use different water opacity databases (Tinetii et al. use
the BT2 list), it does not appear that can be a contributing factor.

To help sort out this issue, we became interested in simple
tests. Figure 9 of Beaulieu et al. (2009) additionally shows
transmission spectra for isothermal model atmospheres of HD
209458b at 1500, 2000, and 2500 K, with opacity due only to
water vapor (with a mixing ratio of 4.5 × 10−4, the same value
we use here). We compare our 1500 K model to that of Beaulieu
et al. (2009), as well as the analytic relations, in Figure 4. (The
model from Beaulieu et al. 2009 was obtained using a data
extraction software package.) The differences are large. Here
we are able to match the analytic relations, while the model
from Beaulieu et al. (2009) cannot.

It is not immediately clear what causes these dramatic
differences between the two models. The large differences
remain at 2000 K and 2500 K as well. As shown in Figure 1,
differences in water opacity databases cannot be a culprit.
Differences in abundances can generally not be a reason either,
as a higher (lower) water abundance would move the transit
radius up (down) at all wavelengths. Also, that issue was
eliminated for the simple test presented here. We are left in
the position of identifying what we believe is a problem with
the Tinetti et al. models, but we are not in a position to speculate
as to its cause.

We only dwell on this issue at length because it is the match
of models to observations that allows for the identification of
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Figure 1.14: Left: Model transmission spectra from Fortney et al. (2010) (blue) and
Burrows et al. (2010) (green). Both formalisms use solar abundances but the models
of Burrows et al. (2010) include some opacities which are not included in the models
of Fortney et al. (2010). Both models are for the planet WASP-19b, which has an equi-
librium temperature of ∼ 2000 K. Right: Figure from Shabram et al. (2011) comparing
their models (black) with those of Beaulieu et al. (2010) (orange) and simple analytic
models (green and red lines). Both models are for a 1500 K isothermal atmosphere
with the same surface gravity.

There are also some important neglected effects in all the current models for

hot planets. One of the most important ones is photo-ionisation and photochemistry,

which can strongly influence the chemical abundances in such highly irradiated plan-

ets (e.g. Moses et al. 2011). Photochemistry has started to be considered in the

transmission spectra of cooler planets, though (Zahnle et al. 2009b; Shabram et al.

2011).

Furthermore, it is only recently that the effects of clouds have started to be

included in models other than simply to cut off absorption features at a certain depth.

High altitude clouds can cause inversion layers higher up in the atmosphere than the

stratosphere, reduce fluxes in the IR emission spectrum, and can also increase the

albedo of the planet and hence significantly affect its energy budget (e.g. Kitzmann

et al. 2011; de Kok et al. 2011; Heng et al. 2012).
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1.5.2 Observations of Well-Studied Targets

The hot Jupiters HD 209458b and HD 189733b have so far dominated characterisa-

tion studies because they orbit bright host stars (V=7.6 for HD 209458 and V=7.8 for

HD 189733). The large number of photons enables high precision observations, and

these two planets have been studied in some detail. HD 189733b is roughly Jupiter

mass and size, but HD 209458b has a bloated radius and is less dense. HD 209458b

has an equilibrium temperature of ∼ 1450 K, while HD 189733b has an equilibrium

temperature of ∼ 1200 K. More recently, extensive observations have additionally fo-

cussed on GJ 1214b, a super-Earth of 6.55 M⊕ transiting an M dwarf star. Although

its atmospheric scale height is small, its host star is also small, at only 0.21 R� (Char-

bonneau et al. 2009), meaning a deeper transit depth and hence larger detectable

atmospheric signals than if the host star were sun-like.

This small sample of planets is currently the only source of detailed obser-

vations for exoplanets. Although exoplanet characterisation surveys are beginning,

these favourable targets provide a framework in which to analyse the bulk proper-

ties that can be derived from other, less favourable targets. I will firstly discuss the

current state of knowledge regarding HD 209458b, HD 189733b and GJ 1214b and

then proceed to describe the rapidly increasing number of observations resulting from

studying other targets.

HD 209458b

HD 209458b appears to have a cloudless upper atmosphere with many of the pre-

dicted atmospheric features present. The optical transmission spectrum shows that

the atmosphere of HD 209458b contains sodium at the predicted level measured

using the Na I feature, but no evidence of the predicted potassium K I feature (Char-

bonneau et al. 2002; Narita et al. 2005; Knutson et al. 2007b; Barman 2007; Snellen

et al. 2008; Sing et al. 2008a,b). A benefit of such a bright target is that it provides

high enough precision to enable the shape of the sodium feature as a function of

wavelength to be well determined. In HD 209458b, the sodium absorption line profile

shows a narrow absorption core and broader plateau-like shape rather than smoothly

decaying wings (Sing et al. 2008a,b). As explained by Vidal-Madjar et al. (2011b),

the absorption depth should be greater towards the core of the feature due to an

increase of the absorption cross-section. A plateau region could indicate an abun-

dance drop, where the increase in the cross-section is compensated for by the de-

crease in atomic sodium abundance in the altitude regions sensed. The observation

of pressure-broadened line wings shows that the Na I feature is observed deep in the

atmosphere, and suggests a relatively cloud-free and haze-free upper atmosphere.



1.5. LITERATURE REVIEW ON EXOPLANET ATMOSPHERES 47

There is also an extra absorber in the optical spectrum redward of the sodium lines,

and Désert et al. (2008) show that this could be due to low levels of TiO and VO.

The UV spectrum shows large absorption signatures in the Lyman α H I line,

O I and C II lines, which extend beyond the Roche lobe, demonstrating that atmo-

spheric escape is occurring and that the blow-off of the hydrogen gas drags up heavier

species (Vidal-Madjar et al. 2003, 2004; Linsky et al. 2010). Vidal-Madjar et al. (2003)

estimated the escape rate to be ≥ 1010 g s−1, consistent with predictions (Lammer

et al. 2003; Lecavelier des Etangs et al. 2004). Absorption has also been observed

around the Hα feature, with a shallower transit depth than the Lyman α observa-

tions (Jensen et al. 2012; Astudillo-Defru & Rojo 2013). Additionally, the transmission

spectrum shows a blueward slope of increasing absorption depth as a function of de-

creasing wavelength. While initially thought to be due to a Balmer jump (Ballester

et al. 2007), Lecavelier Des Etangs et al. (2008b) showed that the spectrum is better

fit by a Rayleigh scattering profile, which would be due to scattering by H2 particles.

In the IR, high resolution spectroscopy by Snellen et al. (2010) detected CO

in the atmosphere in the spectral range 2,291 to 2,349 nm with resolving power

R = 100,000, despite not being detected at 2 µm with R = 25,000 by Deming et al.

(2005). Additionally, Snellen et al. (2010) saw that the signal was blueshifted by ap-

proximately 2 km s−1, suggesting strong east-west winds in the atmosphere.

There is still a discrepancy between the observed transmission spectra in the

1.1 to 1.6 µm range, where there should be prominent water features. Barman (2007)

used the STIS data of Knutson et al. (2007b) to show evidence of water features in

the near-IR which were consistent with their chemical equilibrium models. However,

Deming et al. (2013) find muted water features in the spectrum of HD 209458b with

WFC3, 0.57 times the expected amplitude from solar abundance models. Both instru-

ments have proven reliable in the past for exoplanet transmission spectroscopy, so

the source of the discrepancy is unknown. At longer wavelengths, the transit radius

at 24 µm is consistent with clear atmosphere models and the radii measured in the

optical (Richardson et al. 2006; Crossfield et al. 2012c). There is also a possibility that

there is a water signature in the Spitzer IRAC12 bands from 3.6 to 8.0 µm (Beaulieu

et al. 2010), but the interpretation of the transmission spectrum in these bands is

complicated since the variations in transit depth are larger than those predicted by

many models (Shabram et al. 2011). Figure 1.15 shows a summary of the currently

observed optical to near-IR transmission spectrum of HD 209458b.

12InfraRed Array Camera
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Figure 1.15: Left: Optical transmission spectrum of HD 209458b adapted from Sing
et al. (2008b) showing the Na I doublet, Rayleigh scattering and possible TiO/VO ab-
sorption. Right: Near-IR transmission spectrum of HD 209458b adapted from Deming
et al. (2013).

HD 209458b has also been observed extensively during its secondary eclipse,

with Spitzer IRAC results showing that the planet has a temperature inversion and

water emission (Knutson et al. 2008). Water, methane and CO were found to be

present with NICMOS13 measurements, but it was later shown that the systematics14

of the NICMOS instrument were worse than previously thought and that it lacks the

precision to detect atmospheric components in exoplanets (Swain et al. 2009; Gibson

et al. 2011).

The measurements of secondary eclipse depth as a function of wavelength

give the day side temperature profile as a function of altitude. Furthermore, tempera-

ture information on the upper atmospheric terminator can be gained by observing the

sodium Na I doublet at high resolution, as done by Vidal-Madjar et al. (2011b,a). More

detail on this technique is given in Chapter 3, but essentially, the atmospheric scale

height is larger for a higher temperature, resulting in a more inflated atmosphere. A

more inflated atmosphere results in an extended line profile shape, with the gradient of

measured transit radius as a function of wavelength becoming steeper. Thus, one can

identify regions of different atmospheric temperature by measuring the derivative of

the transit radius as a function of wavelength around the sodium feature. Figure 1.16

shows the T -P profiles that produce the best-fitting model spectra for the secondary

eclipse data, along with the observed terminator T -P profile of the upper atmosphere

overplotted with models.

13Near Infrared Camera and Multi-Object Spectrometer
14A “Systematic” in this context means a contaminating flux variation as a function of some instru-

mental, Earth-based or astrophysical origin.
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Figure 8. Measurements of the secondary eclipse depth of HD 209458b: previous Spitzer/IRAC photometry (Knutson et al. 2008) and our 24 µm measurement. The
solid line is from a model assuming zero redistribution of incident flux and including gaseous TiO and VO to drive a temperature inversion; we show this model’s
temperature–pressure profile in Figure 9. The dashed line is the emission spectrum from Showman et al. (2009). The solid black points without error bars represent
the weighted averages of the models over the corresponding bandpasses (indicated at bottom).
(A color version of this figure is available in the online journal.)

Figure 9. Temperature–pressure (T –P ) profiles used to generate our model spectra. The dot-dashed curve is a planet-wide average T –P profile taken from a full (4π )
redistribution model, and is used to model the transmission spectrum shown in Figure 6. It includes TiO/VO opacity, but these species have only a minor effect since
nearly all of the Ti/V has condensed out of the gas phase at these cooler temperatures. The solid curve is from a model assuming no redistribution of absorbed energy
(making it hotter), and includes TiO/VO to drive the temperature inversion seen in Figure 8.

corresponding one-dimensional model from Fortney et al.
(2008). Clearly, more work is needed to robustly fit the day-
side photometry of the planet within the framework of a one-
dimensional or three-dimensional self-consistent model.

We also fit a linear relation to the three eclipse times
in the same manner as in Section 4. We compute a pe-
riod of 3.5247445 ± 0.0000097 days, which differs from the
established period (Torres et al. 2008) by 0.99 × 10−6 days
(0.086 s), well within the uncertainties. This value also agrees
with our measurement of the period from the transit fits; the

two periods differ by only 0.79 ± 0.94 s, which is (as expected)
consistent with zero.

6. JOINT ORBITAL CONSTRAINTS AND SYSTEM FLUX

6.1. Timing and Eccentricity: Still a Chance for Winds

Measuring the times of transit and secondary eclipse con-
strains the quantity e cos ω, where e is the planet’s orbital
eccentricity and ω its longitude of periastron (Seager 2011,
chapter by J. Winn). We resample the posterior distributions of

11
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Fig. 1. Plot of the new T -P profile (diamonds). The symbols are the same as in Fig. 9 of Vidal-Madjar et al. (2011). The vertical error bars show
the altitude regime over which we fit each temperature. The new T -P profile remains consistent with the T -P profile obtained by Sing et al. (2008)
using a parametric fit of the same data set (dotted line).

Table 1. Evaluated atmospheric parameters within adjusted atmospheric layers in order to have H/∆z > 1.

Zmin Zmin T ± ∆T H H/∆z Pmax Pmin
(km) (km) (K) (km) (bar) (bar)

0 300 365 ± 200 133 2.2+2.8
−0.8 3.0 × 10−3 3.2 × 10−4

300 1000 500 ± 200 183 3.8+2.6
−1.1 3.2 × 10−4 6.9 × 10−6

1000 2350 1400 ± 200 511 2.7 ± 0.4 6.9 × 10−6 4.8 × 10−7

2350 4450 3600 ± 1400 1315 1.6+1.0
−0.5 4.8 × 10−7 9.7 × 10−8
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Figure 1.16: Left: Day side T -P profile for HD 209458b from Crossfield et al. (2012b)
used to generate model spectra to match their data (24 µm) and that of Knutson et al.
(2008) (3.6, 4.5, 5.8 and 8.0 µm). Also shown is the corresponding terminator T -P
profile. Right: Measured terminator T -P profile for HD 209458b from Vidal-Madjar
et al. (2011b,a), measured from observations of the Na I doublet using their analysis
of medium resolution data and also the higher resolution results of Snellen et al.
(2008) taken using Subaru. Overplotted are various models for the upper and lower
atmosphere.

The day side T -P profile shows a temperature inversion, predicted by the model

to be caused by TiO. The terminator T -P profile shows another inversion higher up,

which is most likely the base of the thermosphere, the region where the temperature of

the atmosphere starts to increase as a function of altitude due to the stellar irradiation.

Models of the upper atmosphere and atmospheric escape predict that temperatures

in the thermosphere could reach up to 10,000 K (Yelle 2004; Tian et al. 2005; Garcı́a

Muñoz 2007), and the observations are consistent with these predicted temperatures.

The base of the thermosphere is not adequately modelled, which may explain why the

observed thermosphere is at higher pressures than the models predict.

So far, no phase curve measurement exists for HD 209458b that can be used

for any interpretation. The only attempt so far has been at 24 µm by Crossfield et al.

(2012c), but long duration instrumental sensitivity variations over the course of the

observations prevented any interpretation.

Overall, the picture that is emerging of HD 209458b is of a cloud-free atmo-

sphere, with a stratosphere, possibly caused by TiO. There is evidence for absorption

from Na I and Rayleigh scattering from H2 in the transmission spectrum, along with

water seen in the day side spectrum and in transmission. Atmospheric escape has

been observed beyond the Roche lobe, and observations are able to detect the base

of the thermosphere.
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HD 189733b

The predicted equilibrium temperature of HD 189733b is only ∼ 250 K cooler than

that of HD 209458b assuming that both planets have zero albedo and totally efficient

day-night heat transport. However, HD 189733b orbits a much cooler, more active

star and the planet appears to have very different properties to HD 209458b. The

most striking feature is that the whole optical transmission spectrum is dominated by

a Rayleigh scattering signature, indicative of a small-particle haze high up in the at-

mosphere (Pont et al. 2008; Lecavelier Des Etangs et al. 2008a; Sing et al. 2011b).

There is no evidence for the pressure-broadened line wings of the Na I lines as seen

in HD 209458b or the K I lines, although the narrow cores of both features are found to

be visible, meaning that atomic sodium and potassium are present, but that the wings

are obscured by the high-altitude scattering haze (Pont et al. 2008; Redfield et al.

2008; Jensen et al. 2011; Huitson et al. 2012; Pont et al. 2013). Additionally, as with

HD 209458b, the medium resolution HST15 observations show evidence of a thermo-

sphere in the upper atmosphere of HD 189733b (Huitson et al. 2012). However, due

to not knowing the species responsible for the scattering signature, the pressure level

of the thermosphere base remains unknown (more details in Chapter 4).

In the near-IR to IR, the picture has been more complicated. Water has been

detected in the day side spectrum (Grillmair et al. 2008) but spectroscopic observa-

tions in transmission have proved inconclusive. Water and methane features were

observed in HD 189733b using HST NICMOS (Swain et al. 2008), but follow-up ob-

servations using the same instrument found results to be consistent with no water, or

a high altitude haze obscuring water features (Sing et al. 2009). However, the most

recent reductions (Gibson et al. 2011, 2012b) show that the results are very depen-

dent on the de-correlation methods used to deal with systematic trends. Therefore

the NICMOS observations do not have the precision to either confirm or deny the

presence of molecular near-IR features, either in transmission or emission, when un-

certainties due to de-correlation methods are taken into account. The HST WFC316

has improved on the precision available using NICMOS, and new observations using

WFC3 by Gibson et al. (2012a) suggest that in HD 189733b, the haze does extend

into the near-IR, covering the predicted solar-abundance molecular features. The ob-

servations are not precise enough to rule out weaker features, but solar abundance

features can be ruled out. By putting all the existing optical and IR observations to-

gether, Pont et al. (2013) also find results consistent with either haze or weaker than

predicted molecular features redward of 1.1 µm.

15Hubble Space Telescope
16Wide Field Camera 3
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Transmission spectroscopy in HD 189733b is made more complicated than for

HD 209458b because the star is very active, with optical stellar flux varying by ∼ 3 %

over a stellar rotation period (Pont et al. 2007; Henry & Winn 2008; Pont et al. 2013;

Aigrain et al. 2012). Although more significant at shorter wavelengths, Désert et al.

(2009, 2011b) showed that even in the 3.6 µm waveband, stellar activity can produce

variations in the measured transit radius at different epochs comparable to the size

of predicted features. Although water has been detected in transmission at 3.6 and

5.8 µm with Spitzer (Beaulieu et al. 2008; Tinetti et al. 2007), Désert et al. (2011b)

found that the effect of stellar activity variations on spectral features means that the

water detection cannot be confirmed. Furthermore, Ehrenreich et al. (2007) also

analysed the Spitzer data and found that the precision is not high enough to confirm

the water features. Both Désert et al. (2009) and Knutson et al. (2012) found possible

evidence for CO in the IR transmission spectrum, but again this is limited by stellar

activity constraints. Variations of 6 mmag17 were also seen in the 8 µm transit depth

when comparing 7 transits taken over ∼ 590 days (Agol et al. 2010).

One advantage of observing the emission rather than the transmission spec-

trum is that it is not affected by stellar activity. Even so, observations require high pre-

cisions and are very challenging, meaning that many results remain controversial. For

example, some studies found a significant emission feature at 3.25 µm, which could

be due to non-LTE methane chemistry (Swain et al. 2010; Waldmann et al. 2012).

However, the same feature was not found in other studies (Mandell et al. 2011). Also,

while Charbonneau et al. (2008) found evidence in the spectrum at 3.6, 4.5, 5.8, 8.0

and 24 µm to confirm the water detection of Grillmair et al. (2008), this is inconsistent

with the results of Grillmair et al. (2007). Additionally, Swain et al. (2009) detected

absorption from H2O, CO and CO2 in the day side spectrum with NICMOS. However,

there have been some difficulties discovered in interpreting NICMOS data, so these

results should be confirmed by other instruments.

Some properties have been confirmed, however. For example, the day side

lacks a temperature inversion (Deming et al. 2006; Charbonneau et al. 2008; Swain

et al. 2009). Also, CO absorption has recently been detected using high resolu-

tion spectroscopy in the day side spectrum (Rodler et al. 2013; de Kok et al. 2013).

There is also evidence that the brightness temperatures at wavelengths longer than

8 µm are higher than predicted by clear atmosphere models and that the atmosphere

looks isothermal at long wavelengths (Deming et al. 2006; Charbonneau et al. 2008;

Knutson et al. 2012). Pont et al. (2013) suggest that the haze seen in transmission

provides an explanation for these observations since the scattering and absorption

caused by hazes means that the altitudes sampled by different wavelengths are closer

17Here, and in the rest of the thesis, mmag is used to mean 0.1 %.
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together than they would be in a clear atmosphere. Figure 1.17 shows a summary of

the currently known properties of HD 189733b.

14 F. Pont et al.

Figure 9. Transmission spectrum data, with data sets and visits indicated separately. Lines connect values obtained at the same time
with the same instrument.

Figure 10. Our combination of the available data into a single set of constraints, assuming that the intrinsic transmission spectrum of
the planet is constant with time without our uncertainties. The grey line shows a synthetic spectrum with a dust-free model.

4.2 Simple extended-haze model

The 0.6-1 µm transmission spectrum from ACS was inter-
preted by Lecavelier Des Etangs et al. (2008) and subse-
quently as the signature of a single high-altitude layer of
scattering haze. The grains must be abundant enough to
provide a higher opacity than the wings of the sodium and
potassium lines, and transparent enough in the visible so
that the Rayleigh slope dominates over absorption. Dust and
clouds have been considered as a possible important compo-
nents in the atmosphere of hot Jupiters since the first atmo-
sphere models and observations. The atmospheric tempera-
ture of hot Jupiters like HD 189733b correspond to spectral
type L and T for brown dwarfs, and observations have shown

that these objects have very red colours (Kirkpatrick et al.
2000), interpreted as due to the effect of dust in their atmo-
sphere (Chabrier et al. 2000). Several common grain-forming
elements have condensation temperatures above the temper-
ature of late L-type objects, including enstatite (MgSiO3),
forsterite (Mg2SiO4), corundum (Al2O3) and elemental iron
(Fe). Of these, only enstatite is transparent over the visi-
ble wavelength range (Dorschner et al. 1995; Lecavelier Des
Etangs et al. 2008).

The explanation of the ACS result in terms of a thin,
high-altitude layer of enstatite haze made specific predic-
tions about the rest of the spectrum that were not borne
out by the observations. The spectrum was expected to flat-
ten towards the UV, as the wavelength becomes comparable

c� 2012 RAS, MNRAS 000, 1–31

Figure 1.17: Left: Transmission spectrum constructed from existing literature by Pont
et al. (2013) including stellar activity corrections. Where more than one measurement
is available for the same wavelength, the results are averaged assuming no time vari-
ability in the transmission spectrum, after stellar activity is accounted for. The original
data are from Pont et al. (2008); Swain et al. (2008); Sing et al. (2011b); Huitson
et al. (2012); Gibson et al. (2012a); Désert et al. (2009, 2011b); Deming et al. (2006);
Knutson et al. (2007a); Charbonneau et al. (2008); Knutson et al. (2009b, 2012).
Right: Terminator T -P profile for HD 189733b from Huitson et al. (2012), based on
the assumption that the Rayleigh scattering signature seen in the optical transmis-
sion spectrum is due to high-altitude atmospheric haze at a reference pressure of
10−4 bar. The thick vertical bars indicate isothermal atmospheric regions, and do not
include the uncertainty in reference pressure. The data include the 1340 K tempera-
ture and pressure derived for the continuum by Lecavelier Des Etangs et al. (2008a)
combined with the 1280 K temperature measured for the near IR continuum by Sing
et al. (2009). The plot also shows lower altitude points from secondary eclipse ob-
servations of Knutson et al. (2007a, 2009b), Charbonneau et al. (2008) and Deming
et al. (2006). The temperatures measured by Charbonneau et al. (2008) and Deming
et al. (2006) were adjusted to the terminator temperature by Heng et al. (2012). T -P
model profiles are shown for the lower altitude regions in red (Fortney et al. 2010).
For the higher altitudes, models for the upper atmosphere of HD 209458b are shown
for comparison, where the black solid line is the T -P profile from Yelle (2004) and the
dot-dashed line is from Garcı́a Muñoz (2007).

Unlike HD 209458b, several phase curves have been measured for HD 189733b,

which shed further light on the planet’s properties. Phase curves have been mea-

sured at 3.6, 4.5, 8.0 and 24 µm with Spitzer (Knutson et al. 2007a, 2009b, 2012).

The first interesting observation is that the day side and night side temperatures are

only ∼ 250 K different in the 4.5, 8.0 and 24 µm bands, suggesting that thermal re-

distribution is efficient at the altitudes probed by these wavelengths, and also that the

efficiency is similar at the three altitudes. Interestingly, the phase curve amplitude

is higher at 3.6 µm, showing a temperature difference of ∼ 500 K. The increased

phase curve amplitude at 3.6 µm suggests that the 3.6 µm wavelength is sampling a
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higher atmospheric layer than the 4.5 µm wavelength, where the radiative timescale

is shorter. Clear atmosphere models predict the opposite, since they predict higher

opacities at 4.5 µm than at 3.6 µm. The haze observed in transmission, however,

has lower opacities for longer wavelengths and so would explain the observations.

The second interesting observation is a smaller than expected hotspot offset. A small

hotspot offset was initially explained by a non-synchronous18 rotation of the planet

(Knutson et al. 2012). However, a more plausible explanation is that the high alti-

tude haze moves the photosphere to lower pressures where the radiative timescale

is shorter, which would lead to a smaller hotspot offset (Pont et al. 2013; Showman &

Guillot 2002).

Finally, one thing that the two most-studied planets do have in common is their

escaping atmospheres, although the best fit to the data for HD 189733b is an escape

rate of ∼ 109 g s−1, which is lower than that of HD 209458b. The escape rate was

determined from resolved Lyman α observations of Bourrier et al. (2013); Lecavelier

des Etangs et al. (2012) using STIS19, who also noticed evidence of temporal variabil-

ity in the escape signature. The estimate is lower than that of 1010 g s−1 determined

from unresolved ACS20 observations of the Lyman α line observed by Lecavelier Des

Etangs et al. (2010), which could be due to temporal variability or simply lack of reso-

lution. Observations of the Hα line suggest lower velocities of escaping material and,

similar to HD 209458b, show a shallower transit depth than the Lyman α observa-

tions, suggesting that the two lines sample different atmospheric regimes and that

ionisation is stronger than predicted (Jensen et al. 2012; Christie et al. 2013). There

is also some evidence of blue-shifted absorption in the post-transit data, suggesting

a cometary-like absorption tail. Ben-Jaffel & Ballester (2013) detected significant ab-

sorption from O I and obtained a possible detection of C II with early ingress. The

broad shape of the line detected during transit suggests that there must be a very hot

layer of O I high in the atmosphere, unless abundances are drastically super-solar

(which would cause large observable line wings without excess line broadening). Ad-

ditionally, Lecavelier des Etangs et al. (2012) provided contemporaneous X-ray ob-

servations using XMM-Newton and used this to estimate the total luminosity across

the X-ray/EUV band and hence a 1% efficiency in the conversion of input energy into

mass loss. The XMM-Newton observations are consistent with other X-ray obser-

vations (Pillitteri et al. 2010, 2011; Poppenhaeger et al. 2013). Interestingly, these

latter authors also found evidence over multiple epochs that the planet affects stellar

activity, by observing that flares appear to be linked to the planetary phase.

18A tidally locked planet usually rotates synchronously i.e. its rotation period is the same as its orbital
period.

19Space Telescope Imaging Spectrograph
20Advanced Camera for Surveys
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In summary, HD 189733b displays a haze-dominated atmosphere, very different

from that of HD 209458b. The Rayleigh slope observed over so many atmospheric

scale heights suggests that particle sizes must be small, and of similar size through-

out the upper atmosphere. Narrow line cores of the alkali features are detected, but

no broad-band features. A high altitude haze can explain such otherwise puzzling fea-

tures as an isothermal atmosphere up to the base of the thermosphere and a smaller

than expected hotspot offset. Due to its proximity to its host star, the upper atmo-

sphere of HD 189733b is escaping, with the detection of metals high in the exosphere

suggesting a similar mechanism to that of HD 209458b.

GJ 1214b

GJ 1214b is the first intensively studied planet exploiting the ‘M dwarf’ opportunity,

where planets orbiting small stars will give larger transit depths, rather than the ‘bright

star’ opportunity, where large numbers of photons increase observational precision.

GJ 1214 has a stellar radius of only 0.21 R� and so presents a unique opportunity to

study a super-Earth (or possibly a mini-Neptune) exoplanet. GJ 1214 has a V magni-

tude of 14.7 and an H magnitude of 9.1, making it ideal to observe in the IR. The planet

has an equilibrium temperature of ∼ 560 K and should therefore have a very different

spectrum from a hot Jupiter, with methane dominating the near-IR and IR opacities

rather than CO, and with the alkali metals condensed out of the gas phase, resulting

in them not being present in the upper atmosphere. In this thesis, I have concentrated

on observations and expectations for hot Jupiters. However, GJ 1214b has now been

so extensively observed that it needs to be mentioned here. Furthermore, it is one

of my long-term goals to eventually move towards characterising smaller exoplanets,

and GJ 1214b will provide a useful well-studied comparison for such observations.

The picture of GJ 1214b has been somewhat controversial, although most re-

sults agree that the transmission spectrum is relatively featureless (Bean et al. 2011;

Berta et al. 2012; Désert et al. 2011a; Crossfield et al. 2011; de Mooij et al. 2012).

A featureless spectrum suggests either a high mean molecular weight, which re-

duces the atmospheric scale height and hence spectral features, or a global cloud

or haze layer preventing observations from reaching deep into the atmosphere as in

HD 189733b. There are, however, some observations which do suggest features in

the transmission spectrum at the level expected if the atmosphere were cloud-free and

dominated by light elements such as hydrogen (Croll et al. 2011a, J and K bands).

The reason for the discrepancy is still unknown. Narita et al. (2013b) also performed

narrow-band photometry in J, H and K bands, but found results consistent with a flat

spectrum. Désert et al. (2011a) obtained results in the 3.6 and 4.5 µm Spitzer bands,

from two light curves, which were later refined by Fraine et al. (2013), who measured
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14 transits at 4.5 µm and 3 transits at 3.6 µm. The new observations eliminate cloud-

less H-dominated models. A summary of all the results is shown in Figure 1.18.

It is difficult to tell with only IR observations whether GJ 1214b has an atmo-

sphere with a high mean molecular weight or whether it is less dense but has an

obscuring cloud or haze layer. Optical observations can constrain this degeneracy

by looking for possible Rayleigh scattering signatures. The observations of de Mooij

et al. (2012) do suggest evidence of a Rayleigh scattering signature in optical g and r

bands. However, further observations by de Mooij et al. (2013) and Teske et al. (2013)

show that the conclusions are not yet certain. Observations by Narita et al. (2013a) in

B band were also inconclusive with regard to the transit depth, although the authors

also performed long-term monitoring of the star and found variability at the 2.1 ± 0.4 %

level in g’ band with a period of 44.3 ± 1.2 days. They also found semi amplitudes

of 0.56 ± 0.08 % in Rc band and 0.32 ± 0.04 % in Ic band, suggesting that caution

should be employed when interpreting the photometric results. Figure 1.19 shows

more clearly the transmission spectrum of GJ 1214b at optical wavelengths, although

it does not include the results of Narita et al. (2013a). Another constraint on the at-

mospheric type could come from the detection of Hα in the transmission spectrum,

although so far results for this feature are inconclusive (Murgas et al. 2012).– 26 –

Fig. 8.— Measured planet-to-star radius ratios vs. wavelength in microns for GJ 1214b, compared

with the five best-fit theoretical spectra from Howe & Burrows (2012). The same set of observation

data is shown in panel (a) and (b). In (a), the theoretical spectra for the solar-abundance atmo-

sphere are shown, while those for the water-rich atmosphere are shown in (b). As for the B-band,

the filled triangle and square represent the data obtained with the FOCAS and the Suprime-Cam,

while the open square does the case for the Suprime-Cam without possible spot-crossing data.
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Fig. 8.— Measured planet-to-star radius ratios vs. wavelength in microns for GJ 1214b, compared

with the five best-fit theoretical spectra from Howe & Burrows (2012). The same set of observation

data is shown in panel (a) and (b). In (a), the theoretical spectra for the solar-abundance atmo-

sphere are shown, while those for the water-rich atmosphere are shown in (b). As for the B-band,

the filled triangle and square represent the data obtained with the FOCAS and the Suprime-Cam,

while the open square does the case for the Suprime-Cam without possible spot-crossing data.

Figure 1.18: Summary of current results for the transmission spectrum of GJ 1214b
from Narita et al. (2013a) compared to models for a low mean molecular weight atmo-
sphere (left) and a high mean molecular weight atmosphere (right). The models are
based on the formalism of Howe & Burrows (2012).
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6 De Mooij et al.

Fig. 5.— Same as Fig. 4 but now only focusing on the optical part of the spectrum.

Figure 1.19: Summary of current optical results for the transmission spectrum of
GJ 1214b by de Mooij et al. (2013). The filled circles are the observations from
their work, the filled stars are from de Mooij et al. (2012), the open triangles are
for data from Bean et al. (2011), and the open squares are for data from Teske et al.
(2013). Overplotted are three models for the atmosphere of GJ1214b: a hydrogen-
dominated atmosphere with solar composition (green line), a hydrogen-dominated at-
mosphere with clouds and low methane abundance (red line) and a water-dominated
atmosphere (blue line). The dashed curves at the bottom are the transmission curves
for the different filters. Note that for clarity the filter curves for the data from Bean et al.
(2011) have been omitted, since they are effectively flat.

1.5.3 Further Observations of More Planets

Optical Transmission Spectra

Atmospheric surveys of multiple planets are now beginning, with understanding of the

trends found anchored by the detailed properties of the most favourable cases. A large

area of expansion has been transmission spectroscopy at optical wavelengths, where

the blackbody spectrum from typical host stars peaks. Observations have now been

carried out from both ground and space, searching for a variety of optical features.

Some of the results are surprising when compared to predictions.

Firstly, the sodium feature has only been confirmed in three exoplanets besides

HD 209458b and HD 189733b, which are WASP-17b, XO-2b and HAT-P-1b (Wood

et al. 2011; Zhou & Bayliss 2012; Sing et al. 2012; Nikolov et al. 2013b), and the

potassium feature has only been detected in two; HD 80606b and XO-2b (Colón

et al. 2012; Sing et al. 2011a). The detection in HD 80606b is much larger than

predicted and could be due to an escaping atmosphere. However, the detection is

∼ 10 nm away from the rest-frame line centres and so is difficult to explain even with

atmospheric escape. Only XO-2b has both sodium and potassium features confirmed

in its atmosphere, while HAT-P-1b shows evidence of only the sodium feature but

no potassium feature. For the other two planets, observations concentrated on one

species alone, and so the presence or absence of the other cannot be ruled out or

confirmed. In the case of XO-2b, the sodium feature is less than 50 Å wide, suggesting
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some haze or cloud cover obscuring the broader wings. Additionally, the observations

of the sodium feature in WASP-17b tentatively suggest a lack of observable broad line

wings. Conversely, the atmosphere of WASP-29b does not contain evidence of the

predicted Na I feature at a resolving power of 430 (resolution of ∼ 14 Å at 6000 Å).

The observations suggest either a high altitude cloud or haze layer obscuring the

unresolved line cores, or that Na I is not present in the upper atmosphere, and may

have condensed into heavier compounds since the equilibrium temperature of the

planet is 970 K. The transmission spectrum of WASP-23b, observed in 7 GROND21

passbands simultaneously is consistent with the clear atmosphere model, but further

conclusions cannot be drawn from the data (Nikolov et al. 2013a). There is also

tentative evidence to suggest sodium absorption in HD 149026b (Jensen et al. 2011).

The transmission spectrum of HAT-P-1b taken with HST STIS can be fitted just

as easily by Rayleigh scattering or a high altitude cloud of larger grains (Nikolov et al.

2013b). There are also similar hints of a Rayleigh slope in the hot exoplanet WASP-

12b (Sing et al. 2013), although the temperature required to fit the observations is

much lower than expected for the planet, suggesting again, larger grains are im-

portant. Higher resolution observations around the predicted sodium and Rayleigh

signatures could not confirm or rule out those features (Copperwheat et al. 2013).

One interesting result so far is that there has been no conclusive evidence for

TiO features in an exoplanet transmission spectrum. Two planets at the required

temperatures have been studied; WASP-19b, which has an equilibrium temperature

of ∼ 2000 K, and WASP-12b, which has an equilibrium temperature of ∼ 2600 K.

WASP-19b shows no evidence for predicted TiO features at the 2.7 – 2.9 σ signifi-

cance level (Huitson et al. 2013, discussed in more detail in Chapter 6). Lendl et al.

(2013) also find no evidence of TiO in r’, z’ and I+z’ filters, although this is photometry

taken over multiple epochs and could suffer from variability effects, since WASP-19 is

a very active star. Mancini et al. (2013) also used photometric evidence to suggest

a lack of TiO using simultaneous 7-band GROND observations. However, while the

authors accounted for occulted starspots, the work has no correction for un-occulted

starspots and the conclusions are based on absolute transit depths in the optical com-

pared to the near-IR, which can be drastically affected by un-occulted starspots (see

Chapter 6). WASP-12b also shows no signs of the predicted TiO features (Sing et al.

2013). These results are consistent with ground-based Gemini observations, which

find the spectra inconsistent with cloud-free models but cannot confirm nor rule out

TiO features (Stevenson et al. 2013). Knutson et al. (2010) showed a correlation be-

tween stellar activity and the lack of strong planetary thermal inversions, as measured

by the 3.6 µm and 4.6 µm Spitzer occultation depths. They suggested that the cor-

21Gamma Ray burst Optical and Near-infrared Detector
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relation might be caused by stellar activity breaking down the molecules responsible

for strong thermal inversions. This may be the case for the atmosphere of WASP-

19b. However, WASP-12 is a quiet star, suggesting that rainout22 could instead be

responsible for the lack of observed TiO in the upper atmospheres of these planets.

Observations which better constrain atmospheric dynamics, such as phase curves,

would be a useful test of this hypothesis and I will observe the near-IR phase curve of

WASP-19b with HST WFC3 for this purpose in 2014.

IR and Near-IR Transmission Spectra

After the difficulty of obtaining near-IR transmission spectra in the past, conclusive

observations are finally starting to be made. It was confirmed by Crouzet et al. (2012)

that extracting planetary spectra is at the limits of NICMOS’ capability, and these au-

thors confirmed that the NICMOS transmission spectrum of XO-2b is consistent with

either a water detection or a flat spectrum. Recently, WFC3 has provided a dramatic

improvement over NICMOS in reliability. Follow-up observations of XO-1b, where wa-

ter was previously detected with NICMOS (Tinetti et al. 2010) and then shown to be

inconclusive (Gibson et al. 2011), now show muted water features at an amplitude of

0.84 times the predicted level (Deming et al. 2013). Unlike any of the previously stud-

ied planets, the transmission spectrum of WASP-19b has been observed with WFC3

and Magellan to show the 1.4 µm water feature consistent with clear-atmosphere so-

lar abundance models (Bean et al. 2013; Huitson et al. 2013; Mandell et al. 2013,

Chapter 6). The Magellan spectrum could be consistent with muted features how-

ever, and fits well to both C-rich and O-rich models. Additionally, the observations are

unable to confirm or reject the presence of water features at longer wavelengths. Sim-

ilarly, HAT-P-1b has recently been observed to have a water feature in transmission

in agreement with solar abundance clear-atmosphere models using WFC3 (Wakeford

et al. 2013). Such results suggest a surprising diversity among the studied exoplan-

ets, with the mechanisms behind the differences currently unclear.

Also, WASP-12b is now starting to be extensively studied. The radii in the

3.6 and 4.5 µm Spitzer bands are lower compared to the near-IR than predicted by

clear-atmosphere models and the opacity appears greater in the 3.6 µm band than

in the 4.5 µm band (Cowan et al. 2012; Stevenson et al. 2013). Furthermore, al-

though the transmission spectrum in the near-IR obtained with WFC3 is inconclusive

regarding the presence of molecular features, the transmission spectrum is best fit

by a Mie scattering signature when optical STIS, near-IR and IR data are combined

homogeneously (Sing et al. 2013; Stevenson et al. 2013; Cowan et al. 2012; Swain

et al. 2013). Figure 1.20 shows a summary of the current transmission observations

22Where a compound condenses and then falls out of the atmosphere due to gravity.
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for WASP-12b except the optical STIS data, which is not yet published, and which

provides a significant improvement on the precision obtained by Gemini.
Transmission Spectroscopy of the Hot-Jupiter WASP-12b from 0.7 to 5 µm 15

FIG. 19.— WASP-12b corrected transmission spectrum with cloud-free atmospheric models. The data include Gemini-N/GMOS observations (blue circles)
in the red optical, HST/WFC3 observations (green squares) in the NIR, and Spitzer/IRAC observations (red triangles, Kurucz model) from 3 – 5 µm. A second
set of red triangles without uncertainties utilize a PHOENIX stellar model to correct for the companion star (see Section 5); results from both stellar models are
consistent. The solid black line depicts an atmospheric model with a solar C/O and the dashed orange line corresponds to a planetary atmosphere with a C/O >
1. In comparing the data to the bandpass-integrated models (colored diamonds), we see that the available data at their current precision do not clearly favor one
model over the other.
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Figure 1.20: Summary of current results for the transmission spectrum of WASP-12b
by Stevenson et al. (2013). The optical results are from their Gemini GMOS data.
These authors re-analysed the WFC3 data first presented in Swain et al. (2013) and
the Spitzer data first presented in Cowan et al. (2012).

UV Transmission Spectra

Due to low stellar fluxes, UV transmission spectroscopy is extremely challenging and

only possible for bright targets. So far, the UV transits of only a few planets have

been observed, including WASP-12b, 55 Cancri b and GJ 436. In the extended atmo-

sphere of WASP-12b, Fossati et al. (2010) found evidence of Mg II at the 2.8 σ level.

They also found other 3 σ deviations from the continuum in the planet’s atmosphere,

indicative of other metal lines, but the interpretation depends on the wavelength so-

lution chosen. The authors also noted an early ingress, which is explained by Llama

et al. (2011) as due to a magnetospheric bow shock. In GJ 436b, the Lyman α line has

been observed in the planet’s atmosphere with a signal of 11 %, implying an escape

rate of 1010 g s−1 (Ehrenreich et al. 2011). Also a hint of an extended atmosphere

has been observed around 55 Cancri b, a planet in possible grazing alignment with

the star in a five-planet system (including the hot transiting super-Earth 55 Cancri e).

Ehrenreich et al. (2012) found large Lyman α absorption at inferior conjunction of the

planet, suggesting that the upper atmosphere of the planet produces a partial transit.

No signal was detected from 55 Cancri e, placing an upper limit of 3 × 108 g s−1 on its

upper atmospheric escape rate.
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Emission Spectra

There are many planets for which one secondary eclipse depth has been measured,

which constrains the temperature at one altitude. However, this thesis is focussed on

transmission spectroscopy, which samples a higher altitude than those sampled by IR

emission spectroscopy. Since determining a T -P profile from a transmission spectrum

is currently only possible for the most favourable targets, the most useful constraints

for my goals are cases where the eclipse depth has been measured in more than one

band, constraining the temperature profile of one part of the atmosphere. Such results

can help explain the features that are seen in transmission. Therefore, in this section

I only discuss here one planet in detail, which is WASP-19b, since the measurement

of its transmission spectrum forms the basis of Chapter 6. I will then briefly overview

those planets which have been well studied and then discuss broad properties of the

hot Jupiter exoplanet class as a whole.

WASP-19b is one of the most studied planets in secondary eclipse, apart from

HD 189733b and HD 209458b, because it is one of the hottest known transiting ex-

oplanets and has a very large eclipse depth. There have been photometric obser-

vations of the secondary eclipse of WASP-19b in the optical, z, H and K bands,

and at 1.19, 3.6, 4.5, 5.8 and 8.0 µm (Anderson et al. 2010; Gibson et al. 2010;

Burton et al. 2012; Lendl et al. 2013; Anderson et al. 2013; Abe et al. 2013). The

results are consistent with no strong thermal inversion and also tentatively suggest

an oxygen-dominated atmosphere when compared with the models of Madhusud-

han et al. (2011b); Madhusudhan (2012). Figure 1.21 summarises the results for the

emission spectrum. The optical signal could be due to either thermal or reflected

components and Abe et al. (2013) find an upper limit for the geometric albedo of

0.27 ± 0.13.

There are some other exoplanets which have been observed in detail in their

secondary eclipse. One interesting case is that of WASP-12b. Initially, observations

indicated a planet with a weak thermal inversion and inefficient thermal redistribution

(López-Morales et al. 2010; Croll et al. 2011b; Zhao et al. 2012; Crossfield et al.

2012b). However, it was later found that the spectra were best fitted with a high C/O

ratio and potentially efficient thermal redistribution due to shallow IR eclipse depths

(Madhusudhan et al. 2011a). The picture then became more confusing when Cowan

et al. (2012) measured eclipse depths in the Spitzer 3.6 and 4.5 µm bands which

were too different to reconcile with either a solar or a high C/O ratio. A possible

explanation was recently revealed by Crossfield et al. (2012a), who pointed out that

WASP-12 has an M dwarf companion star initially reported by Bergfors et al. (2011,

2013). The companion star will cause eclipse depths to be underestimated, and since

it is cooler than WASP-12, the effect will be more significant at longer wavelengths.
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border between inversion and no-inversion and therefore is
consistent with our finding that WASP-19b does not have a
strong inversion.

We note that in their activity-inversion plot (their
figure 5), Knutson, Howard & Isaacson (2010) omit XO-3
but include TrES-4, HAT-P-7 and WASP-18, all of which
have Teff ! 6200. XO-3b has a temperature inversion and
XO-3 has a log R′

HK index indicative of activity, which
seems to contradict the activity-inversion hypothesis. The
other three planets have inversions and orbit quiet stars.
Knutson, Howard & Isaacson (2010) concluded that in fact
XO-3 is likely to be chromospherically quiet, based on a vi-
sual inspection of their spectrum and having noted that the
log R′

HK calibration is unreliable for stars with Teff ! 6200.
Perhaps then TrES-4, HAT-P-7 and WASP-18 are also sus-
pect since they also have Teff ! 6200.

4.3 Atmospheric composition

We find that the observations can be explained by models
with oxygen-rich as well as carbon-rich compositions. The
absorption in the near-IR (1.6 and 2.09 µm) bands is min-
imal due to the lack of major molecular features. The con-
straints on the composition come primarily from the IRAC
data, which together encompass features of CO, H2O, CH4,
and CO2. The near-IR data, however, are critical to con-
straining the temperature of the lower atmosphere and thus
are key in anchoring the model-atmosphere spectra to the
measured SED. Two models with different C/O ratios, C/O
= 0.5 (oxygen-rich) and C/O = 1 (carbon-rich), are shown
in Fig. 4. As demonstrated in Madhusudhan et al. (2011b),
CO is a dominant carbon-bearing molecule in both C-rich
and O-rich regimes. Consequently, the 4.5 µm absorption in
both models in Fig. 4 is caused primarily by CO absorption;
in the O-rich model CO2 contributes additional absorption
in this channel. The absorption in the 3.6, 5.8, and 8.0 mi-
cron IRAC channels in the O-rich model is caused primarily
by H2O absorption, whereas absorption in the C-rich model
is caused by a combination of H2O and CH4 absorption;
H2O is depleted by a factor of 100 and CH4 is enhanced by
a factor of 1000 with respect to the O-rich model, both of
which are chemically feasible (Madhusudhan et al. 2011b).
The principle difficulty in differentiating between the two
models with the current data are the large uncertainties in
the 5.8 and 8.0 µm IRAC data. For example, a high 5.8 µm
point would indicate low water absorption, and hence high
C/O, as demonstrated in Madhusudhan et al. (2011a). New
observations in the near infrared can differentiate between
spectra from the carbon-rich and oxygen-rich compositions
(e.g. Madhusudhan et al. 2011a). The water abundance can
be measured via transmission spectoscopy of the 1.4 µm
water band using the G141 grism of HST/WFC3; these ob-
servations were recently peformed for WASP-19b by Deming
(2009). We could measure, or at least place useful constraints
on, the TiO abundance with ground-based occultation ob-
servations in the z and J bands.

4.4 Orbital eccentricity

For a circular orbit, mid-occultation occurs half an orbital
period after mid-transit. We find the occultation to occur

Figure 4. Spectral energy distribution of WASP-19b relative to
that of its host star. The blue dots are our fitted planet-to-star
flux density ratios. The observation-band transmission curves are
shown along the abscissa. The planet-to-star flux density ratios in-
dicate the absence of a strong temperature inversion. Two model-
atmosphere spectra are shown, each of which fits the data and
lacks a temperature inversion. One model has a C/O ratio of
0.5 and is shown as a green line. The other has a C/O ratio of
1.0 is depicted by a red line. The corresponding band-integrated
model fluxes are shown as dots with the same colour scheme.
The models’ pressure–temperature profiles down to 100 bar are
shown in the inset. Assuming zero albedo, the maximum dayside-
to-nightside redistribution efficiency is 20 per cent for the C-rich
model and 34 per cent for the O-rich model. The three dotted lines
show planetary black bodies with temperatures of 1800, 2250 and
2900 K (chosen to give a sense of scale to the spectra) divided by
a stellar spectrum.

only 4+35
−30 s later than this and constrain both e cos ω and

e sin ω to a small region around zero. Hence, the orbit is
very nearly circular, though the available data do permit a
small, non-zero eccentricity providing that the major axis of
the orbit is near-aligned with our line of sight, such that the
occulation time is not affected (i.e. |ω| ≈ 90; Figure 5). We
place a 3-σ upper limit on eccentricity of e < 0.027.

Hot Jupiters are considered to have been moved inwards
to close orbits through planet–planet scattering or by the
Kozai mechanism and tidal circularisation (e.g.: Naoz et al.
2011; Wu & Lithwick 2011; Batygin, Morbidelli & Tsiganis
2011). However, for the very shortest-period systems, such
as WASP-19b, it is unlikely that they could have been
moved directly to their current orbit, since that would
have required careful fine-tuning to avoid destruction by
collision with the star. Thus most likely WASP-19b was
first moved to an orbit near ∼ 2 Roche radii and has
since spiralled inwards through tidal orbital decay (see
Guillochon, Ramirez-Ruiz & Lin 2011 and the discussion of
WASP-19b specifically in Hellier et al. 2011).

From tidal theory, the circularisation of a hot Jupiter’s
orbit is thought to proceed much faster than the infall,
and this is consistent with the the observation that hot
Jupiters tend to be in circular orbits. Thus the suggestion
that WASP-19b has undergone significant tidal decay, from
∼ 2 Roche radii to the current 1.2 Roche radii, leads to the
expectation that the current eccentricity will be essentially
zero, in line with our results.

c© 2012 RAS, MNRAS 000, 1–12
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Fig. 8: The combined lightcurves in each of the observed bands
binned in five minute intervals. The lightcurves are a combina-
tion of (from top to bottom) three, one, nine and two observa-
tions. Using the displayed five minute intervals, the RMS of the
residuals in the interval [-0.05,0.05] days are (from top to bot-
tom) 432, 1021, 321 and 487 ppm.

Fig. 9: The planet/star radius ratios obtained from an MCMC
analysis of all data while allowing for filter-dependent transit
depths. The error-bars in wavelength are spanning the filters ef-
fective width. Note that the deviation IC lightcurve is based on
only a single observation.

5. Discussion

From the homogeneous set of TRAPPIST I+z’ lightcurves, we
can evaluate the photometric improvement obtained from com-
bining lightcurves. As presented in Figure 5, we are not far from
the ideal case of only white noise. Note that, even if combining
as many as nine lightcurves, we are still gaining in photometric
precision by adding additional transits.

Following our observation strategy of deriving the most ac-
curate measurement of the overall transit shape and thus the
planetary parameters, we can reduce correlated noise, which

Fig. 10: A histogram of the results obtained from modeling com-
binations of five (green), seven (blue) and nine (red) occulta-
tions.

Fig. 11: The model spectra of the dayside atmosphere of WASP-
19b computed by Madhusudhan (2012) compared to observa-
tions. The z’-band and 1.19 µm observations presented in this
work are shown in blue, while the data of Anderson et al. (2010,
2011), Burton et al. (2012) and Gibson et al. (2010) are shown
in black. The two model atmospheres shown have been com-
puted for the carbon-dominated (C/O = 1.1, red) and oxygen-
dominated (C/O = 0.4, green) case and are reproduced here with
kind permission of N. Madhusudhan.

can drastically affect single lightcurves. This is most evident
if the same transit is observed simultaneously using different
instruments. In the case of a combination of nine TRAPPIST
lightcurves, we have measured the planet/star radius ratio with
a precision of 0.7% in I+z’ -band, while three observations
with EulerCam in r’ -band and a combination of two EulerCam
lightcurves and a FTS yield slightly larger errors, giving a preci-
sion of 0.9 and 1.0 %. While these values agree well within their
error bars, a single lightcurve obtained in IC-band gives a 2.6 σ
lower value. This lightcurve is showing a small flux increase dur-
ing transit (possibly the signature of a star spot), and we suggest
this possible radius variation to be verified with additional data.
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Figure 1.21: Emission spectra of WASP-19b. Left: Plot from Anderson et al. (2013)
showing their results at 3.6, 4.5, 5.8 and 8.0 µm along with the results of Anderson
et al. (2010) and Gibson et al. (2010). Overplotted are models with and without tem-
perature inversions from Madhusudhan et al. (2011b). Right: Plot from Lendl et al.
(2013) showing their results in z band and at 1.19 µm, along with the literature val-
ues from the left plot and another z band observation from Burton et al. (2012). Also
shown are models from Madhusudhan (2012) with different C/O ratios.

After correcting for the effect of the companion star, Crossfield et al. (2012a) found

that the emission spectrum is well approximated by a blackbody, and hence the planet

lacks a stratosphere.

Other planets observed in multiple bands include CoRoT-1b, which has an in-

version in the atmosphere deeper than the region sampled by Spitzer observations,

a small but non-zero heat transfer from day to night side (Pn = 0.1) and a very low

bond albedo consistent with zero (Rogers et al. 2009 and references therein). Another

planet sampled in detail is HD 149026b, which has no indication of a temperature in-

version, moderate thermal redistribution ( f = 0.5) and large amounts of CO and CO2

(Stevenson et al. 2012a and references therein). Finally, multi-wavelength analysis

shows that TrES-3b is unlikely to have a temperature inversion (Christiansen et al.

2011 and references therein).

Such detailed analysis is not available for many planets. However, while the

secondary eclipses of a greater number of planets have only been observed in a

single band, or even two bands, the results can still be used to try to understand broad

characteristics of the hot Jupiter class. For example, Knutson et al. (2010) used the

difference in eclipse depth measured in Spitzer ’s 3.6 and 4.5 µm bands as a measure

of whether an atmosphere contains a stratosphere. In a cloud-free atmosphere, the

3.6 µm wavelength should sample deeper into the atmosphere. Therefore, if the

eclipse depth at 3.6 µm is greater than that at 4.5 µm then there is no inversion. If

the eclipse depth at 4.5 µm is greater than the eclipse depth at 3.6 µm then there is
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an inversion. Similar values at both wavelengths indicate an isothermal atmosphere.

Knutson et al. (2010) found a correlation between the presence or absence of thermal

inversions and the activity level of the star, quantified by the chromospheric Ca II H

& K line emission ratios of log(R′HK). It is possible that radiation from stars with high

activity levels could break down TiO, explaining the lack of observed stratospheres in

planets which orbit active stars. Figure 1.22 shows the trend.No. 2, 2010 STELLAR ACTIVITY AND HOT JUPITER EMISSION SPECTRA 1573
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Figure 4. Stellar effective temperature vs. Ca ii H & K activity index log(R′
HK),

which tracks the amount of emission in the Ca ii H & K line core. Active stars
have stronger emission features and correspondingly large values of log(R′

HK);
because the calibration for log(R′

HK) is uncertain for stars with effective
temperatures higher than 6200 K (Noyes et al. 1984), we have marked this
region with diagonal gray lines on this plot. Planets classified in the literature
as having temperature inversions are shown as red circles, while planets in
the literature that are well-described by non-inverted atmosphere models are
shown as blue stars (see Section 3 for a discussion of WASP-2). CoRoT-2 (gray
square) has an unusual spectrum that is not well-described by either model, and
XO-3 (red downward arrow) has temperature inversion and orbits a star with a
relatively high log(R′

HK) value but no visible emission in the Ca ii H & K line
cores by inspection (see Section 2.1). Although cooler stars tend on average to
be more active, there is still a range of activity possible within a given spectral
type: XO-2, WASP-2, and TrES-1 differ by less than 100 K, and yet TrES-1 is
moderately active while XO-2 and WASP-2 appear to be quiet. For reference,
we give the spectral types for a range of effective temperatures at the top of
the plot.

explanations, see Deming et al. 2010), and we therefore denote
this planet in Figures 4 and 5 with a gray square rather than
placing it in either of the two standard classes.

We exclude planets with observations in only one bandpass
(e.g., HD 149026b; Harrington et al. 2007; Knutson et al.
2009), as well as systems with only ground-based observa-
tions (e.g., WASP-19b; Gibson et al. 2010; Anderson et al.
2010), as models for these planets are poorly constrained. We
also exclude cooler (<1000 K), core-dominated planets such as
GJ 436b and HAT-P-11b, as these planets may not fit into the
simple classification scheme used to describe hot Jupiter at-
mospheres (indeed, this appears to be the case for GJ 436b;
Stevenson et al. 2010; Beaulieu et al. 2010). We classify each
of the well-characterized hot Jupiters as “inverted” or “non-
inverted” according to the best-consensus interpretation avail-
able in the literature for that planet, except where otherwise
noted. Figure 4 shows the stellar effective temperatures Teff and
Ca ii H & K line strengths for each of these systems. We find
that the “non-inverted” atmosphere types are consistently as-
sociated with the most chromospherically active stars, whereas
“inverted” atmosphere types are associated with quiet stars.

4. AN EMPIRICAL METHOD FOR CLASSIFYING HOT
JUPITER EMISSION SPECTRA

The classification scheme described in Section 3 relies on
comparisons between the observed hot Jupiter emission spectra
and one-dimensional model atmospheres for these planets. In
this section, we develop a model-independent classification
scheme that relies on the relative secondary eclipse depths in
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Figure 5. Empirical index for classifying hot Jupiter emission spectra vs. Ca ii
H & K activity index log(R′

HK). We derive our index by fitting the 3.6 and
4.5 µm secondary eclipse depths as measured in the Spitzer IRAC bands with a
blackbody function for the planet and take the difference between the measured
slope across the 3.6 and 4.5 µm bands and the value predicted by the best-fit
blackbody function. Planets with blackbody emission will have an index close
to zero, whereas planets with negative values are brighter than predicted at
3.6 µm and fainter at 4.5 µm, and planets with positive values have the opposite
behavior. Planets classified in the literature as having atmospheric temperature
inversions are shown as red circles, while planets without temperature inversions
are shown as blue stars (see Section 3 for a discussion of WASP-2b). CoRoT-2b
(gray square) has an unusual spectrum that is not well-described by either model,
and we have excluded XO-3 from this plot as its activity level is ambiguously
determined from its spectrum (see Section 2.1). The vertical dashed line at
−0.05 delineates a distinction between atmosphere types; in reality there is
likely a continuum of behaviors ranging from the default strong absorption (i.e.,
no inversion), to weak absorption (corresponding to a weak inversion), to no
absorption or even emission from an increasingly strong stratosphere.

the 3.6 and 4.5 µm IRAC bandpasses to distinguish between
atmosphere types. We select these two bands because they (1) are
some of the most widely available observations for hot Jupiter
atmospheres, (2) are usually the most precisely measured eclipse
depths available, and (3) provide the strongest constraints
on atmosphere models (e.g., Madhusudhan & Seager 2009).
Because the 3.6 µm data for TrES-1 are currently unpublished,
we completed a preliminary analysis of the secondary eclipse
in this channel using the methods described in Knutson et al.
(2009) and derive an eclipse depth of 0.085% ± 0.013%, which
we use for the analysis presented here.

In order to classify each planet, we take the measured planet-
star flux ratios in the 3.6 and 4.5 µm bands and fit them with
a blackbody model for the planet where the temperature is
allowed to vary freely. We use a PHOENIX model atmosphere
(Hauschildt et al. 1999) for the star where we interpolate in Teff
and log(g) to match the star’s observed properties and set the
metallicity equal to zero. We calculate the predicted planet-star
flux ratio in each of the Spitzer bands using the transmission
functions provided in the Spitzer Observer’s Manual and then
compare the resulting predictions to the observed slope across
the 3.6–4.5 µm bands. Planets with strong inversions have lower
fluxes at 3.6 µm and higher fluxes at 4.5 µm compared to our
best-fit blackbody function, while planets without inversions
show stronger emission at 3.6 µm and weaker emission at
4.5 µm. In the models described in Section 3, this difference
results from the fact that the 4.5 µm band contains both water
and CO bands while the 3.6 µm band is relatively unaffected by
these molecules. As these molecules switch from absorption to
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which tracks the amount of emission in the Ca ii H & K line core. Active stars
have stronger emission features and correspondingly large values of log(R′

HK);
because the calibration for log(R′

HK) is uncertain for stars with effective
temperatures higher than 6200 K (Noyes et al. 1984), we have marked this
region with diagonal gray lines on this plot. Planets classified in the literature
as having temperature inversions are shown as red circles, while planets in
the literature that are well-described by non-inverted atmosphere models are
shown as blue stars (see Section 3 for a discussion of WASP-2). CoRoT-2 (gray
square) has an unusual spectrum that is not well-described by either model, and
XO-3 (red downward arrow) has temperature inversion and orbits a star with a
relatively high log(R′

HK) value but no visible emission in the Ca ii H & K line
cores by inspection (see Section 2.1). Although cooler stars tend on average to
be more active, there is still a range of activity possible within a given spectral
type: XO-2, WASP-2, and TrES-1 differ by less than 100 K, and yet TrES-1 is
moderately active while XO-2 and WASP-2 appear to be quiet. For reference,
we give the spectral types for a range of effective temperatures at the top of
the plot.

explanations, see Deming et al. 2010), and we therefore denote
this planet in Figures 4 and 5 with a gray square rather than
placing it in either of the two standard classes.

We exclude planets with observations in only one bandpass
(e.g., HD 149026b; Harrington et al. 2007; Knutson et al.
2009), as well as systems with only ground-based observa-
tions (e.g., WASP-19b; Gibson et al. 2010; Anderson et al.
2010), as models for these planets are poorly constrained. We
also exclude cooler (<1000 K), core-dominated planets such as
GJ 436b and HAT-P-11b, as these planets may not fit into the
simple classification scheme used to describe hot Jupiter at-
mospheres (indeed, this appears to be the case for GJ 436b;
Stevenson et al. 2010; Beaulieu et al. 2010). We classify each
of the well-characterized hot Jupiters as “inverted” or “non-
inverted” according to the best-consensus interpretation avail-
able in the literature for that planet, except where otherwise
noted. Figure 4 shows the stellar effective temperatures Teff and
Ca ii H & K line strengths for each of these systems. We find
that the “non-inverted” atmosphere types are consistently as-
sociated with the most chromospherically active stars, whereas
“inverted” atmosphere types are associated with quiet stars.

4. AN EMPIRICAL METHOD FOR CLASSIFYING HOT
JUPITER EMISSION SPECTRA

The classification scheme described in Section 3 relies on
comparisons between the observed hot Jupiter emission spectra
and one-dimensional model atmospheres for these planets. In
this section, we develop a model-independent classification
scheme that relies on the relative secondary eclipse depths in
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Figure 5. Empirical index for classifying hot Jupiter emission spectra vs. Ca ii
H & K activity index log(R′

HK). We derive our index by fitting the 3.6 and
4.5 µm secondary eclipse depths as measured in the Spitzer IRAC bands with a
blackbody function for the planet and take the difference between the measured
slope across the 3.6 and 4.5 µm bands and the value predicted by the best-fit
blackbody function. Planets with blackbody emission will have an index close
to zero, whereas planets with negative values are brighter than predicted at
3.6 µm and fainter at 4.5 µm, and planets with positive values have the opposite
behavior. Planets classified in the literature as having atmospheric temperature
inversions are shown as red circles, while planets without temperature inversions
are shown as blue stars (see Section 3 for a discussion of WASP-2b). CoRoT-2b
(gray square) has an unusual spectrum that is not well-described by either model,
and we have excluded XO-3 from this plot as its activity level is ambiguously
determined from its spectrum (see Section 2.1). The vertical dashed line at
−0.05 delineates a distinction between atmosphere types; in reality there is
likely a continuum of behaviors ranging from the default strong absorption (i.e.,
no inversion), to weak absorption (corresponding to a weak inversion), to no
absorption or even emission from an increasingly strong stratosphere.

the 3.6 and 4.5 µm IRAC bandpasses to distinguish between
atmosphere types. We select these two bands because they (1) are
some of the most widely available observations for hot Jupiter
atmospheres, (2) are usually the most precisely measured eclipse
depths available, and (3) provide the strongest constraints
on atmosphere models (e.g., Madhusudhan & Seager 2009).
Because the 3.6 µm data for TrES-1 are currently unpublished,
we completed a preliminary analysis of the secondary eclipse
in this channel using the methods described in Knutson et al.
(2009) and derive an eclipse depth of 0.085% ± 0.013%, which
we use for the analysis presented here.

In order to classify each planet, we take the measured planet-
star flux ratios in the 3.6 and 4.5 µm bands and fit them with
a blackbody model for the planet where the temperature is
allowed to vary freely. We use a PHOENIX model atmosphere
(Hauschildt et al. 1999) for the star where we interpolate in Teff
and log(g) to match the star’s observed properties and set the
metallicity equal to zero. We calculate the predicted planet-star
flux ratio in each of the Spitzer bands using the transmission
functions provided in the Spitzer Observer’s Manual and then
compare the resulting predictions to the observed slope across
the 3.6–4.5 µm bands. Planets with strong inversions have lower
fluxes at 3.6 µm and higher fluxes at 4.5 µm compared to our
best-fit blackbody function, while planets without inversions
show stronger emission at 3.6 µm and weaker emission at
4.5 µm. In the models described in Section 3, this difference
results from the fact that the 4.5 µm band contains both water
and CO bands while the 3.6 µm band is relatively unaffected by
these molecules. As these molecules switch from absorption to

Figure 1.22: Figures from Knutson et al. (2010) showing the activity levels of various
stars compared to whether or not their atmospheres are measured to host a thermal
inversion. Left: Stellar effective temperature vs. activity index. The shaded region is
where the calibration for log(R′HK) is uncertain (Noyes et al. 1984). Right: Their index
for classifying temperature inversions vs. stellar activity index. In both plots, plan-
ets classified as having temperature inversions are shown as red circles and planets
without are shown as blue stars. The spectrum of CoRoT-2b is unusual and is not
described well by either model. XO-3b orbits a star with a high log(R′HK) ratio, but no
emission visible in the Ca II H & K lines by inspection. The planet has a stratosphere.
See Knutson et al. (2010) for the individual references for each observation.

Recent results since the paper of Knutson et al. (2010) are still relatively consis-

tent with the trend. WASP-24b, WASP-43b, WASP-14b and WASP-5b have all been

shown to lack strong temperature inversions (Blecic et al. 2011; Smith et al. 2012;

Blecic et al. 2013; Baskin et al. 2013). Of these, WASP-24 is not chromospherically

active (log(R′HK) = −4.98 ± 0.12, Smith et al. 2012) and WASP-5b is moderately active

(log(R′HK) = −4.75, Baskin et al. 2013).

Another interesting comparison that can be drawn between many planets with

only one or a small number of secondary eclipse measurements is their thermal redis-

tribution efficiencies. Knowing the distance of the planet from the star and the star’s

effective temperature, the day-side equilibrium temperature can be calculated from

Equation (1.16) by assuming some recirculation efficiency, f , and some Bond albedo,

AB. If an assumption is made about the albedo of the planet, then the secondary

eclipse depth can be used to infer the recirculation efficiency. Using the assumption

of AB = 0, Cowan & Agol (2011) compared redistribution efficiency as measured by
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the secondary eclipse depth to the irradiation of the planet for many planets. A large

secondary eclipse depth, and hence a high day side temperature would indicate in-

efficient thermal redistribution. They found that planets with equilibrium temperatures

below ∼ 2000 K display more efficient thermal redistribution than planets with equilib-

rium temperatures above ∼ 2000 K, suggesting that the mechanisms responsible for

thermal redistribution break down at hotter temperatures (see Figure 1.23).

There is so far no clear model explicitly explaining the mechanisms for thermal

redistribution. Perna et al. (2012) computed 3D models with dual-band radiative trans-

fer and found that recirculation starts to break down at temperatures of around 2000 K,

consistent with observations. The efficiency of thermal redistribution is partly depen-

dent on the ratio of radiative to advective timescales, but they found that opacity-driven

effects (such as TiO causing irradiation to be deposited higher up) are secondary to

the effects of irradiation. Figure 1.23 also shows some of their results.

The Astrophysical Journal, 729:54 (11pp), 2011 March 1 Cowan & Agol

Figure 4. Global distribution function for short-period exoplanets in the AB–ε
plane. The gray scale shows the sum of the normalized PDF for the 24 planets
in our sample. The data mostly consist of infrared day-side fluxes, leading to
the dominant degeneracy (see first the dotted line in Figure 1).

Figure 5. Solid black line shows the projection of the two-dimensional PDF
(the gray scale of Figure 4) projected onto the ε-axis. The dashed line shows the
ε-distribution if one requires that all planets have Bond albedos less than 0.1;
under this assumption, we see hints of a bimodal distribution in heat circulation
efficiency.

of albedo. Interestingly, the dashed line does show tentative
evidence of two separate peaks in ε: if short-period giant planets
have uniformly low albedos, then there appear to be two modes
of heat recirculation efficiency. We revisit this idea below.

Figure 6 shows that planets in this sample are consistent with
a low Bond albedo. Note that this constraint is based entirely
on near- and mid-infrared observations, and is thus independent
from the claims of low albedo based on searches for reflected
light (Rowe et al. 2008, and references therein). Furthermore,
this is a constraint on the Bond albedo, rather than the albedo in
any limited wavelength range.

In Figure 7 we plot the dimensionless day-side effective
temperature, Td/T0, against the maximum expected day-side
temperature, Tε=0. Planets should lie below the solid red
line, which denotes Tε=0 = (2/3)1/4T0. Of the 24 planets
in our sample, only one (Gl 436b) has a day-side effective
temperature significantly above the Tε=0 limit.7 This planet is

7 This is driven by the abnormally high 3.6 µm brightness temperature;
including the 4.5 µm eclipse upper limit does not significantly change our
estimate of this planet’s effective temperature.

Figure 6. Solid black line shows the projection of the two-dimensional
probability distribution function (the gray scale of Figure 4) projected onto
the AB-axis. The cumulative distribution function (not shown) yields a 1σ upper
limit of AB < 0.35.

Figure 7. Dimensionless day-side effective temperature, Td/T0, plotted against
the maximum expected day-side temperature, Tε=0. The red lines correspond
to three fiducial limits of recirculation, assuming AB = 0: no recirculation
(solid), uniform day-hemisphere (dashed), and uniform planet (dotted). The gray
points indicate the default values (using only observations with λ > 0.8 µm)
for the four planets whose optical eclipse depths may be probing thermal
emission rather than just reflected light (from left to right: TrES-2b, CoRoT-2b,
CoRoT-1b, HAT-P-7b). For these planets, we have here elected to include optical
measurements in our estimate of the day-side bolometric flux and effective
temperature, shown in black. The cyan asterisks denote those hot Jupiters known
not to have a stratospheric inversion according to Knutson et al. (2010). They
are, from left to right, TrES-1b, HD 189733b, TrES-3b, and WASP-4b. The two
red “×”s denote the eccentric planets in our sample, which are also the two
worst outliers.
(A color version of this figure is available in the online journal.)

by far the coolest in our sample, it is on an eccentric orbit,
and observations indicate that it may have a non-equilibrium
atmosphere (Stevenson et al. 2010). There is no reason, on the
other hand, that planets should not lie below the red dotted line
in Figure 7: all it would take is non-zero Bond albedo. That
said, only 3 of the 24 planets we consider are in this region, with
the greatest outlier being HD 80606b, a planet on an extremely
eccentric orbit with superior conjunction nearly coinciding with
periastron. As such, it is likely that much of the energy absorbed
by the planet at that point in its orbit performs mechanical work
(speeding up winds, puffing up the planet, etc., see also Cowan
& Agol 2011) rather than merely warming the gas. Gl 436b and
HD 80606b are denoted by red “×”s in Figure 7.
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is the characteristic timescale on which thermal energy is
radiated away by a parcel of fluid. The latter is given by the ratio
of the thermal heat content (cP Tmaxm̃ where m̃ = P/gp is the
column mass in hydrostatic equilibrium) to the re-emitted flux
(σSBT 4

max). Note that Tmax ≡ T (max{vΘ}). In other words, both
timescales are evaluated at the location where the zonal velocity
attains its maximum value. Equation (11) is valid at optical
depths close to or greater than unity; more precise versions of it
carry an order of unity correction factor related to the efficiency
of heat redistribution.

Hot Jovian atmospheres possess radiative timescales that vary
across many orders of magnitude. At the top of the atmosphere
(∼1 mbar), the atmosphere is radiative (trad # tadv); at the
bottom (∼1 kbar), it is advective (trad $ tadv). The shortwave
opacity controls the height/depth at which the bulk of the
starlight is deposited. If the deposition occurs mostly near the
top of the atmosphere (high κS), then the hotspot offset is small.
Conversely, if it occurs near the bottom, then the offset is large.
Thus, there is a degeneracy of the hotspot offset on irradiation
and optical opacity.

We denote the flux emerging from the longwave photosphere
by FOLR (where “OLR” denotes the “outgoing longwave radia-
tion,” a term commonly used in the atmospheric/climate science
community). Denoting the latitude by Φ, its latitudinal average
is (Cowan & Agol 2008)

〈FOLR〉 ≡ 1
π

∫ π/2

−π/2
FOLR cos2 ΦdΦ . (12)

With the longitude denoted by Θ, the total flux from each
hemisphere of the exoplanet is defined as

Fday,night = 1
π

∫ Θmax

Θmin

〈FOLR〉 dΘ , (13)

where {Θmin, Θmax} = {π/2, 3π/2} for the day side. The night
side is described by {Θmin, Θmax} = {0,π/2} and {3π/2, 2π}.
The substellar point is set at Θ = π . In computing the
day–night flux contrast, we have chosen to deal entirely with
the latitudinally averaged OLR or one-dimensional “brightness
map,” rather than the thermal phase curve which is a convolution
of the physical distribution of flux across longitude and its
geometric projection to the observer (Cowan & Agol 2008).
Additionally, we choose to plot the ratio of night-to-day fluxes,
rather than the more familiar day-to-night ratio, since this is a
quantity that ranges between 0 and 1 (rather than between 1 and
infinity). However, our discussion will be mostly in the context
of day-to-night flux ratios, which we generally refer to as the
“day–night contrast.”

Figure 2 shows the day–night contrast for the 16 reference
models that we have studied. The three coldest Models C, C1,
and C2 display a near-perfect redistribution of the heating, with
comparable day and night fluxes. A slight contrast starts to ap-
pear for the W model (irradiated by F0 = 2×108 erg cm−2 s−1),
and it then gradually increases with the strength of the irradi-
ating flux. For the same value of F0, models with temperature
inversions display a larger day–night flux contrast since the bulk
of the starlight is deposited higher up in the atmosphere where
the flow is dominated by radiative cooling rather than advec-
tion. The dependence of the flux contrast on opacity (and hence
on the presence or not of temperature inversions) is consistent
with the results of Fortney et al. (2008) using one-dimensional
models (see also Dobbs-Dixon & Lin 2008).

Figure 2. Top: ratio of nightside to dayside hemispheric, infrared fluxes for
models with various degrees of irradiation. The night–day contrast decreases
with Tirr, indicating a weakening of the heat redistribution with increasing
irradiating fluxes. Models with temperature inversions display a larger flux
contrast, but this is a secondary effect compared to the irradiating flux. Bottom:
ratios between the advective and the radiative timescale for the models of the
top panel. Redistribution begins to break down when the advective timescale
becomes much larger than the radiative time.
(A color version of this figure is available in the online journal.)

The bottom panel of Figure 2 shows the ratio between the
advective and the radiative timescales as previously defined, for
each of the models of the upper panel. Recall that since flow
velocities vary with latitude, and so do the physical distances
traveled by the flow from one side to the other of the exoplanet,
the advective time is a function of Φ. To assign a unique value
in Figure 2, we searched for the latitude at which the zonal
flow attains its maximum speed, and computed the timescales
at that latitude. For the coldest cases, the advective and the
radiative times are within an order of magnitude of each other.
The fluctuations in tadv/trad arise from the fact that the difference
between Tmax and the mean temperature of the flow becomes
less pronounced as the strength of irradiation decreases. In other
words, describing whether the zonal flow is predominantly
advective or radiative by a single number becomes a less
robust exercise when the flow becomes more zonally symmetric.
Instead, the day–night flux contrast is a better indicator.

As the irradiating flux becomes more intense, the ratio tadv/trad
rapidly increases. Our numerical results hence support the qual-
itative expectation that it is the relative magnitude of these two
timescales which mainly determines the extent of heat redistri-
bution, and consequently the day–night flux contrast (Showman
& Guillot 2002). We note that, while our study has focused
on spin-synchronized planets, the qualitative considerations de-
rived above are expected to hold more generally. A change in the
planet spin for the same Tirr would modify the flow dynamics
(and hence both trad and tadv); however, the extent to which the
flow is able to redistribute heat versus dissipate it locally would
still depend on the relative magnitude of these timescales, as
long as the spin period is not much smaller than trad (in which
case the planet would be kept at a uniform temperature).

The longitudinal offset Θoffset between the hotspot location
and the substellar point is displayed in Figure 3. For the three
coldest models, the temperature is virtually homogeneous on
the entire exoplanet but is subjected to statistical fluctuations;
hence the location of the hottest spot is not well defined. For
these cases, we set Θoffset = 180◦. As the day–night contrast
starts to deviate from unity, the hotspot location becomes well
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Figure 1.23: Left: Plot from Cowan & Agol (2011) showing dimensionless measured
day side temperature (Td/T0) vs. the day side temperature that would be measured
in the presence of no thermal redistribution (Tε=0). The red lines correspond to no
recirculation (solid), uniform day hemisphere (dashed) and uniform planet (dotted).
Planets should not lie above the solid red line. The points marked with red crosses
are on eccentric orbits. The cyan asterisks denote planets which do not have a strato-
spheric temperature inversion. Some planets have both grey and black points, and
these are planets for which the optical secondary eclipse has been measured. The
grey points are using the default zero-albedo assumption and only data points for
λ > 0.8 µm, and the black points are the day side temperatures measured when in-
cluding the optical data. Right: Plot from Perna et al. (2012) showing the day-side
to night-side flux ratio (top) and the advective to radiative timescale ratio (bottom)
compared to irradiation. The γ0 factor controls whether there is an inversion, with an
inversion present if γ0 > 1.
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Phase Curves

The results quoted in Cowan & Agol (2011) rely on assumptions of the planetary

albedos, since only day side temperature observations from secondary eclipse con-

strain the models. It is unclear whether the correlation is due to albedo differences

or recirculation efficiency, and Figure 1.23 shows how important the albedo estima-

tion can be. Thermal phase curves provide further information by measuring day-

night contrast and recirculation rates independently of planet albedo. However, al-

though highly useful, phase curve measurements require long duration observations

which are challenging and difficult to schedule. Therefore, only 7 planets have ther-

mal phase curves published so far including HD 189733b and HD 209458b (Knutson

et al. 2007b, 2009b,a, 2012; Lewis et al. 2013; Agol et al. 2010; Cowan et al. 2012;

Stevenson et al. 2012a,b; Maxted et al. 2013; Harrington et al. 2006; Crossfield et al.

2010, 2012b). One of the 7 planets, Ups and b, is not transiting and hence the in-

terpretation of the phase curve amplitude requires an assumption of the system’s

inclination. The currently observed phase curves cover the extremes of the hot gas-

giant equilibrium temperature range, from Teq ∼ 700 to 3000 K, and so far bear out the

predictions and measurements from secondary eclipse observations of redistribution

breakdown at hotter temperatures. The observations, which are measured at the IR

photosphere, show day-night contrasts of only ∼ 200-500 K for the cooler planets,

and a much stronger ∼ 1900 K contrast for the hottest planet observed (WASP-12b).

One important point to mention, though, is that these observations do occur at differ-

ent wavelength ranges, and hence may not all be sampling the same altitude across

the different planets. Furthermore, unless the dominant opacity sources are known

(for example from the transmission spectrum) assumptions of the altitude sampled by

each wavelength can be incorrect, as in the case of HD 189733b.

Recently, in order to try to explain current phase curve observations, Perez-

Becker & Showman (2013) modelled atmospheric thermal redistribution by using a

two-layer shallow-water (small atmosphere) model for synchronously rotating planets.

They found that planets with weak friction and weak irradiation have strong zonal flow

and hence small temperature differences between the day and night sides, whereas

highly irradiated planets exhibit strong day to night temperature contrasts. They de-

veloped a theory which shows that the timescale for gravity waves23 to propagate

horizontally, τwave, is important in determining thermal redistribution efficiency. Fig-

ure 1.24 shows the models compared to current thermal phase curve observations.

23Transverse waves caused by convection overshoot.
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It is important to emphasize that, despite the importance
of wave timescales, horizontal advection nevertheless plays a
crucial role in the dynamics. Consider an imaginary surface at
the terminator dividing the planet into dayside and nightside
hemispheres. It is horizontal advection across this surface that
ultimately transports heat from day to night, thereby allow-
ing each hemisphere to reach a steady state in the presence
of continual dayside heating and nightside cooling. In the
linear limit of our shallow-water model, this transport man-
ifests as advection of the mean thickness (i.e., uH integrated
around the terminator), although advection of thickness varia-
tions can also play a role at high amplitude, when these varia-
tions are not small relative to H. The importance of horizontal
advection does not mean that the flow behavior is controlled
by the horizontal advection timescale, and indeed we have
shown that it is generally not, particularly when the forcing
amplitude is weak.

6. APPLICATION TO HOT JUPITER OBSERVATIONS
Here we compare predictions for the day-night height dif-

ference, A, obtained from our shallow water model to the ob-
served fractional infrared flux variations, Aobs, on hot Jupiters.
Because the shallow water equations do not explicitly include
stellar irradiation, we have to express our model’s input pa-
rameters τrad and τdrag in terms of Teq (our proxy for stellar ir-
radiation). We find the dependence of the radiative timescale
on Teq by approximating τrad as the ratio between the available
thermal energy per unit area within a pressure scale-height
and the net radiative flux from that layer (Showman & Guillot
2002)

τrad ∼ PcP
4gσT 3eq

, (33)

where P is the atmospheric pressure at the emitting layer,
cP is the specific heat, and σ is the Stefan-Boltzmann con-
stant. We have chosen to leave τdrag as a free parameter, be-
cause the source of atmospheric drag in gas giants remains
largely unknown (e.g., Perna et al. 2010; Li & Goodman
2010; Showman et al. 2010), and because our results suggest
a weak dependence of A on τdrag (see Figure 6a).11
We plot model values for A together with Aobs from hot

Jupiter observations in Figure 11. Each broken curve shows
model results for A for a constant value of τdrag, ranging
from values that are marginally in the strong drag regime
(τdrag = 0.1 days) to no drag (τdrag → ∞). Additionally,
we show the solution when τdrag = τrad with the solid red
line. Because τdrag is fixed, the only remaining free variable
is τrad which we express in terms of Teq using equation (33)
(compare upper and lower x-axes). All curves follow roughly
the same path which reproduces the observational trend of
increasing A with equilibrium temperature Teq. The curves
run close to each other because the models considered are
either in the weak drag regime or barely in the strong drag
regime. We disfavor planets with τdrag < 0.1 days, because
this is the minimum value found by Perna et al. (2010) for the
11 In the case of hot Jupiters, the main candidate for atmospheric drag is

Lorentz-force breaking of the thermally ionized atmosphere. For the case
of HD 209458b, Perna et al. (2010) estimate that τdrag could reach values as
low as ∼0.1 day on the planet’s dayside, which matches our lowest consid-
ered τdrag. Rauscher & Menou (2013) found that the inclusion of Lorentz
drag in their global circulation model of HD 209458b changes the ratio be-
tween maximum and minimum flux emission from the planet by up to 5%
when compared to a drag-free model (see their table 2). Their result is in
accordance with our result that A depends only weakly on τdrag.
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Fig. 11.— Same as Figure 1, but including shallow water model results.
Black symbols are fractional day-night flux variations (Aobs) for hot Jupiters
with measured lightcurves, as explained in detail in Figure 1. Colored dashed
curves show model results for the normalized day-night height difference A
for constant τdrag, expressed in Earth days, while the solid red line shows the
solution when τdrag = τrad. Equilibrium temperatures (Teq) for the model
were estimated with equation (33) with cP = 104 J kg−1 K−1, g = 10 m s−2
and P = 0.25 bar, which is approximately the pressure of the layer radiating
to space (compare upper and lower x-axes). Because plotted solutions are
(mostly) in the weak-drag regime, all curves lie close together and broadly
reproduce the observational trend of increasing Aobs with increasing Teq.

dayside of HD 209458b under optimal conditions.12 When√
τrad/Ω is shorter than τwave, the Kelvin and Rossby waves
that emerge near the equator are damped before they can prop-
agate zonally, resulting in A ∼ 1. In contrast, when √τrad/Ω
is long compared to τwave, the emerging waves can propagate
far enough to flatten the fluid layer, resulting in A ∼ 0.

7. CONCLUSIONS
We have presented a simple atmospheric model for tidally

locked exoplanets that reproduces the observed transition
from atmospheres with longitudinally uniform temperatures
to atmospheres with large day-night temperature gradients
as stellar insolation increases (Figure 11). In our model we
have parametrized the stellar insolation in terms of a radia-
tive timescale, τrad, and frictional processes in terms of a drag
timescale, τdrag. The shallow water model contains two ad-
ditional natural timescales: the rotation period of the planet
(∼Ω−1), and τwave, the timescale over which gravity waves
travel horizontally over planetary distances. We have devel-
oped an analytical scaling theory to estimate the heat redis-
tribution efficiency in terms of these four timescales. Our
scaling theory predicts that for sufficiently weak atmospheric
drag, the temperature distribution on the planet can be esti-
mated by the ratio of τwave and

√
τrad/Ω. Drag will influ-

ence the day-night temperature contrast if it operates on a
timescale shorter than Ω−1. In this drag-dominated regime,
the heat redistribution efficiency will depend on the ratio of
τwave and

√
τradτdrag. These scaling relations are summarized

in equation (24). We provide two physical interpretations to
understand why these timescales arise from the shallow wa-
ter model. We derive the first interpretation by noting that the
same physical mechanisms that generate equatorially trapped
12 Planets with daysides hotter than that of HD 209458b could have in

principle even lower drag timescales. Nevertheless, lowering τdrag for planets
with Teq > 1500 K would not significantly change results, as A ∼ 1 for these
temperatures.

Figure 1.24: Plot from Perez-Becker & Showman (2013) showing their models of frac-
tional day-night flux variations (A) vs. equilibrium temperature along with observed
fractional day-night flux variations (Aobs). The models assume that the observed ther-
mal emission comes from a layer at P = 0.25 bar. Most plotted solutions are in the
weak-drag regime, so all curves lie close together and broadly reproduce the obser-
vational trend.
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1.6 Challenges for the Future and My Contribution

What is emerging from observations is a large and unexpected diversity in studied

planets, underlining a still significant gap in knowledge of hot Jupiters. I believe that

hot Jupiters are important to study, both to obtain fundamental insights into underlying

physics and as part of the path towards detecting habitable planets. With this in mind,

this work has mainly sought to improve understanding of hot Jupiters by answering

two complementary questions:

1. What are the detailed atmospheric properties of the most favourable tar-

gets? The demanding nature of exoplanet observations means that detailed

atmospheric properties can only currently be obtained for a few most favourable

cases (large atmospheric signals, bright stars etc.). Studying the most favourable

targets in detail is important, since they can provide benchmarks for further stud-

ies of other planets.

2. Can we detect and understand different broad classes of hot Jupiters and

the mechanisms behind the key differences? Another key type of observa-

tion is comparative exoplanetology. What we seek is an understanding of the

physical mechanisms that operate in hot Jupiter atmospheres. Such knowledge

cannot be gained from only a very small sample of planets. To have a true un-

derstanding, we need a large sample of planets, where we can link observed

features with physical properties, such as stellar type, irradiation, and composi-

tion.

I believe that both goals are important and complementary, and have been involved

extensively in trying to further them both.

Pushing the Boundaries of Observability

A strong advantage of studying exoplanet atmospheres now is that we develop vital

new techniques for the future, with one eventual goal being the study and character-

isation of potentially habitable planets. Although most studies now are concerning

hot Jupiters, this work and my plans for the future are also designed to advance the

precision of observations in two ways:

1. Testing and expanding the limits of ground-based transmission spectroscopy.

Ground-based atmospheric characterisation is a rapidly developing and improv-

ing field. Since ground-based telescope time is much more easily available

than space telescope time, it allows numerous targets to be studied, which is

essential for comparative studies. Furthermore, the larger apertures available
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from the ground also provide the ability to study fainter targets, and so increase

the potential number of observable planets. I have been involved in certain de-

velopments in ground-based exoplanet observations including the first long-slit

exoplanet transmission spectrum. I also plan to be involved in further work using

very new techniques, which are detailed in Section 7.2.2.

2. Beyond hot Jupiters. It is important to extend atmospheric observations be-

yond hot Jupiters, to broaden our knowledge of atmospheric physics and to

eventually lead to studies of Earth-like planets. Although the work in this the-

sis concentrates on hot Jupiters, I have had an HST proposal accepted to use

similar methods for an eccentric warm Jupiter, in a different regime to the hot

Jupiter class. Furthermore, after my PhD, I plan to be involved in a large Spitzer

programme to observe cooler, smaller planets than those studied in this work.

Thesis Structure

• In Chapter 2, I provide an overview of the telescopes and instruments used

in this project. I then outline the statistical and analysis methodology used in

this work, and also some dominant methodology used in the field, which is only

touched on briefly by my work. This chapter should serve as a reference point

for techniques and nomenclature used throughout the thesis.

• Chapters 3 and 4 concentrate on answering the first question regarding hot

Jupiters: attempting to reach a deeper understanding of the most favourable

targets. These chapters detail medium-resolution observations of the Na I fea-

ture in HD 189733b and the determination of the upper atmospheric T -P profile.

• Chapters 5 and 6 concentrate on answering the second question regarding hot

Jupiters. These chapters detail the the first results from ground-based and

space-based low-resolution spectroscopic surveys of hot Jupiters respectively.

Simultaneously, Chapter 5 presents the first long-slit ground-based transmission

spectrum of an exoplanet.

• In Chapter 7, I conclude and discuss my plans for the future. I outline how I

will not only continue to observe hot Jupiters but how I will push the boundaries

of observability towards other planets and other instrumental techniques with

ongoing and future projects. I include here a brief description of my accepted

telescope proposals for the future.

• In addition, Appendix A gives a list of constants, Appendix B gives a list of

acronyms, Appendix C gives a list of definitions, and derivations can be found

in Appendix D.



Chapter 2

Research Methodology

2.1 Instrumental and Observational Techniques

2.1.1 Spectroscopy

In spectroscopy, the light from a source is spatially dispersed across the detector

depending on its wavelength, meaning that the intensity as a function of wavelength

can be measured. The resolving power, R, of a spectrometer is defined as

R =
λ

∆λ
, (2.1)

where λ is the wavelength being observed and ∆λ is the smallest wavelength differ-

ence that can be seen. The instrumental resolution is dependent on the resolving

power of the disperser (see below), instrument optics and other factors such as slit

width. For high resolution, the spectrum is imaged to a larger length at the detector.

The disadvantage at higher resolution is that, because the spectrum is so extended

at the detector, only a small wavelength range can be measured at any one time. Low

resolution is required if many wavelengths are to be sampled at once.

The simplest form of a spectrometer is a prism, where light is dispersed due to

the wavelength dependence of the refractive index of a material. Such devices can

be positioned such that the central wavelength of interest passes straight through the

prism with no refraction, meaning that the instrument can be used as both an imager

or a spectrometer. However, such instruments are limited to the optical properties of

transparent materials.

68
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Gratings

Diffraction grating spectrometers work on the principle that constructive interference

between components of light through multiple slits occurs at different phases depend-

ing on wavelength. A spectral grating is composed of many slits that produce a diffrac-

tion pattern, which has an envelope with constructive interference peaks at orders 0,

1, 2, etc. corresponding to 0, 1, 2 etc. wavelengths of retardation. The angular loca-

tions of the maxima in the interference pattern are governed by the grating equation

(derived in Appendix D.6):

mλ = d sin θ, (2.2)

where m is the diffraction or spectral order number, d is the distance between slits, λ

is the wavelength of the observed light, and θ is the angle of emergence after passing

through the slit. This equation assumes that the angle of incidence of radiation is

perpendicular to the surface of the grating. The zeroth order is where light passes

straight through the slit (θ = 0) and so contains no wavelength dependence. Intensity

decreases as θ increases, and so usually, the first order spectrum is used for primary

analysis and the grating is positioned so that as much of the first order spectrum falls

on the detector as possible.

Often, incoming light is deflected off grooves in the grating rather than passing

through slits, and the setup resembles Figure 2.1 (θ now has a different meaning and

is referred to as the “blaze angle”). The grating equation becomes (Appendix D.6)

mλ = d(sinα + sin β), (2.3)

where α is the incident angle of radiation coming onto the grating and β is the angle

of the radiation reflected from the grating, both relative to the grating normal. This

equation is also valid for a transmission grating where the angle of incidence is α and

angle of emergence is β. The spectral resolving power can be defined as (Palmer

2005)

R = mN, (2.4)

where N is the total number of grooves illuminated on the surface of the grating. Using

Equation (2.3), it can be seen that the resolving power can be defined as:

R =
Nd(sinα + sin β)

λ
. (2.5)
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Figure 2.1: A schematic of a diffraction grating taken from
http://www.medwayoptics.com/ [accessed 01-Sep-2013].

Grisms

Some instruments are designed so that they can be used either as a camera or as a

spectrometer, providing greater versatility. Since a spectrometer is usually positioned

such that the first order spectrum falls on the detector and the zeroth order does not,

the grating cannot simply be removed in order to take images. Instead, these instru-

ments use a grism, which is a combination of a grating and a prism. The prism coun-

teracts the deflection caused by the grating, allowing the light to be dispersed without

being deflected and ensuring that the central wavelength passes straight through. In

order to operate the instrument in imaging mode, the grism then simply has to be

removed, allowing the image to fall on the centre of the detector.

Echelle

Echelle gratings operate at high resolution (high dispersion) by using a high incidence

angle, and often using high spectral orders. They are usually used with a cross-

disperser to get more than one order on the detector at the same time, and hence

cover a reasonable wavelength range even with very high resolution. Such high reso-

lutions are useful for detecting small Doppler shifts of spectral lines that could indicate

the motion of a planet’s atmosphere.
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Multi-Object

Multi-object spectroscopy enables the spectra of more than one object to be obtained

simultaneously, allowing removal of systematic trends that are common to all sources.

There are three main techniques.

Firstly, long-slit spectroscopy uses a very long slit (typically a number of arcmin-

utes in length), which is able to be rotated to any angle on the sky. The large slit

length allows the observer to position the slit on the sky such that more than one star

appears within the slit. The spectra are then separated on the detector in the direction

perpendicular to the dispersion direction (for example Figure 5.1). The two stars need

to be as close to one another as possible so that the effects of any small rotations of

the slit on the sky during the long observations required to observe exoplanet transits

are minimised.

Multi-slit spectroscopy is a variant on this, which uses many slits for many dif-

ferent objects. As well as allowing more comparison stars than long-slit spectroscopy,

the field of view can be wider, allowing observations of a more similar comparison star

or stars to the object of interest.

Integral field unit (IFU) spectroscopy is another variant, which uses many small

lenslets or optical fibres, allowing the observer a very wide field of view and many

comparison stars. Additionally, each fibre occupies a particular position on the detec-

tor in the cross-dispersion direction regardless of the location of the stars, meaning

that multiple spectra do not overlap.

2.1.2 Detector Types Used in this Thesis

In this section, I will briefly overview the detector types which were used in this thesis.

Basic information and phrases which are common to different types of detector are

given in Appendix C.

The detectors used in this work all make use of doped semiconductor materials;

one with extra electrons (n-type), and one with missing electrons or “holes” (p-type).

The junction between the materials forms a “depletion region”, without free charge

carriers. When a photon of high enough energy is absorbed by the material, it creates

an electron-hole pair in the depletion region. The energy required for an incoming

photon to produce an electron-hole pair is called the “band gap”. Silicon detectors are

often used in the optical, while materials such as mercury cadmium telluride (HgCdTe)

can be used in the IR, since the band gap can be altered and controlled by adjusting

the relative amounts of Hg and Cd in the crystal.
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In a CCD, a positive voltage is applied to the material, resulting in freed electrons

being collected at one end of the cell. A barrier material prevents the electrons from

leaving the cell. Once an exposure has finished, charge packets are read out from

one point by moving the charge from each pixel along the whole array. The advantage

of having all charges read out from one point is that there is less circuitry and hence

less thermal noise, and the gain is the same for all pixels. It also allows the array to

use very small pixels. The disadvantage is that, once read, charge cannot be returned

to the pixel in which it originated and so a pixel can be read only once per exposure.

CCDs are often made of silicon, with band gaps suitable for optical observations. All

of the optical observations in this project made use of CCD detectors.

A photovoltaic detector uses the p-n junction as a capacitor, where the capac-

itance is determined by the voltage across the junction. Hilbert (2004)1 describe the

operation of the near-IR photovoltaic detector in HST WFC3 in the following way (the

instrument is described in Section 2.2.1 and is the only photovoltaic detector used

in this project). A negative reverse bias is applied across the junction at the start

of an exposure. Incoming photons create photo-electrons in the p-n junction, which

discharge the capacitance and reduce the voltage across the junction towards zero.

Comparing the voltage at the end of the exposure with the bias voltage at the start

of the exposure allows calculation of the number of photo-electrons generated (and

hence the number of photons received) during the exposure.

Hilbert (2004) also discuss the reasons that the WFC3 detector exhibits non-

linearity. They point out that the capacitance of the diode is a function of the voltage

across the diode. Therefore, as more photons are received and the voltage decreases

towards zero, the capacitance of the diode increases. Since Q = C × V, where Q

is charge, C is capacitance and V is voltage, the voltage measured is not a linear

function of the charge induced by incoming photons. As the number of incoming

photons increases, the voltage recorded decreases per photon. This non-linearity

effect becomes significant for bright targets or long exposures and is significant long

before saturation occurs.

An array of read-out amplifiers allows the possibility of “non-destructive reads”,

which involves reading out a pixel and then leaving the charge in that pixel as it was

before the read out. Multiple reads in a single exposure have the advantage of al-

lowing the linearity of response to be tested, and also of driving down read noise.

Testing the linearity of response in this way is sometimes referred to as sampling “up

the ramp” because of the ramp-like shape of the response function as a function of

increasing count level. The final signal value can be corrected to the value it should

1Instrument science report WFC3-2004-06, available at
www.stsci.edu/hst/wfc3/documents/ISRs/WFC3-2004-06.pdf [accessed 01-Sep-2013].
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be if it is found to be in the non-linear regime, by comparing with a predicted linear re-

sponse. Figure 2.2 shows an example of non-linearity observed with non-destructive

reads for an exposure of the WFC3 detector, from Hilbert (2009)2.

Figure 2.2: The WFC3 detector response as a function of increasing count levels
for a single pixel from Hilbert (2009). Non-linearity is obvious from the multiple non-
destructive reads within the exposure, and starts at relatively low count levels.

2.1.3 Sources of Noise

In this section, I will describe the main sources of noise for exoplanet characterisation

observations, rather than providing a complete overview of all possible sources of

noise. Additionally, some noise sources are dealt with in Section 2.1.4.

Photon Noise: Since photons are discrete particles, they are emitted from the source

at random times. The probability of a photon arriving during a fixed time interval

is small and arrival of successive photons can be considered independent. Thus,

the fluctuation of the number of photons received over a given integration time will

follow a Poisson distribution with variance σ2 = µ, where µ is the mean number of

counts. Therefore, the signal-to-noise increases by the square root of the number of

counts (see e.g. Wall & Jenkins 2009). For many samples of the mean flux (many

exposures), the distribution of the means over time has a Gaussian distribution, which

is very useful for modelling transit light curves using least-squares fitting.

2Instrument Science Report WFC3 2008- 39, available at
www.stsci.edu/hst/wfc3/documents/ISRs/WFC3-2008-39.pdf [accessed 01-Sep-2013]
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Read Noise: Read noise is produced by a small uncertainty in the conversion from

analogue signal to digital number in the amplifier. There is also a small uncertainty in

the current or voltage produced by photo-electrons. Typical values are a few electrons.

In the presence of large numbers of photons, read noise becomes negligible (see e.g.

Howell 2000).

Cosmic Rays: Cosmic rays are high-energy particles which can impact the detector

during a long observation. Since they have very high energies, they record a large

number of counts in the pixel or pixels on which they hit. For a spectrum, this pro-

duces a wavelength-dependent effect. Cosmic rays are transient events and can be

detected and removed by comparing multiple exposures in an observation and looking

for outliers.

Seeing: Seeing is caused by turbulence in the atmosphere, which causes the index

of refraction where the telescope is looking to vary over time. The variation in the

index of refraction integrated over the height of the atmosphere provides the charac-

teristic scale for aberrations. The variation in index of refraction (seeing) worsens if

there are smaller patches of turbulent atmosphere. The effect of large seeing is to

effectively blur the images on the detector. It is not a significant problem for exoplanet

observations unless there is blending of sources, the observations suffer variable slit

losses3, or there is a significant difference in detector response for different pixels and

the seeing varies. Defocussed images are often used in ground-based photometry to

spread the light over many pixels in each observation and thus reduce the effects of

non-uniform pixel response (e.g. Nikolov et al. 2013a).

Atmospheric Dispersion: Light from a source is refracted by the atmosphere between

it and the telescope, with the degree of refraction dependent on wavelength, and

worse for higher airmass. For spectroscopic observations, atmospheric dispersion

causes slit losses. Usually, spectrometers are optimised so that the effects are small-

est in the central wavelength used and worse towards the spectral edges.

Use of a wider slit can partially remove the problem and has the additional

advantage of being less sensitive to seeing variations throughout an observing night.

Additionally, some telescopes employ an atmospheric dispersion compensator (ADC),

usually taking the form of one or more prisms which can be adjusted throughout the

night to control the compensation.

3Light losses due to the point spread function (PSF) of the target not being properly centred within
the telescope slit, or being too wide for the slit.
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Other Correlated Noise: “Correlated noise” is a broad expression which means any

form of instrumental, atmospheric or even astrophysical noise that varies as a function

of time rather than being random. If such noise is also a function of wavelength,

then the measurement of spectral features in transmission spectroscopy could be

severely affected. For photometric measurements, absolute radii can be affected,

preventing comparison of planetary radius ratios at multiple wavebands. Sources of

correlated instrumental include thermal variations, drift of the source on the detector,

varying inter-pixel and intra-pixel response, persistence, charge trapping, non-linearity

and slit losses depending on telescope guiding. Further sources of noise could be

astrophysical, such as intrinsic stellar variability.

For ground-based observations, there are atmospheric sources of noise such as

airmass variations, seeing and sky brightness variations and variable telluric spectral

features. Some methods of limiting atmospheric noise during observations have been

discussed, but many sources of correlated noise cannot be avoided and must be

dealt with in the data reduction and analysis stages. Since correlated noise is the

most crucial to the long-duration measurements of transits and occultations where the

critical measurement is relative brightness as a function of time, methods of dealing

with it after observations are taken are discussed separately in Section 2.3.4. The

individual sources of noise for the observations in this thesis are discussed separately

in the relevant chapters.

2.1.4 Observational Techniques

Bias: Since an unexposed pixel will not give a value of 0 when read out, but will give

a mean value with a small distribution around zero, it is necessary to introduce a bias

to prevent negative values. The bias is a positive offset for all values read out and can

be removed by subtracting a bias frame (image taken when no source illuminates the

detector) or using a bias or “overscan” section (a region of the detector around the

edge where no illumination occurs).

Dark Current: The detector material has a level of thermal noise depending on its

temperature. If the thermal energy is high enough, it frees electrons from the semi-

conductor that contaminate the science signal. Dark noise has a Poisson distribution

meaning that the noise level introduced into the signal is the square root of the num-

ber of electrons freed by thermal energy. Dark current can be removed by subtracting

dark frames; images taken with the telescope shutter closed, but for the same du-

ration as the science observation. The bias is also present in the dark images, and

hence these can be removed together.
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Flat Field: A flat field is a uniform exposure across all pixels, which the observer then

normalises around 1 to remove from the science images. Flat-fields are designed

to correct for the variation in gain or efficiency across different pixels. Flat-fielding

can introduce noise into the high-precision observations required for exoplanet ob-

servations unless a large number of flat fields are co-added. To improve precision,

exoplanet observations typically make use of “dome flats”, where the flat-field is ob-

tained by illuminating the telescope dome, with the dome shut, rather than “sky flats”,

which use the dawn or dusk light as an illumination source. Ideally, the illumination

source should have the same spectrum as the incoming light that is observed be-

cause, typically, pixel response is a non-linear function of wavelength. Alternatively,

flat-fields may not be as accurate as required and hence transit and secondary eclipse

methods sometimes rely on a stable source position throughout the night, rather than

using flat-fields. Provided that a source remains stable on the detector, flat-fielding er-

rors are not time dependent, and so are cancelled out when in-transit or in-occultation

data is compared to the stellar flux baseline.
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2.2 Instruments Used for this Thesis

2.2.1 The Hubble Space Telescope (HST)

The HST is in orbit around the Earth with an orbital period of ∼ 96 minutes (Fig-

ure 2.3). It has a 2 m primary mirror and instruments for UV to near-IR observations,

both imaging and spectroscopic. The HST has proved very powerful for exoplanet

atmosphere characterisation with very well-behaved systematics depending on the

instrument. The two instruments that I have used for this project have well under-

stood systematics and are introduced below.

Figure 2.3: The Hubble Space Telescope floating above Earth during servicing
mission 3B, March 2002 (http://hubblesite.org/the telescope/hubble essentials/ [ac-
cessed 01-Sep-2013]).

Space Telescope Imaging Spectrograph (STIS)

I will provide a brief overview of only the instrument and setups that I used. Detailed

information about STIS and observing instructions can be found in the instrument

manual4.

STIS is a very versatile instrument. Among its abilities, some of the most impor-

tant for exoplanet observations are that it is capable of measuring spectra from 1150

to 10,300 Å at low and medium resolution, and capable of high resolution echelle

spectroscopy in the UV. The CCD provides a 52 × 52 arcsecond FOV, with a pixel

4Available at http://www.stsci.edu/hst/stis/documents/handbooks/currentIHB/toc.html [accessed 01-
Sep-2013].
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scale of ∼ 0.05 arcseconds square per pixel. The full CCD is 1024 × 1024 pixels.

Overheads are 45 seconds for full-frame readout, but can be reduced to 20 seconds

for subarray readouts, which were used for all of the observations in this project. The

detector can be operated with a gain of 4 or 1. The saturation limit is 120,000 elec-

trons per pixel for a gain of 4, which is the full-well limit, and 33,000 electrons for a

gain 1. One extremely useful aspect of the detector is that it has a very large dynamic

range because its response is linear up until full-well saturation (with the exception of

very small count levels, where non-linearity is observed but which is negligible here).

Furthermore, if full-well saturation occurs, charge bleeds in the non-dispersion direc-

tion, which does not affect spectral measurements and still allows all photons to be

collected and recorded at the correct wavelength. Such a feature is very valuable

when high signal-to-noise observations are required, meaning that full-well saturation

does not have to be considered when trying to optimise the duty cycle unless the

number of counts is extremely high and a small subarray is being used. I did not no-

tice any persistence effects for any of the observations taken for this project. Within

the instrumental capabilities of STIS, there are many different settings and gratings.

Those which were used to obtain data for this project are listed in Table 2.1.

Grating Wavelength Range (Å) Resolving Power (R)
G750M 5450-10,140 5000
G430L 2900-5700 530
G750L 5300-10,300 530

Table 2.1: STIS gratings used in this project. The letter “G” denotes first order grat-
ings. Note that, although the wavelength coverage of the G750M grating is 5450-
10,140 Å, this only represents the available range of possible wavelengths that can
be observed. The wavelength coverage that can be simultaneously observed with
one observation is only 570 Å at R = 5000 and depends on the tilt of the grating used.
To obtain observations over the full spectral range, 9 different settings must be used.
For use in this project, a single tilt was used, which allowed observations in a wave-
length range of 5808-6380 Å. The first order “L” gratings have only one setting and
cover their whole wavelength range simultaneously. Also note that resolving powers
are approximate and also do change with the tilt angle. The resolving powers quoted
here are the ones for the settings used in this project.



2.2. INSTRUMENTS USED FOR THIS THESIS 79

Wide Field Camera 3 (WFC3)

Again, I will provide only a brief overview of the instrument and relevant setups. De-

tailed information about WFC3 and observing instructions can be found in the instru-

ment manual5.

WFC3 is an imaging instrument which also has grisms for spectroscopic mode

observations. IR spectroscopic data was used for this project, with the G141 grism,

covering a wavelength range of 10870-16870 Å. For IR observations, the filter wheel,

which also houses the grisms, and the detector package are housed in a cold shroud

maintained at -30 oC to reduce background emission onto the detector. The detector is

a 1024 × 1024 pixel HgCdTe photovoltaic array. The pixel scale is 0.135 × 0.121 arc-

seconds per pixel with a total field of view of 136 × 123 arcsec. The instrument is

operated with a gain of 2.5. The saturation threshold is defined to be where the de-

tector response deviates by more than 5 % from linear, and occurs at ∼ 31,000 DN

(data number), or 78,000 electrons. However, the detector response has been ob-

served to start becoming non-linear at around 18,000 DN. In order to account for

non-linearity, exposures taken with WFC3 include a number of non-destructive reads

chosen by the observer for up-the-ramp fitting.

Overheads are ∼ 40 seconds per exposure, but for observations such as plan-

etary transit or secondary eclipses, which require many exposures per orbit, the most

significant overhead is the WFC3 buffer dump. For very few long exposures, buffer

dumps occur parallel to the exposure. This is not the case for a series of short expo-

sures, where a lot of information needs to be stored, which leads to non-simultaneous

buffer dumps. To reduce the number of buffer dumps, the observer can read out sub-

arrays rather than the full frame, with a 128 × 128 subarray sufficient to hold the length

of a first order spectrum. Alternatively, the number of non-destructive reads per expo-

sure can be reduced, which is reasonable if count levels remain low enough that non-

linearity is not a problem. Finally, WFC3 now also offers a new mode, called “spatial

scan”, where the spectrum is smeared across the detector in the non-dispersion direc-

tion during an exposure. Spatial scanning allows for lower count levels per pixel and

longer exposure times, meaning an improved duty cycle. I have observations sched-

uled using this mode, which has proven useful for bright targets, such as HD 209458b

(Deming et al. 2013).

5Available at http://www.stsci.edu/hst/wfc3/documents/handbooks/currentIHB/toc.html [accessed
01-Sep-2013].
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2.2.2 The Grand Telescopio Canarias (GTC)

The GTC is the world’s largest optical telescope with a 10 m primary mirror, providing

valuable high-precision measurements for exoplanet observations (Figure 2.4). The

primary mirror is segmented to prevent flexure. Currently, two instruments are avail-

able at the GTC, positioned at the two Nasmyth foci of the telescope; OSIRIS and

CanariCam. CanariCam can perform imaging and long-slit spectroscopy with spec-

tral resolving power R = 175 – 1300. OSIRIS provides imaging in broad, medium and

narrow bands, tuneable filter imaging, long-slit and multi-object spectroscopy. Spec-

tral resolving power is 300 – 2500. Several more instruments are under development

and consideration, some of which may be installed in the Cassegrain focus.

Figure 2.4: Image of the GTC at La Palma taken by the Universidad Com-
plutense de Madrid group of Extragalactic Astrophysics and Astronomical Instru-
mentation, as part of the Survey for High-z Absorption Red and Dead Sources
(SHARDS) Eurpoean Southern Observatory/GTC Large Program. Available at
http://guaix.fis.ucm.es/node/1480 [accessed 01-Sep-2013].

Optical System for Imaging and Low-Resolution Integrated Spectroscopy

(OSIRIS)

For this project, I made use of the OSIRIS long-slit mode. Multi-object spectroscopy

was not available at the time of the observations. The slits are 7.4 arcmin in length

and up to 10 arcseconds in width. Note that a 5 arcsecond slit width was used for this

project, since that was all that was available at the time. The grisms used to obtain

the data in this project are given in Table 2.2.
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Grism Wavelength Range (Å) Resolving Power (R)
R500B 3750-8586 540
R500R 5000-9300 590

Table 2.2: GTC OSIRIS grisms used to obtain data for this project, along with their
wavelength ranges and resolving powers.

The OSIRIS detector is composed of two 2048 × 4096 pixel CCDs, with a vari-

ety of read-out speeds. The spectroscopic standard mode uses a gain of 1.15 but can

also be operated with higher gain. The CCD response is within 1 % of being linear

up to 90 % of the A-to-D saturation limit (65,536 DN). The readout time for a spectro-

scopic exposure is 42 seconds with 2 × 2 binning (standard). The unvignetted field

of view is 7.8 × 7.8 arcmin. There is no ADC, but this is being considered. Further

information about GTC OSIRIS can be found on the GTC website6.

2.2.3 Cerro Tololo Inter-American Observatory (CTIO)

The CTIO is a complex of telescopes and instruments located approximately 80 km

east of La Serena, Chile, and is part of the National Optical Astronomy Observatory

(NOAO) and the Kitt Peak National Observatory (KPNO). Information about the tele-

scopes at the site can be found at http://www.ctio.noao.edu/noao/, and some of the

larger telescopes are shown in Figure 2.5.

Figure 2.5: Photograph of the SMARTS (Small and Moderate Aperture Research
Telescope System) 1.5 m, 1.3 m, 1.1 m and 0.9 m telescopes at the CTIO, available at
http://www.ctio.noao.edu/noao/content/smarts-consortium [accessed 01-Sep-2013].

6http://www.gtc.iac.es/instruments/osiris/osiris.php [accessed 01-Sep-2013].
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The 1.3 m Telescope and ANDICAM

The data used in this project made use of the 1.3 m telescope, which is equipped with

ANDICAM (A Novel Double-Imaging CAMera). The 1.3 m telescope was previously

the 2MASS southern telescope. It is a Cassegrain that has been modified to include a

beam splitter, allowing IR light and optical light to reach different detectors. ANDICAM

is therefore capable of simultaneously recording images in the optical and near-IR.

Figure 2.6 shows a schematic of the light path inside the instrument.

Figure 2.6: Schematic of the light path for the ANDICAM instrument, available at
http://www.astronomy.ohio-state.edu/∼depoy/research/instrumentation/andicam/
andicam.html [accessed 01-Sep-2013].

However, only the optical instrument, along with the CCD detector, was used

for this project. The programme used the V filter, which has a central wavelength of

5386.76 Å and a FWHM7 of 948.66 Å. Overheads are around 47 seconds per image

using 2 × 2 binning and acquisition takes 3 minutes. The CCD detector is 2048 × 2048

pixels, with a scale of 0.3 arcsec per pixel. The CCD response is less than 1% non-

linear up to count levels of 45,000 DN, with A/D saturation occurring at 65,536 DN.

7Full Width at Half Maximum



2.2. INSTRUMENTS USED FOR THIS THESIS 83

2.2.4 Summary

Although the observing programmes and principal investigators (P.I.s) for data used in

this project are given in the relevant chapters, along with more detailed observational

information than given here, Table 2.3 provides a summary of the programme IDs and

principal investigators associated with the data used in this project.

Telescope Instrument Setting Target ID P.I.
HST STIS G750M HD 189733b 11572 D. K. Sing
HST STIS G750M HD 209458b 8789 T. M. Brown
GTC OSIRIS R500R XO-2b 182.C-2018 D. K. Sing
GTC OSIRIS R500B XO-2b 182.C-2018 D. K. Sing
HST STIS G430L WASP-19b 12473 D. K. Sing
HST STIS G750L WASP-19b 12473 D. K. Sing
HST WFC3 G141 WASP-19b 12181 D. Deming

CTIO 1.3 m ANDICAM V filter WASP-19 2011A-0209 D. K. Sing
CTIO 1.3 m ANDICAM V filter WASP-19 2012A-0432 P. A. Wilson

Table 2.3: Summary of observations used in this project listing the instrumental set-
tings, target, run IDs and P.I. for each observation. The observations are listed in
order of when they were analysed by me, rather than the order in which they were
taken, to be consistent with the order of chapters in this work.
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2.3 Analysis Techniques

2.3.1 Least Squares Fitting

The Chi Squared Statistic

For a Gaussian distribution of mean µ and variance σ2, the probability of observing a

value z is

P =
1√

2πσ2
exp

[−(z − µ)2

2σ2

]
. (2.6)

This principle can be used in model selection where it can be assumed that the data

have a Gaussian distribution around the true model value. The probability that a data

point, yi with uncertainty σyi is drawn from a given model mi is given by

P =
1√

2πσ2
yi

exp
[−(yi − mi)2

2σ2
yi

]
. (2.7)

The model with the highest probability is that which minimises the exponent. For N

data points, this means that observers seek to minimise the expression:

χ2 =

N∑

i=1

(yi − mi)2

σ2
yi

(2.8)

This expression is referred to as the χ2 statistic, and is a measurement of how well the

model describes the data. Here, σyi is the uncertainty on each data point yi, and char-

acterises the deviation from the model that is expected due to known noise sources.

For example, in my work, usually this value is assumed to be dominated by photon

noise in the initial analysis, before other sources of noise are quantified. The best

fitting model is the one that gives the lowest χ2. Models have free parameters, such

as baseline stellar flux or planetary radius contrast, and a fitting routine is employed

to find the parameters which give the lowest χ2 for each model considered.

To quantify the goodness of fit, the deviations from the model must be compared

to the expected values assuming that the model is correct and deviations are due to

expected random scatter (e.g. photon noise). The ratio of the variance of the fit com-

pared to the variance of the parent distribution can be approximated by χ2/ν, where

ν = N − M and M is the number of free model parameters (Bevington & Robinson

2003)8. If the fitting function accurately predicts the values of the parent distribution,

then this number, called the reduced χ2 or χ2
ν, should be close to 1. The quantity ν is

8Note that in some cases, ν = N − M − 1 is used, where the data are normalised around the mean
value before the χ2 statistic is computed. Since the mean value itself is a free parameter, it must also
be included in ν (Press et al. 2007).
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known as the number of degrees of freedom (DOF). A larger number of free parame-

ters allows the model to vary in more different ways to fit the data, and thus a larger

number of free parameters should decrease the value of χ2 if the model is correct.

Whether a more complex model is justified over a simpler one depends on how much

χ2 decreases and how many extra parameters are required, and methods for deciding

between models in this way are discussed in Section 2.3.4.

The likelihood that the model describes the data is then given by the probability

that the χ2
ν obtained from randomly sampling N observations from a normal distribu-

tion would exceed the value of χ2
ν obtained by the deviations from the model fit. Such

probabilities have been tabulated by many researchers (e.g. Bevington & Robinson

2003) and are used by observers to assess the goodness of fit of a model. A prob-

ability value close to 0.5 means that the deviations between the data and the model

match what is expected statistically, and the χ2
ν values are close to 1. If the probability

is poor (and χ2
ν large) then random deviations explain the data better than the model.

If the probability is close to 1 (and χ2
ν << 1) then this would suggest that the uncer-

tainties on the data points in the fit are overestimated, since these govern the random

deviations expected.

The χ2 statistic is used in exoplanet science to determine the best model for

transit data, usually including systematic trends. It must be noted that the χ2 statistic

assumes that the distribution is Gaussian around the model, which is not necessarily

true for small numbers of datapoints. In many of my cases, the χ2 statistic should only

be used to compare models, and not to obtain any further information, e.g. how close

the model is to representing the data plus photon noise scatter only. With this caveat

in mind, I still use the χ2 statistic in the majority of this work because it performs the

task of choosing between models and finding the best one.

Model Fitting Techniques

It can be shown that the value of χ2 varies as the square of distance from the min-

imum. An increase of 1 standard deviation (σ) in a parameter from its value at the

minimum χ2 would increase χ2 by 1. Uncertainties on fitted parameters can therefore

be computed from the variation in χ2 as a function of changing that parameter value

in the case where parameters are independent (not covariant).

There are various techniques used for minimising χ2 for a given model with free

parameters. The simplest is a grid search, where values for the fitted parameters

are run through manually. This can be very time-consuming, especially when starting

values are not even approximately known. Alternatively, a gradient search (steepest

descent) calculates the direction in which χ2 decreases most rapidly and incremen-

tally adjusts parameters in that direction at each step (Bevington & Robinson 2003).
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Although faster than the grid search, the gradient search may have trouble converg-

ing on the actual minimum where the gradient becomes small. Another method is the

expansion method, which finds an analytical solution to describe the χ2 hypersurface

approximately around a local area rather than mapping the χ2 hypersurface with pa-

rameters to determine the direction of minimisation. The analytical function is then

minimised with respect to increments in the parameters. The expansion method can

be very useful close to a minimum, but harder to compute further away where the

hypersurface is more complicated. Bevington & Robinson (2003) give the full method

for this implementation.

Levenberg-Marquardt (L-M) Method

In this work, I make use of the Levenberg-Marquardt (L-M) method, which combines

both the expansion method and the gradient search method, using the gradient search

when far away from a solution and the expansion method when close by, to enable

it to converge more easily. Using the expansion method only close to the minimum

means that only the linear terms in the analytical solution need to be considered:

χ2 ≈ χ2
o +

m∑

j=1

(
∂χ2

o

∂a j
δa j

)
. (2.9)

The method then minimises χ2 with respect to the increments, δa j of the m fitted

parameters, and solves for the optimum values of the increments:

∂χ2

∂ak
≈ ∂χ2

o

∂ak
+

m∑

j=1

(
∂2χ2

o

∂a j∂ak
δa j

)
= 0. (2.10)

The results can be written as

βk −∑m
j=1(δa jα jk) = 0 k = 1,m (2.11)

where

βk ≡ −1
2
∂χ2

o
∂ak

and α jk ≡ 1
2

∂2χ2
o

∂a j∂ak
(2.12)

or β = δaα, (2.13)

where β and δa are row matrices and α is a symmetric matrix of order m. The

factors of ± 1/2 are included so that these definitions correspond to conventional

definitions (Bevington & Robinson 2003). The matrix α is the curvature (Hessian)

matrix and measures the curvature of the χ2 hypersurface (Bevington & Robinson
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2003). Marquardt (1963) defined a new matrix α′ by increasing the diagonal terms in

the curvature matrix α by a factor 1 + λ :

β = δaα′ with α′jk =


α jk(1 + λ) for j = k

α jk for j , k
(2.14)

If λ is very large, then the matrix α′ is forced into being diagonally dominant, giving

m separate equations (one for each parameter), which can be used to determine the

direction of decreasing χ2 (gradient method). If λ is small, then the equation is similar

to that derived from the Taylor expansion Equation (2.13). The solution for parameter

increments, δa j comes from matrix inversion of Equation (2.14):

δa j =

m∑

k=1

(β jε
′
jk), (2.15)

where ε′ is the inverse of the matrix α′, with elements given by Equation (2.14).

The initial value of λ should be small enough to use the analytical solution, but large

enough that χ2 decreases (Bevington & Robinson 2003). The procedure for a fitting

routine is:

1. Compute the initial χ2 from starting parameters (χ2(a)).

2. Begin with a small λ (usually 0.001).

3. Using this λ value, compute the step size, δa and the new chi squared χ2(a+δa).

4. If χ2(a + δa) > χ2(a), then increase λ by a factor of 10 and repeat the previous

step.

5. If χ2(a + δa) < χ2(a) then decrease λ by a factor of 10 and consider a′ = a + δa

to be the new starting point. Go back to step 3 using a = a′.

For each iteration, steps 3 and 4 may need to be performed several times to optimise

λ. In practice, the process can be stopped on the first or second occasion that χ2

decreases by a negligible amount. This is especially useful in the case of a flat valley

near the minimum, where the minimum is not well defined.

Once the minimum has been found, λ is set to zero and the error matrix (covari-

ance matrix of standard errors) is computed, ε = α−1. The errors in parameters are

obtained from the square roots of the diagonal terms. For this reason, it is important

that all fitted parameters are fitted simultaneously so that the covariance matrix can

be properly computed. Final parameter errors will be underestimated if, for example,

a fit is performed using the L-M technique which removes systematic trends from a

light curve, and then the cleaned light curve is fitted using the L-M technique to find
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transit parameters. The fitting algorithm will have no knowledge of the degree of co-

variance between the magnitude of the parameters describing the systematic trends

and the magnitude of the parameters describing the transit. Furthermore, uncertain-

ties on fitted parameters can be underestimated if the uncertainties on the data points

are underestimated, because the covariances between parameters are not measured

properly. Methods for testing uncertainties and obtaining accurate uncertainties are

discussed later, in Section 2.3.4.

In my work here, I make use of the mpfit package developed by Markwardt

(2009). Aside from the original algorithm, this idl package offers several improve-

ments, including the ability to constrain parameter values, manually set the parameter

step sizes, and return the full covariance matrix.

2.3.2 Markov Chain Monte Carlo (MCMC)

In this work, I use the L-M method to analyse data, but in the later chapters, I also

make use of the MCMC exofast written by Eastman et al. (2013) to check for con-

sistency with the results of the L-M method. Therefore, I will briefly explain the key

principles of the MCMC method here.

The MCMC method is designed to thoroughly explore the χ2 space but in a

more efficient manner than the grid search method. A Monte Carlo calculation means

that randomness is included in some way. For example, Monte Carlo simulations can

be used to check experimental results by using the fitted model to generate simulated

datasets (e.g. the bootstrap technique, described in Section 2.3.4). They can also

be used in theoretical calculations. A Markov Chain is a memoryless random chain,

in which the next state does not depend on previous states. The procedure for an

MCMC is described by the following steps (the Metropolis-Hastings algorithm, see

e.g. Young & Smith 2010):

1. The MCMC chain starts off at one point in parameter space where the likelihood,

L, is calculated.

2. Step randomly in parameter space

3. Compute the new likelihood at this new position in parameter space

4. Draw a random number between 0 and 1

5. If the random number drawn is less than the ratio of the new likelihood to the

old likelihood then accept the step and add the new parameters to the chain. If

the random number drawn is greater than the ratio of the new likelihood to the

old likelihood, then reject the step and add the old parameters to the chain.
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Once these steps have been performed once, repeat steps 2-5 many times. For a

large number of parameters, the optimal acceptance rate is ∼ 23 % (Roberts et al.

1997). While running an MCMC takes more time than the L-M method, the advantage

is that the MCMC method produces posterior probability distributions for the model

parameters rather than just a single set of best fitting parameters. Bayes’ formula is

used to calculate the posterior probability (likelihood) at each step:

P(B | A) =
P(A | B)P(B)

P(A)
, (2.16)

where A is typically the data and B is the model. P(B) is the prior information that may

be known (flat priors are used in the case of no knowledge). P(A) is a normalisation

constant, which does not need to be computed unless different models are compared.

The posterior probability is usually calculated assuming that the model is correct and

that the deviations from the model follow a Gaussian distribution:

p(yi | mi) =
1√

2πσ2
yi

exp
(
− (yi − mi)2

2σ2
yi

)
(2.17)

and

L =

N∏

i=1

p(yi | mi) (2.18)

More details of exofast and how it works are discussed in Eastman et al. (2013),

including choices on where to start the chain, step size, how many steps to perform

and the priors. Also see Gelman et al. (2003); ter Braak (2006); Ford (2006); Hogg

et al. (2010) for more information, including conditions for stopping the MCMC process

without specifying a particular number of steps and how to obtain final parameter

uncertainties from the posterior distributions.

2.3.3 Nelder-Mead Simplex Algorithm

The Nelder-Mead simplex algorithm is introduced by Nelder & Mead (1965) as a

method for the minimisation of a function with free parameters. It is otherwise known

as the downhill simplex method, or sometimes known as amoeba. It has the advantage

that it does not require derivatives, but only requires function evaluation, and so can

be better at finding the best fit than χ2 fitting techniques. However, it can be computa-

tionally expensive for a model fit with many parameters. exofast makes use of amoeba

to find an initial starting position.

A simplex is a geometric figure in N dimensions, which consists of N + 1 points

and their interconnecting line segments and polygonal faces (Press et al. 2007). In

two dimensions, a simplex is a triangle, and in three dimensions it is a tetrahedron
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(the shape does not have to be regular). Essentially, if f (x, y) is the function to be

minimised, the process starts with 3 vertices of a triangle, Vk = (xk, yk), k = 1,2,3.

The function f (x, y) is evaluated at each of the three points, and a new simplex drawn

based on the differences between the three evaluations. The process is then repeated

many times. The detailed process of using the Nelder-Mead simplex algorithm to

minimise a function is outlined in Press et al. (2007) and Mathews & Fink (2004).

2.3.4 Quantifying Uncertainties and the Goodness of Fit

Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC)

When fitting different models to data (for example modelling systematic trends), it is

not always known what the dominant causes are of observed trends (e.g. airmass,

seeing, position of the source on the detector etc.). The systematic trends could also

be non-linear functions of the physical variables with an unknown order of depen-

dence. To distinguish between different physically-motivated models using χ2 fitting

techniques such as the L-M method, more than just the χ2 statistic for each model

must be used. For example, fitting a linear function of airmass as a de-trending model

makes sense, but what is to stop an observer fitting a higher order model? A very

high order polynomial function of many variables could over-fit the data by giving the

model so much freedom that it can fit white noise. Such a model would give a lower χ2

value, but could be removing real information from the data, and may give results that

are incorrect. Both the AIC and BIC aim to weight the likelihood of different models by

how many free parameters they have, and it is thus useful to use the AIC and BIC as

well as simply looking at the reduced χ2 of different model fits to the data.

The AIC was introduced by Akaike (1974b,a), and is given by

AIC = 2k − 2 ln L, (2.19)

where k is the number of free parameters in the model and L is the maximum like-

lihood for that model. The BIC was introduced by Schwarz (1978) and is defined

as

BIC = χ2 + k ln n, (2.20)

where k is the number of free parameters in the model, and n is the number of data

points. The change in BIC or AIC for two models is an approximation of the Bayes

factor, where the Bayes factor is the ratio of likelihoods of two different models:

B =
p(x | M1)
p(x | M2)

, (2.21)
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where x is the data and M1 and M2 are two different models (for more details see

Young & Smith 2010). The Bayes factor can be approximated by the AIC or BIC as

B ≈ exp
(
−1

2∆AIC
)

or B ≈ exp
(
−1

2∆BIC
)
, (2.22)

allowing models to be rejected with confidence intervals. The advantage is that the

AIC and BIC do not depend on the priors on the parameters of the two models, which

the true Bayes factor does. Although the AIC and BIC are only strictly valid for large

numbers of data points (as is the χ2 statistic), the real limits of experiments are such

that an ideal experiment cannot be performed, and the AIC, BIC and χ2 statistic are

some of the most useful tools available for comparing models. Note however, that

the AIC and BIC should be applied to physically motivated models and the results

checked, especially for parameters correlated with the parameter of interest (e.g.

planetary radius contrast). It is possible that an unphysical combination of param-

eters could produce the best statistics.

Correlation Coefficients

A useful statistic is a test of whether different datasets, or different parts of datasets,

are correlated. For example, subtracting white light residuals9 from the light curves of

spectral bins can remove trends which are common to all wavelengths without remov-

ing information about the relative transit depths as a function of wavelength (although

the absolute transit depths are lost). Correlation coefficients are also calculated in

MCMC routines to search for degeneracies between fitted parameters. The correla-

tion coefficient (also called Pearson’s correlation coefficient) for two parameters x and

y is defined as the covariance between parameters over the scatter in the distribution

for each parameter:

ρ =
COV(x, y)
σxσy

. (2.23)

The correlation coefficient can be estimated directly from the data:

ρ =

∑
i(xi − x)(yi − y)√∑

i(xi − x)2 ∑
i(yi − y)2

. (2.24)

The value of the correlation coefficient varies from 1 in the case of perfect correlation

to -1 in the case of perfect anti-correlation. A value of zero means that the datasets

are completely uncorrelated. In practice, random noise in the datasets means that a

value of zero is unlikely, and I found values of ± 0.3 – 0.4 when comparing simulated

9Throughout this work, I use the term “residuals” to mean the data after subtracting the best-fitting
model.
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datasets made from an array of a single number with random photon noise added in

each case.

Underestimated Uncertainties and Correlated Noise

When the best physically motivated model is fitted to a dataset and remaining devia-

tions from the model are higher than predicted, it is most likely that there are sources

of noise that are not included in the model. Such un-modelled noise sources mean

that the uncertainties on the data points are inaccurate and hence the uncertainties on

the fitted parameters will be underestimated. To account for unknown noise sources,

the best model is chosen via some fitting routine and the resulting ratio between the

deviations from that model and the predicted uncertainties are used either to re-scale

the final uncertainties on the derived parameters, or to re-scale the uncertainties on

the fitted data points and fit the model again. The larger error bars allow the co-

variances of the fitted parameters to be higher and thus the resulting error bars on

the fitted parameters of interest are higher, and more realistic than using the original

data point uncertainties. In most cases, re-scaling the initial parameter uncertainties

is equivalent to re-scaling the photometric error bars and performing the fit again.

However, if some parameters are strongly covariant with one another, re-scaling the

parameter uncertainties rather than the photometric uncertainties can lead to a differ-

ence in the best fitting parameters (see Chapter 6).

For uncorrelated (white) noise above the predicted level, parameter uncertain-

ties may be underestimated, but the derived parameter values themselves are not

largely affected. In order to obtain realistic uncertainties, the re-scaling described

above can be performed using the ratio of the standard deviation of the data from the

best-fit model compared to the predicted deviation. This process makes two assump-

tions; firstly, that the model used is correct, and secondly that the uncertainties on

each data point are the same (Bevington & Robinson 2003). The latter assumption

may not be valid for ground-based data where one part of an observing night or sea-

son may contribute significantly worse data quality than others. The approximation,

however, is usually reasonable for space based data.

In the case of correlated (“red”) noise, the effects on the results are more signif-

icant because they can drastically affect measured parameter values, and need to be

treated more carefully. Unlike white noise, the effects of red noise do not reduce with

binning many exposures over time. Since the aim in transit and occultation observa-

tions is to measure atmospheric properties based on the variation of the flux from the

system over time, such variations of an instrumental origin can skew the results signif-

icantly. Re-scaling photometric uncertainties with the standard deviation in this case

would underestimate the uncertainty on the measured properties, such as planetary
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radius, because it does not take into account the structure of the noise. For example,

all the points before the transit may be high compared to the model, and all the points

within the transit could be low. Such a noise structure would artificially increase the

measured transit depth, but would have the same standard deviation as a case where

high and low points are randomly distributed amongst the before-transit and during-

transit data points. Thus observers require methods to characterise the presence and

degree of red noise in observations, rather than simply re-scaling the error bars with

standard deviation or reduced χ2. Once the level of red noise is determined, the error

bars can then be re-scaled by the appropriate amount, similar to above.

Jackknife and Bootstrapping

The jackknife method was invented by Quenouille (1949) to estimate properties of a

sample by repeatedly removing one or more observations from the sample at random

to create many simulated datasets. This method preserves the time-correlated na-

ture of the data and so measures red noise to an extent. However, I found that the

prayer bead and binning techniques (below) produced larger and more realistic error

bars when compared to how much fitted transit radii changed depending on model

parameter choice.

Bootstrapping was first introduced by Efron (1979) and can be performed by

firstly subtracting a model and then creating simulated datasets where each new data

point yi is equal to the corresponding model value, mi, plus one of the data residuals

taken at random, r j. Although a good method in the case of white noise, the bootstrap

method has the effect of not preserving the time-dependent structure of the noise,

and so underestimating the uncertainties.

Prayer-Bead Method

The prayer-bead method (Moutou et al. 2004; Gillon et al. 2007; Désert et al. 2009) is

a residual permutation method which is meant to characterise red noise. The principle

is similar to the bootstrap technique, but with significant differences that make it much

more reliable for characterising red noise. In the prayer-bead method, the initial fit to

the data is performed and the residuals calculated. Then, more fits are performed,

equal to the number of exposures. In each iteration, i, the fitted data is replaced with

yi = mi + ri+n, where yi is the new ith exposure to be fitted, mi is the model value from

the first fit for the ith exposure, and ri+n is the residual for the i+nth exposure. For each

fit n is increased by 1, until the residuals have completely cycled around. The advan-

tage of the prayer-bead technique is that the order of residuals remains the same, and

so the structure of the correlated noise is not altered. Nonetheless, depending on the

timescale of correlated noise, there could be points during the prayer-bead analysis
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where certain simulated datasets look the same as one another, thus also underesti-

mating the uncertainties. The advantage of the prayer-bead method is that it can be

used in the case of datasets with only few exposures in the light curve and does not

require the timescale of red noise to be long.

Binning Technique

The binning technique was first introduced by Pont et al. (2006) and is expanded on

by Winn et al. (2008). The binning method is based on the idea that, if a light curve is

binned into time bins of N points, uncorrelated noise should reduce by a factor of
√

N.

The levels of red noise are therefore measured using σ2
N = σ2

w/N
(

M
M−1

)
+ σ2

r , where

σ2
N is the variance of binned fluxes in M time bins of N points, σw is the white noise

component (uncorrelated), and σr characterises the red noise. The value of N to use

is typically the timescale that is important for transit observations, for example the

timescale of the transit. However, since it is possible to have trends that occur over an

entire transit, I perform the beta method for all possible different binning increments,

and look for the case where σr is the highest. To measure the level of red noise, since

σw is not known beforehand, the standard deviation in the binned light curve, σN , is

compared to the standard deviation expected if the deviation of the raw light curve

from the model is due to white noise alone, i.e. σ2
1/N

(
M

M−1

)
, where σ1 is the standard

deviation of the unbinned residuals. So, σ2
r = σ2

N − σ2
1/N

(
M

M−1

)
is used.

In order to incorporate red noise into the resulting uncertainties on physical pa-

rameters, such as transit depth, the β factor is suggested by Winn et al. (2007), where

β = σN/(σw/
√

N). Here, σw is used rather than σ1 because it is possible that corre-

lated noise can be seen in the unbinned residuals, and β could be underestimated.

In practice, the difference is negligible. The white noise component of the unbinned

residuals is worked out from the red noise, by σ2
w = σ2

1 − σ2
r .

Wavelet Method

The wavelet method was introduced by Carter & Winn (2009) as a method for estimat-

ing parameters from datasets that contain correlated noise. It is assumed that there

are two Gaussian noise processes; uncorrelated noise and correlated noise which

has a power varying as 1/ f γ. The wavelet method is therefore most suited to mod-

elling long-duration correlations, and as such I was not able to make use of it in this

work. Briefly, the wavelet method transforms the residuals into wavelet space (anal-

ogous to a Fourier transform except localised in time rather than frequency). It then

calculates the wavelength coefficients and scaling coefficients.
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Gaussian Processes

Although not used in this project, GP regression can be used to interpret exoplanet

data (Gibson et al. 2012b). The joint probability of a set of N observations is treated

as a multivariate Gaussian described by an array of N mean values and an N × N

covariance matrix. Such a process can be used to include noise terms as well as

terms describing the parameters of interest, such as transit parameters. The GP uses

a kernel (functional form of the covariance) and covariance parameters (“hyperpa-

rameters”), discussed in Pont et al. (2013). Since the GP is specified by a covariance

matrix, it predicts the difference in flux at two times, rather than an absolute flux value.

The advantage of the GP technique is that it can model noise sources simultaneously

with the transit fit and it does not require a specific parameterised de-trending model

to interpret data.

Re-Scaling Uncertainties

Many of the methods of measuring red noise discussed in this section use the resid-

uals for the calculation. This means that a fit has already been performed, and that it

is assumed that the de-trending model used is correct (i.e. that it may not completely

describe all the systematic trends, but that it does not add any trends, and does de-

scribe real trends). If the initial model is assumed to be correct, then re-scaling can

be used to take into account any red noise not included in the model, in the same

way as re-scaling for white noise. For STIS and WFC3 data, I can be reasonably con-

fident that the model describes the systematics well, since the dominant systematic

trends of these instruments are well known and understood (Sing et al. 2008a, 2011b;

Huitson et al. 2012; Deming et al. 2013).

Note that re-scaling with β only takes into account long-term systematic trends.

It is possible that the scatter may be higher than the photometric error bars after re-

scaling because of systematic noise on very short timescales and white noise. In such

a case, βw can be used, which is defined as the ratio of σw to the formal photon noise

uncertainty (Lendl et al. 2013). In this case, parameters or photometric uncertainties

are re-scaled with β × βw. In cases where β is measured to be ≤ 1, observers can

re-scale only with βw, which is the same as re-scaling with the standard deviation of

the residuals.



Chapter 3

Transmission Spectroscopy of

Sodium in HD 189733b with HST STIS

3.1 Aims and Introduction

This chapter is based around the goal of improving understanding of the most favour-

able targets. Here, I will detail observations of the sodium Na I doublet observed

in the transmission spectrum of HD 189733b with the medium resolution HST STIS

grating G750M.

Observations previous to my work suggested that the transmission spectrum of

HD 189733b is dominated by a Rayleigh scattering signature. However, absorption

from Na I was detected in the atmosphere from the ground, with a relative absorption

depth of (67.2 ± 20.7) × 10−5 (Redfield et al. 2008) compared to the continuum. This

detection was later revised to (52.6 ± 16.9) × 10−5 by Jensen et al. (2012).

Aside from confirming the ground-based detection, the further aim is to use the

increased resolution and high signal-to-noise of my spectra compared to the ground-

based detection to resolve the spectral absorption depth profile of the doublet, which

shows the characteristic shape of the sodium absorption feature. From this, it is pos-

sible to retrieve properties of the atmosphere, such as abundances and the presence

or absence of high-altitude clouds and hazes. The results are published in Huitson

et al. (2012).

96
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3.2 Observations and Data Reduction

3.2.1 Observations

The transits were observed using the HST STIS G750M grating (HST Proposal GO

11572. Cycle 17, PI: David Sing). In total, 7 primary transits of HD189733b were

observed. Three of these transits obtained data of high quality. Of the others, two

suffered from a positioning error of the spectrum when using sub-arrays on the CCD,

as also noted in Brown (2001). Two further visits obtained no data as those visits

suffered from guide star problems. Table 3.1 gives details of the 7 visits.

Visit Calendar Date JD Notes
1 31st October 2009 2455135.31 Positioning error. Spectrum blueward of

6000 Å used in part of the analysis
2 6th November 2009 2455141.42 No data acquired
3 13th November 2009 2455148.62 Whole spectrum useable

51 18th December 2009 2455184.11 No data acquired
52 15th August 2010 2455423.72 Positioning error. Spectra were

unuseable.
54 1stOctober 2010 2455470.31 Whole spectrum useable
55 30th November 2010 2455530.22 Whole spectrum useable

Table 3.1: Table of HST STIS visits, showing observation dates and data quality.

Each dataset consists of a series of 144 spectra, each covering a wavelength

range of 5808-6380 Å. There are 30 spectra in the initial HST orbit (before the transit),

another 38 spectra before the transit, 38 during and 38 after the transit. Each individ-

ual spectrum is taken at a slightly different time of the planet’s orbit so that the flux

and the spectrum can be measured before, during and after transit. This essentially

gives the light curve of the planetary transit at each spectral wavelength measured.

The G750M grism has a resolving power of R = 5000, which gives a resolution of ∼
1.2 Å or ∼ 2 pixels at 5890 Å. The observations were made with a slit of width 52"

× 2" to minimise light loss. The data were then bias-subtracted, dark-subtracted and

flat-fielded using the calstis pipeline1. The pipeline also provides a wavelength solu-

tion. I then used a custom routine to remove cosmic ray contamination, by comparing

each pixel in each image with the same pixel in all other images and removing signifi-

cant (5 σ) outliers by replacing them with the mean value for that pixel. Approximately

0.25 % of pixels were affected by cosmic ray events compared to the total number of

pixels on the subarray, consistent with the number expected from the STIS manual. A

potentially more robust method could be to exclude bad pixels from further analysis

1Details available at:
http://www.stsci.edu/hst/stis/documents/handbooks/currentIHB/c15 pipeline2.html.
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rather than interpolating over them. Although this was not tried here, I did test the dif-

ference between removing and interpolating over bad (saturated) pixels in Chapter 6

and did not find a significant difference between the two methods.

3.2.2 Extracting Spectra

When the data are received from the telescope, one exposure appears as a 2-dimensional

image outputted from the CCD in which the spectrum is the bright horizontal line, as

seen in Figure 3.1. The two dark lines towards the left-hand side of the spectrum are

the sodium Na I doublet absorption lines.

Figure 3.1: Image showing a CCD output of one of the exposures using the HST STIS
G750M grating that was used to analyse sodium in HD189733b. The Na I lines are to
the left of the image.

These data were then extracted as an array of flux versus wavelength for each

exposure using iraf2. iraf defines an aperture around the bright line corresponding

to the spectrum and then extracts the flux values within this aperture for each pixel

in the dispersion direction. Since each pixel corresponds to a different wavelength, a

spectrum can be constructed. During the extraction process, the spectral trace needs

to be measured and accounted for, which is the position of the spectrum on the CCD.

It can be seen that the line slopes downward towards the right in Figure 3.1. iraf

measures this slope and moves the aperture it is using during the extraction process

to compensate. The aperture used for the extractions here was 13 pixels wide, and

was determined by measuring the red and white noise in the extracted light curves

of a variety of different aperture sizes. The spectra were then shifted to a common

wavelength scale by cross-correlating with the mean of the shifted spectra, and were

then corrected to a rest frame by comparison with a model spectrum.

2Image Reduction and Analysis Facility.
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3.3 HST STIS Light Curve Fitting

A light curve of photon flux against time was created by summing the photon flux

over the full spectrum in each exposure (each individual spectrum). Plotting this flux

against time gives the ‘white’ light curve. Since the HST orbits the Earth, it can only

spend some time out of each orbit observing the target. Therefore the transit light

curve over time contains gaps in the observations due to Earth occultation.

The light curves exhibit instrumental effects, which are described by Brown

(2001). The dominant systematic trends are over an orbital timescale and are due

to PSF3 variations caused by the thermal expansion and contraction of the HST op-

tical assembly as the HST is heated and cooled during its orbit4. The orbital PSF

variations are referred to as the “breathing” trends. The breathing effects are worse

during the first orbit of any visit, as the HST thermally settles into its new pointing

position. Many programmes therefore do not use the first orbit for primary analysis

(e.g. Brown 2001; Charbonneau et al. 2002; Sing et al. 2008a). Figure 3.2 shows the

raw white light curves which exhibit the dominant systematics.

Figure 3.2: Raw white light curves for (top to bottom) visit 3, visit 54 and visit 55,
excluding the first orbit of each visit. Arbitrary flux offsets have been applied for clarity.

There are two orbits before the transit, one during transit and one after transit.

The systematics were corrected for by discarding the first orbit, and then discarding

the first exposure of the retained orbits. The first exposure in each STIS orbit is usually

unreliable (Sing et al. 2011b). After this, the remaining systematics were removed by

fitting a fourth-order polynomial dependence of the fluxes on HST orbital phase to the

light curve, whilst simultaneously fitting for the transit radius using the analytical transit
3Point Spread Function
4See instrument science report ACS 2008-03 for more details, available at

www.stsci.edu/hst/acs/documents/isrs/isr0803.pdf [accessed 01-Sep-2013]
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models of Mandel & Agol (2002). The Levenberg-Marquardt least-squares technique

was used for the fit, using the mpfit package (Markwardt 2009), using the unbinned

data. The sections of the in-transit light curve obviously crossing stellar spots were

not included in the fits. The effect of stellar spots on the transmission spectrum is

further discussed in Section 3.4.3. Figure 3.3 shows the resulting light curves and

residuals once systematics have been removed. Fitting the light curve with models

from Mandel & Agol (2002) gives the radius of the planet from the depth of the transit,

using Equation (1.2) and knowing the stellar radius.

Figure 3.3: White light curves for (top to bottom) visit 3, visit 54 and visit 55 with the
systematic effects removed. Arbitrary flux offsets have been applied for clarity. For
each visit, the best fitting analytical transit model of Mandel & Agol (2002) is over-
plotted. Plotted underneath are the residuals for (top to bottom) visit 3, visit 54 and
visit 55. Arbitrary flux offsets have been applied for clarity. The regions where the
planet crosses stellar spots can be clearly seen.

Visits 54 and 3 still exhibit structure in the transit due to occulted starspots,

where the flux is higher than the transit model predicts. The effect of starspots on the

results is discussed in Section 3.4.3. I observed that the transit depth for visit 54 was

shallower than the other two visits. This could be due to an occulted starspot in the

centre of the transit in addition to those at the edges, so that the planet would cover

part or all of at least one starspot during the whole transit.
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3.3.1 Limb Darkening

Correcting for the effects of stellar limb darkening on the transit light curves and the

spectral absorption depth profiles is important at visible wavelengths, so this was also

included in the light curve fits. Two limb darkening corrections based on two stellar

models were compared: the Kurucz (1993) 1D ATLAS model5 and a fully 3D time-

dependent hydrodynamic stellar atmospheric model (Sing et al. 2011b; Hayek et al.

2012). The models were compared using visit 55, where there are no visible occulted

spots at the limbs of the transit. The other two complete visits do not have enough

data at the limbs of the transit light curve to constrain the fits.

In the 1D case, I followed the method of Sing et al. (2009) and Sing (2010), and

used a 3-parameter law:

I(µ)
I(µ = 1)

= 1 − c2(1 − µ) − c3(1 − µ3/2) − c4(1 − µ2), (3.1)

The stellar parameters used were Teff = 5000 K, log(g) = 4.5, and [Fe/H]= 0.0, along

with the response function of the G750M grating and STIS detector. The resulting

coefficients for white light from the models were c2 = 0.8918, c3 = 0.0515 and c4 =

−0.1930. This fit gave a reduced χ2 of 2.65 and BIC of 282. I did not fit the transit light

curves for the limb darkening coefficients.

In the 3D case, the stellar limb darkening was fitted with a 4 parameter law, as

it appears to perform well at small µ:

I(µ)
I(µ = 1)

= 1 − c1(1 − µ1/2) − c2(1 − µ) − c3(1 − µ3/2) − c4(1 − µ2). (3.2)

The parameters for the white light curve were c1 = 0.7043, c2 = −0.4493, c3 = 1.0538,

and c4 = −0.4569. I found that the fits and the magnitudes of red noise improved

significantly over the 1D case. The reduced χ2 when using the 3D models was 1.94,

with a BIC of 211. Despite this, however, the measured planet to star radius ratio

changed by less than 1σ, in contrast to results at bluer wavelengths from Sing et al.

(2011b). These authors give an in-depth discussion of the comparison between 1D

and 3D models for broadband G430L transit observations (2900-5700 Å) and find that

the fits to their data are significantly better using the 3D model than the 1D model.

They find that the 1D model does not perform as well at shorter wavelengths where

limb darkening is stronger.

I also simultaneously investigated whether fitting for any x and y offset of the

spectra and the slope on the detector (such as due to target motion within the aper-

ture) with linear functions was justified by improvement in the fit, as done by Sing et al.

5See http://kurucz.harvard.edu/stars/hd189733 [accessed 01-Sep-2013].
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(2011b). These corrections improved the reduced χ2 and significantly improved the

BIC. Table 3.2 shows the results of different fits for the 3D limb darkening case. Both

the χ2 values quoted above for the different limb darkening prescriptions are in the

case where the additional parameters have been fitted.

Visit 3 Visit 54 Visit 55
Fit Position no yes no yes no yes

Parameters?
DOF 69 66 79 76 86 83

NFree 8 11 8 11 8 11
χ2
ν 1.948 1.751 5.705 1.958 2.522 1.936

BIC 176 167 447 183 268 211
RP/R? 0.15734 0.15720 0.15505 0.15499 0.15638 0.15628
σRP/R? 0.00016 0.00014 0.00036 0.00012 0.00023 0.00017

Table 3.2: Fitting statistics depending on whether the x and y offsets of the spectra
were included in the fit. “NFree” is the number of free parameters. It can be seen
that there are significant improvements for all the visits when these parameters are
fitted. Note that the three visits give different absolute radii from one another. This is
most likely due to differences in un-occulted spot level. However, this chapter makes
use only of radius variations as a function of wavelength rather than absolute mea-
surements, and so the actual RP/R? values do not affect the conclusions. It is also
interesting to note that the absolute RP/R? level obtained from visit 55, which contains
no occulted spots, matches well with the level determined independently from ACS
data by Pont et al. (2013).

Fitting the systematic trends in this way produced S/N values for the white light

curves between 10,000-11,000 (precision levels of 90-100 ppm), which are 78-86

per cent of the Poisson-limited value. These per exposure precision levels are an

improvement on the results when not fitting for these additional position-dependent

parameters (130-160 ppm).

I checked for red noise by using the binning technique described in Pont et al.

(2006), by observing whether residuals binned in time followed a N−1/2 relationship,

where N is the number of points in the time bin. There was no significant evidence

of red noise in visit 54 or visit 3. For visit 55, the magnitude was 3 × 10−5 for the

white light curve, which corresponds to a S/N of ∼ 33, 000. It translates into an error

in depth measurement in the planet’s atmosphere of ∼ 50 km, which is less than

1/3 of a scale height in the lowest regions (smallest scale height) probed by these

measurements. Since the final uncertainties are ∼ 100− 300 km in altitude, these low

levels of systematic trends do not dominate the uncertainties. Smaller bandwidths

are generally closer to Poisson-limited, and I found that the red noise in a 20 Å band

centred on the sodium doublet was negligible (< 1 × 10−5).
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3.4 Analysis

3.4.1 Spectral Absorption Depth Profile of the Na I Doublet

A resolved spectral profile can tell observers much more than simply that an element

is present in an exoplanetary atmosphere. Very narrow lines could indicate high-

altitude obscuring material. A smooth, Eiffel-tower shape would indicate fairly con-

stant abundance, whereas sharp changes in the line could indicate sharp abundance

changes in Na I, or changes in temperature (see Chapter 4).

Charbonneau et al. (2002) measured the absorption depth (AD) of sodium by

comparing the flux in transit of a band centred around the sodium wavelengths to

bands either side of it, defined as ‘blue’ and ‘red’ bands. Each spectral exposure was

integrated over the defined band around the sodium lines and then normalised to the

out of transit flux in the same band. The in-transit portion of the resulting light curve

was then compared to the in-transit portions of the light curves for the blue and red

bands (also normalised), to observe the excess absorption from the Na I doublet.

The difference in absorption in the centre (sodium) band compared to the blue and

red bands is given by Charbonneau et al. (2002) as

nNa = nc(t) − [nb(t) + nr(t)]/2, (3.3)

where nc(t), nb(t) and nr(t) are the normalised light curves in the centre (sodium),

blue and red bands respectively. The sodium AD is found by comparing the excess

absorption in the centre band during transit with that out of transit, where the only

absorption features should be from the star:

∆nNa = nNa(tin) − nNa(tout). (3.4)

The difference in the out-of-transit region, nNa(tout), should be close to zero, since the

light curve at each wavelength has been normalised to its out-of-transit flux. Char-

bonneau et al. (2002) defined three different width central bands: ‘wide’, ‘medium’

and ‘narrow’, and corresponding blue and red bands which are just outside the limits

of the centre band. The ‘narrow’ centre band is 12 Å wide.

In this current work, the spectral AD during transit in a band centred within

the Na I doublet was compared to bands on either side of the doublet following this

method. For the bands outside the sodium wavelengths, I used the ‘wide’ bands

defined by Charbonneau et al. (2002), which is a combination of a blue (5818-5843 Å)

and a red (5943-5968 Å) band. The difference between this work and previous work is

that I measured the spectral absorption depth profile by using a ‘centre’ band of fixed

size, and measured the differential AD in the sodium feature by moving this ‘centre’
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band across the feature in wavelength. The ‘centre’ bands were 1.2 Å wide, which is

the instrument resolution.

The three complete visits were used for this analysis, as was visit 1, since only

wavelengths up to 5968 Å were required. Visit 1 was only used for this differential

method, and so was not discussed in Section 3.3. I tested the effect of using different

reference bands by using the ‘medium’ reference band as defined by Charbonneau

et al. (2002), as well as a reference band closer to the doublet. The choice of refer-

ence band shifts the profile in altitude by less than 1
2σ and does not change the shape

of the AD profile as a function of wavelength.

This differential method has the advantage that systematic errors largely cancel

out, as they are largely wavelength independent over the small wavelength range

studied, giving a robust way to measure Na I absorption. It also averages the blue

and red background components, giving an average that largely compensates for the

effects of limb darkening in the sodium bands. This method is also particularly useful

here due to the presence of occulted starspots at the limbs of two of the visits, as the

flux variations due to transiting in front of occulted spots are similar in the Na band

and the ‘wide’ bands, and thus cancel out when comparing the bands.

However, this method does not account for differential limb darkening in the

sodium line core wavelengths. The limb darkening is weaker at the line core com-

pared to the continuum, because the core of the stellar Na I line is produced above the

photosphere, further away from the centre of the star than where the continuum is pro-

duced. At these altitudes, the temperature gradient becomes smaller (see Hayek et

al., 2012). The differential limb darkening leads to a slight underestimation of the ab-

sorption depth in the line core, since the limb darkening effects are not fully cancelled

out by the differential method. This effect was corrected by comparing limb darkening

models for each of the evaluated sodium wavelengths with that of the ‘wide’ band. The

transit models were given a fixed planetary radius, to evaluate the difference in model

limb darkening alone, and then the differences were added to the sodium absorption

depths (see Figure 3.4 for an example of the difference in limb darkening between the

line core and the wings). The greatest effect was in the innermost line cores, with a

magnitude of ∼ 2×10−4 or 1
2σ. The effects were found to be negligible for wavelengths

greater than 3 Å away from the line cores.
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Figure 3.4: An example of the differential limb darkening in the sodium line core for
visit 55. The red line shows the transit model with limb darkening for the core of the
line and the black line shows the transit model with limb darkening for the reference
band (blue+red band).

Figure 3.5 shows the spectral absorption depth profile around the Na I feature

and Table 3.3 lists the differential absorption depths for each wavelength bin. In Sec-

tion 3.4.3, I find that the effects of starspots on this profile are minimal and within the

observational uncertainties. Error bars were computed from the standard deviations

of the ‘centre’ and ‘reference’ light curves and scaled with red noise when red noise

was detected. The spectrum is composed of the spectra from the individual visits

weighted by their uncertainties. Comparing Figure 3.5 to the equivalent spectrum for

HD 209458b from Sing et al. (2008a) shows that the measured differential Na I ab-

sorption for HD 189733b is deeper in the line cores. There is one data point in the

centre of the two doublet lines which appears to have an unexpectedly low absorp-

tion. This is due to one pixel in the centre of the doublet showing low absorption. It

is not associated with any excess red noise, and so I could not scale the uncertainty

any higher. This anomaly was also observed in the HD 209458b spectrum from Sing

et al. (2008b) using the same instrument, but there are no obvious defects on the

CCD that could account for this effect. The differences in velocity frame for the two

stars is sub-pixel for these data, and so the same wavelength should fall on the same

pixel for both datasets.
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Figure 3.5: Spectral AD profile at each wavelength in the sodium region with 1σ error
bars, binned to the STIS resolution of 2 pixels. The Na I D1 and D2 doublet lines are
resolved, as shown by the largest two peaks. The absorption depths for the doublet
are greater than the equivalent profile for HD 209458b (Sing et al. 2008a).

λ AD Error λ AD Error
(Å) (×10−5) (×10−5) (Å) (×10−5) (×10−5)

5870.50 10.95 19.04 5871.61 38.27 19.24
5872.71 18.20 21.41 5873.82 -3.38 21.21
5874.93 -34.05 22.34 5876.04 -3.78 18.22
5877.15 -17.25 20.63 5878.25 6.80 21.09
5879.36 31.16 23.01 5880.47 34.76 20.70
5881.58 -8.91 21.23 5882.69 24.54 20.73
5883.79 -8.71 21.49 5884.90 30.13 20.06
5886.01 28.46 20.34 5887.12 18.51 21.61
5888.23 57.24 24.06 5889.33 40.69 36.82
5890.44 213.89 36.17 5891.55 86.23 24.62
5892.66 31.31 26.42 5893.77 -7.95 23.81
5894.87 48.48 29.33 5895.98 141.22 40.31
5897.09 59.56 25.44 5898.20 71.53 20.53
5899.31 -21.23 25.01 5900.41 5.60 21.23
5901.52 41.71 21.60 5902.63 -2.19 23.29
5903.74 10.17 21.49 5904.85 25.18 22.27
5905.95 7.36 21.65 5907.06 43.25 20.97
5908.17 -10.27 21.61 5909.28 -65.38 18.88
5910.39 6.79 23.31 5911.49 -27.29 19.54
5912.60 10.12 19.95 5913.71 13.50 22.14
5914.82 -2.03 26.01 5915.93 -11.71 23.66
5917.03 -46.86 21.42 5918.14 12.27 19.40
5919.25 24.25 22.80

Table 3.3: Weighted average of spectral absorption depth (AD) in each wavelength
(λ) around the Na I doublet compared to absorption in adjacent bands. The data are
binned to the STIS instrument resolution of 2 pixels.
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3.4.2 Integrated Absorption Depth Profile of the Na I Doublet

In order to allow direct comparison with the previously published Na I profiles of

HD 209458b and WASP-17b (Sing et al. 2008a; Wood et al. 2011), I also computed

the differential integrated AD profile as a function of bandwidth. Using the method

described by Charbonneau et al. (2002), the absorption depth during transit in a band

centred on the Na I doublet was compared to the same blue and red reference bands

as used for the spectral absorption depth profile. To make the integrated AD profile, I

used two ‘centre’ bands, one centred on each sodium doublet line (5896 and 5890 Å).

These bands were then increased in size from 3 to 80 Å, with a single ‘centre’ band

being used where the centre bands were large enough to encompass both lines to-

gether (bandwidth ≥ 12 Å). This gives a profile of absorption depth vs bandwidth (total

width of the ‘centre’ band or bands), and is hereafter referred to as the integrated ab-

sorption depth (IAD) profile.

Figure 3.6 shows the resulting IAD profile averaged for the 4 visits (weighted

by the uncertainties of each visit) and Table 3.4 lists the absorption depths for each

band. The mean IAD profile gives a depth of (51.1±5.9)×10−5 for a bandwidth of 12 Å,

which was the bandwidth used by Redfield et al. (2008) and Jensen et al. (2011) for

their ground-based measurements. This result is within 1 σ of these previous results,

confirming the absorption depth found with an increased S/N of almost a factor of 3.

Figure 3.6: The IAD profile defined by the depth in a band centred on the Na I doublet
compared to absorption in adjacent bands, weighted with uncertainty in absorption
depth for 4 visits averaged. The increasing band sizes show the IAD profile, which
flattens out at bandwidths larger than 45 Å, showing that the line wings broader than
this are obscured. The point from Jensen et al. (2012) is shown in blue with a filled
square. My more precise results agree with their measurement at the 1 σ level.
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Band Absorption Error Band Absorption Error
width depth (×10−5) width depth (×10−5)

Å (×10−5) Å (×10−5)
2.8 103.9 17.9 5.0 94.3 9.5
7.2 79.8 7.8 8.9 81.0 6.9

10.5 68.7 6.2 12.0 51.1 5.9
13.0 49.3 5.7 14.0 41.9 4.9
15.0 39.0 4.7 16.0 40.4 4.6
17.0 42.1 5.2 18.0 39.2 4.8
19.0 38.3 4.7 20.0 36.1 4.7
21.0 35.1 4.7 22.0 33.4 5.1
23.0 34.0 5.2 24.0 32.7 5.1
25.0 32.7 5.0 26.0 27.6 4.9
27.0 32.6 4.8 28.0 32.6 4.7
29.0 32.5 4.7 30.0 31.4 4.7
31.0 28.5 4.8 32.0 28.2 4.5
33.0 24.1 4.5 34.0 20.9 4.4
35.0 21.3 4.4 36.0 22.5 4.4
37.0 20.8 4.4 38.0 18.6 4.2
39.0 17.8 4.3 40.0 17.9 4.6
41.0 18.5 4.3 42.0 16.6 4.3
43.0 16.9 4.2 44.0 16.9 4.4
45.0 15.8 4.3 46.0 15.6 4.1
47.0 18.0 4.5 48.0 21.2 4.5
49.0 19.0 4.9 50.0 21.5 4.4
51.0 15.3 4.0 52.0 21.9 4.4
53.0 22.1 4.2 54.0 14.5 3.9
55.0 13.6 3.9 56.0 22.5 4.1
57.0 23.3 4.1 58.0 22.6 4.1
59.0 23.3 4.1 60.0 23.4 3.9
61.0 23.0 3.9 62.0 24.0 4.0
63.0 23.5 4.1 64.0 22.7 4.0
65.0 22.2 4.1 66.0 20.2 4.3
67.0 20.4 4.3 68.0 19.7 4.3
69.0 20.8 4.3 70.0 20.5 4.2
71.0 18.7 4.1 72.0 19.0 4.1
73.0 20.4 4.1 74.0 20.2 4.1
75.0 20.6 4.1 76.0 20.2 4.0
77.0 20.7 4.1 78.0 20.5 4.0
79.0 20.9 3.9 80.0 19.8 4.0

Table 3.4: Weighted average of integrated absorption depth in each band centred on
the Na I doublet compared to absorption in adjacent bands. “Bandwidth” refers to the
total width of the ‘centre’ band or bands.
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One disadvantage of the IAD method is that the line appears wider than in real-

ity due to a dilution effect of increasing the bandwidth, weakening the sodium absorp-

tion signature confined to smaller bandwidths. Furthermore, another disadvantage is

that noise at small bandwidths can have an effect on measurements at wider band-

widths. For example, noise at 50 Å can be seen to affect the IADs measured at wider

bandwidths in Figure 3.6, producing an unphysical measurement. Since the method

of calculating the absorption depth requires integrating over all the points within the

bandwidth centred on the sodium doublet, each point has a dependence on the last,

and so these errors propagate to wider bands. The IAD profile is not used for primary

analysis and is only used for comparison with other work, and to test the effects of

stellar spots on the transmission spectrum in Section 3.4.3.

3.4.3 The Effect of Occulted Starspots

The local flux increases seen as bumps in the light curves in Figure 3.3 are most likely

due to occulted starspots. HD 189733 is a very active star, showing large periodic

flux variations over time at the few per cent level in the optical, and starspots are

clearly seen in other transit light curves as well (Sing et al. 2011b; Pont et al. 2008;

Henry & Winn 2008). As discussed in Chapter 1, occulted spots decrease the inferred

planetary radius. What needs to be assessed for my goals is whether there is a

significant wavelength dependence to the effect of occulted starspots over the spectral

regime studied. I also need to determine the likely effect of un-occulted spots, which

will artificially increase measured transit radii.

The differential method of measuring the spectral AD profile should mostly can-

cel out the effects of both occulted and un-occulted stellar spots, since the studied

wavelength range is small. However, it is not a priori known how much the level of

stellar spots affects the stellar sodium signature, and hence the effect on the inferred

planetary AD as a function of wavelength. This effect could be greater in the line cores

than in the broad regions of the lines and could be significant if the sodium signature

is strongly dependent on the spot temperature.

The sodium data here are used to determine empirically the effect of occulted

spots on the differential Na I spectral AD profile, and then to infer the likely effect of

un-occulted spots. This analysis is performed on the IAD profile because the effects

will be more severe in this profile than in the spectral AD profile, since they will be most

pronounced in the line cores. Figure 3.7 shows the mean IADs versus bandwidth for

the 4 visits compared with the mean IADs evaluated using only the exposures that

appear to occult stellar spots, and also only those that do not.



3.4. ANALYSIS 110

Figure 3.7: Weighted average of IAD in a band centred on the Na I doublet compared
to absorption in adjacent bands. Black: using all exposures, blue: using only expo-
sures clearly not contaminated by occulted starspots, red: using only exposures that
appear to contain occulted starspots. This shows that the starspots do not have a
significant effect on the Na I AD profile measurement at my level of precision.

As expected, the absorption depth decreases when using only the spotted ex-

posures and increases when using only the non-spotted exposures. The mean ab-

sorption depth in a 12 Å band is (39.7±8.2)×10−5 when using only the spotted regions

and (56.3 ± 9.6) × 10−5 when using only the non-spotted regions. The effect at even

smaller bandwidths, where the difference is expected to be more noticeable, is around

5− 15× 10−5. However, these effects are within the error bars. There does not appear

to be a significant effect on the differential Na I absorption due to spectral features in

the spots at the level of precision of the observations, although an effect can be seen.

For my purposes, I can therefore assume that the spots have a similar spectrum to the

non-spotted surface. In this case, un-occulted starspots are expected to have a less

significant effect than occulted starspots, so I can assume that these effects are also

smaller than the uncertainties in absorption depth. It has, however, been noticed that

at both longer and shorter wavelengths, the effects become more significant (Sing

et al. 2011b), especially when considering the spectrum over wider spectral domains.
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3.4.4 Broadband 5808-6380 Å Spectrum

The G750M data can also be used to look for other spectral features and to determine

the shape of the overall spectrum from 5808 to 6380 Å. Spectra were created by

binning the spectral time series into 5 wavelength bins of ∼ 110 Å for visits 3, 54

and 55. Each band was fitted individually in the manner described for the white light

curve. The fitted planet to star radius ratios were then used to construct a binned

transmission spectrum. The inclination, a/R? and central transit time were fixed to the

values given in Hayek et al. (2012) and Agol et al. (2010), which were i = 85.71 deg,

a/R? = 8.8564, To = 2454279.436714. Using the same orbital parameters for each

bin ensures that differences in the best fitting RP/R? values between bins are due only

to radius variations as a function of wavelength.

Determining accurate radii required the occulted stellar spots in the light curves

to be taken into account. The fluxes of each exposure contaminated by occulted spots

in visits 3 and 54 were measured with the white light curve, producing the shape of

the features. These were then used to model the spots in each of the wavelength

bands, by fitting the features in each band with the shape measured from the white

light curve and an amplitude parameter. This assumes that the shape of the spots

is roughly the same in all the different bands and that the spectra of the spots are

constant. Figure 3.8 shows the spotted exposures overplotted with the best fitting spot

amplitudes for each wavelength band. Figure 3.9 shows the data residuals once the

spots, systematic trends and transit have been removed. Comparison with Figure 3.3

shows that the spots have been effectively removed.

Figure 3.8: Spotted exposures overplotted with the best fitting spot models for visits
3 (left) and 54 (right). A non-spotted transit model has been subtracted from both so
that the magnitude of the spots can be seen more easily.
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Figure 3.9: Residuals of the data minus spotted models for visit 3 (top) and visit
54 (bottom) for the G750M band divided into 5 ∼ 110 Å bins. Arbitrary flux offsets
have been applied for clarity. The colours and bands are the same as in Figure 3.8.
The flatness of the residuals show that the occulted starspots have been effectively
removed.

Occulted spot features are more severe at blue wavelengths than at red depend-

ing on their temperature contrast with the non-spotted surface (e.g. Pont et al. 2007).

Figure 3.10 shows the best-fit spot amplitude parameters along with a predicted slope

for spots of temperature 4000 K. Sing et al. (2011b) found that this temperature best

matched their data over a broad wavelength range. The spot amplitude was defined

to be 1 for white light. My measured slope is in agreement with this model, but can-

not be used to constrain the spot temperature further than the constraints provided

by previous work. It can be seen that the amplitude increases slightly towards blue

wavelengths as expected, although this is only a 1 σ effect over my wavelength range.

The planetary radius and spot amplitude parameter were initially fitted together

and then fitted one at a time iteratively until the solutions converged, allowing the radii

in each wavelength band to be fitted while taking into account the shape of the spots

in the light curve. The transmission spectrum was then corrected for un-occulted

spots by reducing the measured radii by 1% (see Sing et al. 2011b), and averaged

for the 3 visits. Red noise values were negligible for visits 54 and 55 in all bands. For

visit 3, β = 1.3 for the central wavelength band and 1.2 for two of the other bands, and

was negligible elsewhere. These values were incorporated into the measurement

uncertainties for that visit, giving the value less weight when I took the mean of all

visits.
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Figure 3.10: Average best fitting spot amplitudes from the models for visit 54 and visit
3, plotted against wavelength. It can be seen that there is a wavelength-dependent
slope, but this is within the errors of the measured parameters. Overplotted in red is
a model spectral signature of occulted spot amplitude, assuming that the spots have
a temperature of 4000 K. The measured slope is in agreement with this model, but
cannot be used to constrain the temperature any further.

Figure 3.11 shows the resulting spectrum and Table 3.5 shows the fitted values

of RP/R?. Figure 3.11 also shows a Rayleigh slope for an atmospheric temperature

of 1340 ± 150 K determined from previous observations (Lecavelier Des Etangs et al.

2008a). The data are consistent with Rayleigh type scattering, but I cannot further

constrain the uncertainty on the measured temperature with my data, although the

observations do reach precisions of approximately one atmospheric scale height for

each of the binned spectral points. Additionally, a flat spectrum is seen with spectral

bins narrower than those of either of the two previously observed broad-band spectra,

which is consistent with the conclusion that the Na I line wings are absent. It also

indicates that there are no other broad spectral features in the G750M wavelength

range. In contrast to the flat spectrum measured here, the spectrum of HD 209458b

showed significant excess absorption at 6200 Å (Sing et al. 2008a; Désert et al. 2008).

The non-detection of significant excess absorption at 6200 Å in HD 189733b suggests

that either this feature is real or any systematics responsible for the feature vary with

time.
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Figure 3.11: The STIS G750M broad spectrum overplotted with a Rayleigh scattering
prediction from previous broad-band ACS data (Pont et al. 2008; Sing et al. 2011b) at
the temperature of 1340 K determined by Lecavelier Des Etangs et al. (2008a) (solid
line) with a range of ±150 K (dashed lines). It can be seen that the G750M data is
consistent with this slope.

Wavelength (Å) RP/R? Error
5809-5922 0.15638 0.00025
5923-6037 0.15632 0.00019
6040-6150 0.15618 0.00034
6150-6264 0.15601 0.00025
6264-6378 0.15612 0.00016

Table 3.5: Fitted planet-to-star radius ratios for ∼ 110 Å bands, used to construct the
broad-band transmission spectrum over the G750M band.

In Figure 3.11, there is a slight dip around 6200 Å, which appears to coincide

with a bump in Figure 3.10, both in the data and the predicted model spot spectrum.

This suggests that, again, starspots are having an effect on the observations, but

that the effect is within the observational errors. The spectrum here is used only to

show that there are no other broad features in the spectrum, and as such, the small

deviation potentially caused by occulted starspots is not corrected for as it will not

change this conclusion.
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3.5 Discussion

3.5.1 The Optical Transmission Spectrum of HD 189733b

An important goal of this study is to make the most complete picture of the atmosphere

of HD 189733b that is currently possible. This means adding together all the transmis-

sion observations, including broad-band spectra and the sodium measurement here.

Although the sodium spectral AD measurements are differential absorption depths

compared to the continuum, they can also be written in terms of planetary radius, if

the transit radius of the continuum is known. The planetary radius at each wavelength

is given by

RP

R?

=
RP(white)

R?

+ ∆
RP

R?

, (3.5)

where ∆ RP
R?

is the sodium AD relative to the continuum (“white”), expressed in units

of RP/R?. Converting AD to ∆(RP/R?) can be done by considering the change in

observed flux during the planet’s passage, which is given by

∆F
F

= AD =

(
RP

R?

)2

, (3.6)

where ∆F is the change in flux due to the planetary transit and F is the out-of-transit

flux. For a small change in AD, this can be written:

∆(AD) = 2
(

RP

R?

)
∆

RP

R?

⇒ ∆
RP

R?

=
∆(AD)

2
(

RP
R?

) . (3.7)

Doing this enables the differential ADs to be compared with other datasets from other

observations, which are usually quoted in terms of RP/R?. A spectral AD profile can

be found directly from fitting the transit at each wavelength around the sodium feature

for RP/R? and comparing it to the continuum fit, but the differential method is more

reliable for that purpose. There are large differences between the measured RP/R?

values for each visit when fitting the white light curves, whereas the differential ADs

are very similar between visits for the method used by Charbonneau et al. (2002).

For that reason, the differential AD values are clearly more reliable. The reason for

this is that un-occulted spots affect the absolute transit depth more significantly than

they affect the relative transit depths, which are what is measured when calculating

the differential AD values. The differential AD values can then be combined with a

well known value of RP(white)/R? from broad-band datasets, in order to convert the

differential ADs to a spectrum. I used RP(white)/R? = 0.15628, which is the radius from

my visit 55, and which agrees well with the literature values in Pont et al. (2008).
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Figure 3.12 shows the results of comparing my data with that in the literature.

3.5.2 Interpretation of the Narrow Absorption Lines

The blue-rising continuum absorption observed in the atmosphere of HD 189733b by

Pont et al. (2008) and Sing et al. (2011b) was attributed to a high-altitude haze in the

atmosphere of the planet, which would obscure most of the Na I doublet. Figure 3.12

shows the previously observed broad-band spectrum (Pont et al. 2008; Sing et al.

2011b) compared to a model spectrum assuming a haze-free atmosphere (Fortney

et al. 2010) and a solar Na I abundance. The observed spectrum lacks the broad

alkali line wings and H2O signatures. The broadband data are binned to ∼ 500 Å,

showing that the equivalent widths of those bins are not significantly higher than the

featureless spectrum. Figure 3.12 also shows my measured spectrum for the G750M

band, as well as points from the medium resolution spectrum at 2, 5, 12, and 18 Å

from the centre of the doublet, confirming a narrow Na I feature. The previous broad-

band spectroscopy would not have had sufficient spectral resolution to resolve such a

narrow feature unambiguously. The 3 observations from STIS G750M, STIS G430L

(Sing et al. 2011b) and ACS HRC (Pont et al. 2008) all independently agree that there

are no observable broad Na I line wings.

Figure 3.12: Spectrum over the G750M band (black squares) compared with previous
work. Also shown are points from the G750M spectrum at 2, 5, 12 and 18 Å from
the centre of the doublet (black circles). The red lines show the Rayleigh scattering
prediction from the ACS data (Lecavelier Des Etangs et al. 2008a). The blue line
shows a model assuming a haze-free atmosphere from Fortney et al. (2010) at solar
Na I abundance, normalised to the radius at IR wavelengths from Agol et al. (2010).
Blue circles show model values binned to the G430L and ACS resolution.

The species responsible for the Rayleigh scattering signature observed in HD

189733b is unknown, but the signature should place constraints on the composition

of the scattering species (Lecavelier Des Etangs et al. 2008a; Sing et al. 2011b).
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Rayleigh scattering dominates only for particle sizes much smaller than the wave-

length (2πa << λ) and where the scattering efficiency is dominant over the extinction

efficiency. H2, which is abundant in the atmosphere, is much smaller than the ob-

served wavelengths. A narrow Na I doublet profile can be explained by a low sodium

abundance (∼ 0.1 × solar) which can hide the Na I line wings beneath the H2 Rayleigh

signature. Although there is no reason not to expect a low abundance of atomic

sodium, such a conclusion would also suggest low abundances of other constituents

such as atomic potassium or water, since these features are also not apparent in

the transmission spectrum at predicted levels. I therefore believe that the scattering

signature is due to a high-altitude haze.

A high-altitude scatterer could obscure spectral signatures from lower altitudes,

allowing only the upper regions to be observed, where pressures are low and there

is no observable pressure broadening of the Na I feature. Thus, the transmission

spectrum will not show the sodium line wings, even for a solar or above-solar Na I
abundance. If the Rayleigh scattering signature is due to a haze of condensate parti-

cles, then the condensate must be transparent enough for the absorption to be neg-

ligible relative to scattering, which rules out many condensates such as MgSiO4 and

oxygen-deficient silicates (Lecavelier Des Etangs et al. 2008a). One possible species

is MgSiO3, which fits the observed spectrum from Sing et al. (2011b), Pont et al.

(2008), and also the 1.66 and 1.87 µm points from Sing et al. (2009). Assuming a

uniform haze layer with a single size component, the observed broad-band data from

STIS and NICMOS constrain the particle size to be in the range 0.01-0.03 µm, by

requiring that the molecule scatters at all observed wavelengths.

The narrow range of particle sizes needed to be consistent with the observa-

tions shows that it is potentially difficult to explain the broad-band Rayleigh signature

over the 4000-18700 Å range with scattering by a haze of condensates. Rayleigh

scattering has a a6λ−4 dependence, meaning that the observed slope suggests only

a small variation in particle size over the observed range of atmosphere (providing

that the atmospheric temperature remains similar over most of the broad-band optical

spectrum, which fits with observations). It is expected that a condensate would vary

in grain size with depth, making the observations hard to explain. However, the me-

chanics of keeping dust grains aloft in such atmospheres are not well understood, and

there could be more than one absorber. The properties and even species responsible

for the scattering signature are therefore not well constrained.
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The Relative Atomic Sodium Abundance

Since there is more than one species that could be responsible for the Rayleigh scat-

tering signature, the abundance of the scattering species is unknown. Equation 1.9

demonstrates that, for a given differential planetary radius (corresponding to a differ-

ential AD), there is a degeneracy between the continuum pressure level observed and

the abundance of the observed species (in this case Na I). However, it is still possi-

ble to place constraints on the relative abundances of species. Comparison with the

near-IR measurements gives the relative abundance of atomic sodium compared to

water, and has the advantage that the Rayleigh scattering reference pressure of the

AD = 0 level does not need to be known.

Abundance measurements of identified spectral features can be determined

from transmission spectra by re-arranging Equation (1.9). The relative abundance of

two species is given by (also shown by Désert et al. 2009):

ξ1

ξ2
=
σ2

σ1
e{(z1−z2)/H}, (3.8)

where ξ1 and ξ2 are the abundances, σ1 and σ2 are the wavelength-dependent cross-

sections at λ1 and λ2, and z1 and z2 are the altitudes of the observed spectral features

at λ1 and λ2 of species 1 and 2 respectively. The atmospheric scale height is repre-

sented with H. All other constants cancel out assuming that both spectral features

occur in the same temperature regime. I compared my measured sodium absorption

depth with the radius observed at 8 µm by Agol et al. (2010), assuming that this fea-

ture is due to absorption from atmospheric water. The results from secondary eclipse

observations have detected a water absorption signal at this wavelength (Grillmair

et al. 2008), meaning that water is likely to be the source of the 8 µm feature seen in

transmission (as already envisaged by Désert et al. 2009).

I used Equation (3.8) along with σH2O = 2 × 10−20 cm2 at a wavelength of 8 µm

(Désert et al. 2009) and a radius for the water feature at 8 µm of RP/R? = 0.15531
(Agol et al. 2010). This was compared to the radius in the region 10-18 Å away from

the centre of the Na I doublet, which was RP/R? = 0.1572 ± 0.0002. This wavelength

region was measured to have a similar temperature to the continuum (see Chapter 4)

and has absorption cross-section σNa = 3.5×10−20 cm2. Since this is not a differential

measurement, I used only the fitted radius from visit 55, which has the smallest con-

tamination from occulted stellar spots of all the visits, rather than an average of all 3

visits. The un-occulted spot correction used for the G750M band was 1 per cent, and

the un-occulted spot correction used for the 8 µm band was 0.2 per cent (see Sing

et al. 2011b).



3.6. SUMMARY AND CONCLUSIONS 119

The solar abundance ratio of sodium to water is ξNa/ξH2O[solar] = 6.63 − 9.95 ×
10−3 or ln(ξNa/ξH2O[solar]) = −5.0 to −4.6 (Lodders 2003; Lodders & Fegley 2002;

Sharp & Burrows 2007). For HD 189733b, I calculated values of ξNa/ξH2O[189] which

were ∼ 100 times higher (ln(ξNa/ξH2O[189]) = +1.3 ± 0.75), indicating a super-solar

abundance ratio. This range includes the errors due to uncertainty in z, the uncertainty

in the correction for un-occulted starspots at both visible and IR wavelengths, and also

the uncertainty in the solar ratio of sodium to water.

Since EUV radiation ionises Na I, but depressed NUV can diminish ionisation,

it is unclear which effects dominate, and whether there should be more ionisation of

atomic sodium in HD 189733b compared to HD 209458b or less. It is also possible

that these different wavelengths penetrate to different distances in the atmospheres.

Understanding the atmospheric physics at these pressure levels requires much further

work, but it is hoped that these initial observations can provide some constraints to

theoretical work. Additionally, one abundance ratio between two features is insufficient

to draw any conclusions about the actual abundances of the elements responsible, but

this could be improved with additional comparisons with other features.

3.6 Summary and Conclusions

This work has detected sodium in the atmosphere of HD 189733b with 9σ confidence,

confirming the previous ground-based measurement, and has improved the precision

of the measured absorption level by almost a factor of 3. The improved resolution

has enabled me to measure the sodium doublet absorption profile. I can confirm

the presence of a very narrow Na I doublet feature, which can be explained by a

high-altitude haze obscuring broad Na, K and H2O features, or a low Na I abundance

hiding the wings beneath an H2 scattering signature. I do not detect any other spectral

features in the 5808 – 6380 Å range.

It is not possible to constrain the absolute Na I abundance without knowing the

species responsible for the continuum signature and hence the reference level, but

comparison with a feature at 8 µm indicates that the relative abundance of sodium

compared to water is much greater than solar.

From this and other measurements, it is clear that the two most well-studied

hot Jupiters are very different. It is thought that there are at least two types of hot

Jupiter, depending on whether stratospheres are present, but more measurements

are required to determine whether HD 189733b and HD 209458b are representative

of the different types. The case of WASP-17b, which has even narrower Na I line

profiles, suggests a range of properties across the hot-Jupiter class.
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With regard to HD 189733b, there needs to be further investigation as to what

is causing the Rayleigh signature in order to place constraints on its possible abun-

dance. Since this work, an optical secondary eclipse measurement has been pub-

lished which does not show a high albedo, and so suggests that the haze seen in

transmission is not optically thick when observed in emission, or that the terminator

has different properties to the day side (Evans et al. 2013). Ideally, the albedo needs

to be measured at more wavelengths to obtain a reflection spectrum, and this needs

to be combined with optical phase curve observations to determine the uniformity of

cloud cover. Such observations are very challenging, however.



Chapter 4

Measuring Atmospheric Temperature

Profiles from Transmission

Spectroscopy

4.1 Aims and Introduction

The following chapter describes how alkali lines can be used to measure the temper-

ature structure in upper planetary atmospheres at the terminator by measuring the

line profile shape seen in transmission. The derivative of absorption depth as a func-

tion of wavelength is characteristic of the atmospheric temperature profile, with higher

temperatures increasing the scale height and thus causing a steeper line slope. The

aim is to measure the upper-atmospheric terminator T -P profile for HD 189733b using

the observed sodium lines from the previous chapter, which will further constrain the

specific properties of the favourable target HD 189733b.

Prior to this study, only one planet had a measured terminator T -P profile, which

was HD 209458b, where Vidal-Madjar et al. (2011b) and Vidal-Madjar et al. (2011a)

calculated a T -P profile from 10−3 to 10−6 bar from optical high- and medium-resolution

transmission spectra. Vidal-Madjar et al. (2011b) found an isothermal atmospheric

layer of ∼ 1500 K from 10−4 to 10−5 bar, where above this layer, the temperature

rose again to 3600 ± 1400 K at ∼ 10−6 bar, a sign of the planet’s thermosphere. A

further aim is to compare the two exoplanets and look for differences and similari-

ties. HD 209458b and HD 189733b are interesting to compare directly because they

are in many respects at opposite ends of the spectrum of hot Jupiters. HD 209458b

has a bloated radius, displays a stratospheric temperature inversion and has a star

that is much less active than HD 189733. In contrast, HD 189733b does not have a

bloated radius, does not display a stratospheric temperature inversion, and orbits one

of the most active extrasolar planet hosting stars, although cooler than HD 209458.

121
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Additionally, the optical transmission spectrum of HD 209458b is similar to clear atmo-

sphere predictions with broad Na I line wings, whereas that of HD 189733b appears

comparatively flat. This makes HD 189733b an ideal planet to study in detail for com-

parison with HD 209458b.

The T -P profile depends on many factors, such as IR and visible opacities in

the atmosphere, the presence of clouds or condensates that can cause heating of

the lower atmosphere and scattering in the upper atmosphere, the efficiencies of hor-

izontal and vertical advection, and the intense incoming radiation from the star which

can cause the upper atmosphere to heat up significantly. Since so many factors can

affect the energy budget of the planetary atmosphere, it is difficult to say in advance

how incoming stellar radiation on HD 189733b affects the atmospheric temperature

profile. For this reason, the key differences between HD 209458b and HD 189733b

make them even more interesting to compare. For example, it is not clear how the

high-altitude haze observed in HD 189733b will affect the atmospheric temperature

profile, since Heng et al. (2012) demonstrate that the presence of clouds and hazes

can have very different effects on the temperature-pressure profile depending on their

thicknesses and opacities. IR absorption due to a haze layer can heat the lower at-

mosphere and cool the upper atmosphere, whereas optical scattering will have the

opposite effect, warming the upper atmosphere. The differing levels of radiation from

the host stars will likely have a significant effect on the upper atmospheric chemistry

as well, such as breaking down certain compounds (Knutson et al. 2010).

Furthermore, the model framework developed here can be used to measure the

T -P profiles for other planets if the data is available. It was also used to re-evaluate

the existing T -P profile of HD 209458b after I discovered an error in the literature.

The work described in this chapter is published in Huitson et al. (2012) and it also

contributed to a publication by Vidal-Madjar et al. (2011a).
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4.2 The Model Spectral Absorption Depth Profile

Rybicki & Lightman (1979) define the optical depth as dτν = ανds, where αν is the

absorption coefficient defined by dIν = −ανIνds. Integrating the optical depth over the

observer’s line of sight in transmission gives:

τν =

∫ ∞

−∞
ανds, (4.1)

where τν is the optical depth along the path of travel of photons across the terminator

(the x direction, which is horizontal in the planet’s atmosphere). For the x direction,

I define x = 0 to be where the terminator is i.e. where the transmission spectrum is

measured. Rybicki & Lightman (1979) define:

αν = nσν (4.2)

where n is the number of particles per unit volume and σν is the absorption cross

section at frequency ν. Figure 4.1 shows a schematic of the path of light during a

planetary transit. The x direction is the direction of the blue arrow. The horizontal

column density, NH is then:

NH =

∫ ∞

−∞
n(x)dx (4.3)

where n(x) is the number density of particles as a function of position x. The baromet-

ric equation relates a pressure at a given altitude, P(z), to a pressure at a reference

altitude, P(zo), and is derived in Appendix D.3 as

P(z) = P(zo) exp
(
−z − zo

H

)
, (4.4)

where z is the measured transit radius, I define zo to be the height of the continuum

where the planetary disc is opaque (zo = RP), and H is the atmospheric scale height.

As in Section 1.3.2, I define the atmospheric scale height assuming hydrostatic equi-

librium and an atmosphere composed of an ideal gas, where H = kBT/µg and kB is

Boltzmann’s constant, T is the local temperature, µ is the mean molecular weight of

the atmospheric composition and g is the surface gravity (derivation in Appendix D.2).

The following derivation is summarised partly by Fortney (2005) and partly by Lecave-

lier Des Etangs et al. (2008a) but, for clarity, I will write it here in more detailed form in

the notation used in this chapter. I define ∆z to be the altitude, z, measured in trans-

mission spectroscopy minus that of the continuum level, zo. It can be thought of as the

wavelength-dependent observed height of the exoplanet’s translucent atmosphere.
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The horizontal distance, x, from the edge of the atmosphere to the terminator

makes a right-angled triangle with the vertical distance RP and the distance from the

centre of the planet to the outer edge of the atmosphere (RP + ∆z) as shown in Fig-

ure 4.1. From Pythagoras’ theorem, this gives x2 = (RP + ∆z)2 − R2
P. Expanding this

and cancelling out RP terms gives x2 = 2RP∆z + ∆z2. Assuming that 2RP∆z >> ∆z2

means that the ∆z2 term is negligible, so 2RP∆z ≈ x2. Substituting into Equation (4.4)

gives

n(x) = noe−
∆z
H = noe−

x2
2RPH , (4.5)

where also, pressure has been replaced by number density, which is valid for an

atmosphere in hydrostatic equilibrium. Then, the above expression can be substituted

into Equation (4.3) to give

NH =

∫ ∞

−∞
n(x)dx =

∫ ∞

−∞
noe−

x2
2RPH dx. (4.6)

The result can be obtained from a standard integral:
∫ ∞
−∞ e−x2/adx =

√
πa. Therefore,

the result can be written as NH = no
√

2πRPH. For an exoplanet atmosphere, no will

depend on the altitude, z, in the atmosphere and so I will use the symbol n(z) rather

than no for clarity. This means that n(z) is the number density at the terminator (so a

fixed x) but is a function of altitude.

Figure 4.1: Schematic to illustrate the path of light through the planet’s terminator
during transit. The blue arrow is the light from the star passing through the atmo-
sphere and moving in the x direction. RP denotes the opaque planetary disc, which is
opaque at all wavelengths. The radius RP is defined as being at ∆z = 0 for transmis-
sion spectroscopy (zo). The transit radius as a function of wavelength is then given by
RP + ∆z(λ).
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Equation (4.1) can then be written as follows:

τν =

∫ ∞

−∞
σ(λ)ndx = σ(λ)n(z)

√
2πRPH. (4.7)

Transmission spectroscopy aims to detect atmospheric species by detecting varia-

tions in z in order to infer the absorption cross-section, σ(λ), in the atmosphere and

detect specific atmospheric species. By definition, the optical depth at the measured

transit radius must be such that atmospheric absorption can be detected. Lecavelier

Des Etangs et al. (2008a) show that, at the transit spectral radius, τν = 0.56 for a wide

range of atmospheric temperatures. They name the optical depth at the transit radius

τeq. Therefore, if z is the measured transit radius (i.e. the observer sees an occulting

disc of radius z = RP + ∆z), then Equation (4.7) can be written as

τeq = σ(λ)n(z)
√

2πRPH. (4.8)

Re-arrange Equation (4.8) to get n(z) in terms of τeq, σ(λ) and H:

n(z) =
τeq

σ(λ)
√

2πRPH
. (4.9)

Using the Barometric formula again, but this time keeping it in terms of z, gives

n(z)
nz=0

= e−∆z(λ)/H ⇒ τeq

σ(λ)
√

2πRPH

1
nz=0

= e−∆z(λ)/H. (4.10)

Re-arranging Equation (4.10) gives the expected excess transit radius as a function

of wavelength-dependent cross-section and number density of the atmosphere:

∆z(λ) = H ln
(
σ(λ)nz=0

τeq

√
2πRPH

)
. (4.11)

Equation (4.11) can also be written in terms of atmospheric pressure by assuming

the ideal gas equation of state. At the reference altitude, ∆z = 0, P = Po and the

ideal gas equation can be written: PoV = NkBT ⇒ Po = NkBT/V = nz=0kBT . Then,

Po/kBT = nz=0 can be substituted into Equation (4.11).

However, Equation (4.11) gives the expected differential transit radius as a func-

tion of wavelength for the total atmosphere, where nz=0 is the total number density

of all species and σ(λ) is the wavelength-dependent absorption cross-section for all

species. In reality, it is difficult to compute the wavelength-dependent cross-sections

for all possible species. In this study, I consider ∆z as a function of wavelength due to

absorption from only one species: atomic sodium, and measure the excess absorp-

tion of the Na I doublet compared to the continuum. In this case, the number density

in Equation (4.11) becomes ξNanz=0 where ξNa is the abundance of sodium relative to
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the total atmospheric abundance. Putting this into Equation (4.11) and writing σNa(λ)
rather than σ(λ) to indicate that I am dealing with only sodium gives

∆z(λ) = H ln
(
σNa(λ)PoξNa

τeqkBT

√
2πRPH

)
=

kBT
µg

ln


σNa(λ)PoξNa

τeq

√
2πRP

kBTµg

 , (4.12)

where I have also expanded H and consolidated terms of kB and T .

4.3 Determining Upper Atmospheric Temperatures

from an Absorption Profile

It can be shown that the atmospheric temperature can be derived from the planetary

transmission spectrum. Differentiating Equation (4.12) with respect to wavelength and

re-arranging gives

∂z(λ)
∂λ

=
kBT
µg

∂(lnσNa(λ))
∂λ

⇒ T =
µg
kB

(
∂(lnσNa(λ))

∂λ

)−1
∂z(λ)
∂λ

. (4.13)

The first term on the right in Equation (4.13), µg/kB, is known for a gas giant atmo-

sphere because the atmosphere is dominated by molecular hydrogen. It can also be

assumed that the atmosphere is shallow and hence g and µ are constant. For the

sodium doublet, the second term, [∂(lnσNa(λ))/∂λ]−1, is calculated from known cross

sections. The third term, ∂z/∂λ, is then measured from the transmission spectrum to

give the atmospheric temperature. Higher temperatures cause the atmospheric scale

height to increase, and so the feature becomes more extended, with a greater slope,

as shown in Figure 4.2 for the sodium Na I doublet. To determine σNa(λ), I modelled

each line as a Voigt profile, which is a convolution of a Gaussian and Lorentz profile:

Hv =
a
π

∫ ∞

−∞

e−y2
dy

(u − y)2 + a2 . (4.14)

I refer to the Voigt function as Hv rather than the usual H to avoid confusion with the

atmospheric scale height. The Voigt profile includes Doppler broadening (Gaussian

component) and natural and collisional broadening (Lorentz component). Two terms,

a and u control the shape of the Voigt function. I made use of the idl routine voigt.pro

to calculate the Voigt profile using the terms a and u as input parameters. The variable

y is equal to
√

mv2/2kBT , where m is the atomic mass, v is the velocity component of

the atom along the line of sight to the observer, and T is the atmospheric tempera-

ture. This quantity does not have to be known since it is integrated over infinity whilst

computing the Voigt profile. More details of the Voigt function are given in Rybicki &
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Lightman (1979). The first term is given by a = Γ/4π∆νD, where Γ includes the nat-

ural decay rate, γ, and the atomic collision rate, νcol. The total decay rate is given by

Γ = γ+2νcol. It can be assumed, due to the observed lack of pressure-broadened Na I
line wings, that pressure broadening is negligible and hence I set the collision rate,

νcol = 0. Indeed, including pressure broadening had very little effect on the calculated

T -P profile that resulted. The second term is given by u = (ν − νo)/∆νD, where ∆νD is

the Doppler width, νo is the central frequency of the line being computed, and ν is the

frequency over which the profile is to be generated. The Doppler width is calculated

separately for each line using

∆νD =
νo

c

√
2kBT
µNa

, (4.15)

where µNa is the mean molecular weight of sodium and c is the speed of light in a

vacuum. As well as investigating the effect of including pressure broadening, I also

performed the analysis using a Lorentz function containing only natural broadening. I

found that the derived T -P profile was similar to that calculated using the Voigt profile

with natural and Doppler broadening, indicating that Doppler broadening is also neg-

ligible. The frequency-dependent absorption cross-section for a Voigt profile is given

as (Rybicki & Lightman 1979)

σ(ν) =
πe2

mec
f

∆νD
√
π

Hv, (4.16)

where σo is the absorption-cross section at the centre of the relevant line, e is the

electronic charge, me is the mass of the electron, and f is the absorption oscillator

strength1. Knowing the absorption cross-section, the atmospheric temperatures can

be derived from high and medium resolution spectral AD profiles where ∂z
∂λ

can be

measured. From the transit radius itself, z can be measured, meaning that a profile of

atmospheric temperature as a function of altitude can be calculated.

1The term “oscillator strength” comes from a classical description of quantum mechanics (see Ry-
bicki & Lightman 1979).
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Figure 4.2: Two example Voigt profiles of the sodium doublet calculated for different
temperatures (black = 1300 K, red = 2500 K). This illustrates the effect of temperature
increasing the atmospheric scale height.

4.3.1 Reference Pressure and Pressure Scales

The goal of this chapter and this method is to measure the terminator T -P profile us-

ing an observed atmospheric feature such as the sodium Na I doublet. The above

method describes how to measure the temperature profile as a function of altitude

in the atmosphere, or a T -z profile. In order to measure a T -P profile, the pres-

sure corresponding to each measured altitude needs to be determined. Re-arranging

Equation (4.12) gives

e−∆z(λ)/H =
τeq

ξNaPoσNa(λ)

√
kBTµg
2πRP

. (4.17)

From the Barometric formula again (e−∆z/H = P/Po) this can be written:

P(λ)
Po

=
τeq

ξNaPoσNa(λ)

√
kBTµg
2πRP

⇒ P(λ) =
τeq

ξNaσNa(λ)

√
kBTµg
2πRP

, (4.18)

where P(λ) is a function of wavelength because ∆z(λ) is a function of wavelength,

since it depends on absorption cross-section.

In most cases, however, the abundance of the species being studied (e.g.

sodium) is not known. Therefore, the alternative method of working out the pressure

scale is to use the Barometric law with a known reference pressure level, Po, corre-

sponding to the point ∆z = 0. Equation (4.17) can be used to calculate the reference

pressure for a molecule with known abundance. In the case of a cloud-free atmo-

sphere, the spectrum blueward of 4000 Å is predicted to be dominated by Rayleigh

scattering from H2. If that is the case, then the reference pressure at an altitude mea-

sured blueward of 4000 Å can be derived because the abundance of hydrogen can
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be considered to be ≈ 1. Equation (4.17) then becomes

e−∆z(λ)/H =
τeq

ξHPoσH(λ)

√
kBTµg
2πRP

, (4.19)

and the reference pressure can be obtained by setting ∆z equal to zero and the abun-

dance equal to 1 (as also done by Vidal-Madjar et al. 2011b):

1 =
τeq

PoσH(λ)

√
kBTµg
2πRP

⇒ Po =
τeq

σH(λ)

√
kBTµg
2πRP

. (4.20)

Here, σH(λ) can be assumed to be the Rayleigh scattering cross-section for H2 molecules.

For HD 189733b, the reference pressure, Po, at the centre of the sodium doublet is

∼ 150 mbar (see Section 4.4.1). Equation (4.20) gives an upper limit for reference

pressure, since it is possible that high-altitude clouds or hazes could obscure the

H2 Rayleigh signature and raise the altitude of the spectral continuum, as seen in

HD 189733b. This possibility is discussed in more detail in Section 4.4.1.

4.4 Applications to Specific Planets

To determine the temperature at a given altitude region in a planet’s atmosphere,

model AD profiles are generated for the measured spectral feature (in this case the

Na I doublet). The model AD profiles are then fitted to transmission spectral data with

temperature as a free parameter. The temperature is fitted at different parts of the

observed line profile, and thus temperatures are derived for different altitudes where

the absorption takes place: deeper in the atmosphere from the broader parts of the

line and at higher altitudes from the narrower parts of the line. The fits also use a

free zo parameter to enable the profile to shift up and down, to ensure that the fit is

not degenerate with the local abundance. This method is independent of absolute

absorption depth and depends only on the absorption profile slope, which means

that knowledge of the reference pressure scale or the abundances is not required to

measure the local temperatures and hence to obtain a T -z profile. Converions to T -P

profiles are discussed when I present the results. In Section 4.4.1, I apply the models

to the data for HD 189733b described in Chapter 3 and in Section 4.4.2, I apply the

models to data for HD 209458b given to me by A. Vidal-Madjar (priv. comm.).

Constant sodium partial pressure is assumed. This assumption could be in-

valid if the sodium abundance is not constant with altitude over the range in which

a single temperature is fitted. For this reason, I have attempted to measure tem-

peratures over only one scale height each and hence measure local regions of the

atmosphere, where the assumption should be valid. However, the spectral resolution
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of the HD 189733b data detailed in the previous chapter prevented such a measure-

ment over only one scale height in the narrow line cores, where I had to measure

a single temperature over a greater altitude. Additionally, I assume a value for the

mean molecular weight, µ, which could change if the composition is drastically dif-

ferent from my assumption (unlikely) or if photodissociation occurs high up in the at-

mosphere, meaning that H rather than H2 is the dominant hydrogen-bearing species.

These caveats are discussed further when I present the results of the analysis.

4.4.1 Applying the Models to Sodium Observations of HD 189733b

I firstly calculated the T -P profile for HD 189733b, using the data described in Chap-

ter 3. Measured differential transit depths can be converted into differential altitudes,

∆z, in km in the planet’s atmosphere, so that the spectrum can be fitted for temper-

ature. In Section 3.5.1 I showed how to convert AD into a measurement in terms of

∆ RP
R?

. This can be converted into ∆RP by simply multiplying by R?.

Visible transmission spectroscopy and the sodium D doublet in particular should

probe the upper atmosphere, at pressures below 150 mbar to as low as 10−9 bar,

where the atmosphere could be at very high temperatures (Lecavelier des Etangs

et al. 2004; Yelle 2004; Garcı́a Muñoz 2007; Moses et al. 2011). Vidal-Madjar et al.

(2011b,a) measured a temperature of 3600 ± 1400 K for the upper atmosphere of

HD 209458b, using the narrowest bands (highest altitudes) of the exoplanet’s sodium

AD profile. Here, I use the models generated above to determine the temperature

ranges covered by the measurements of HD 189733b.

The value I used for R? was 0.756 R�. Figure 4.3 shows the G750M AD profile

converted to km. For HD 189733b, I assume a shallow atmosphere with constant

surface gravity of g = 2141 cm/s. Since the measured ADs in the sodium line cores

reach altitudes above the continuum of ∼ 4000 km, the assumption of a shallow atmo-

sphere may not be valid. The potential effect of a non-constant surface gravity over

the measured region would be to increase the atmospheric scale height as a function

of altitude, and hence cause measured temperatures to be overestimated at higher

altitudes. I discuss the magnitude of the potential effect when I present the derived

temperatures. For an atmosphere composed of mainly hydrogen and helium (85 per

cent H, 15 per cent He), µ = 2.3 × 1.6726 × 10−24 g. The sodium abundance, ξNa,

planetary radius, RP, and the reference pressure, Po, do not affect the slope of the

model profiles and hence the fitted temperatures. I arbitrarily set these values to a

solar abundance, ξNa = 1.995 × 10−6 relative to the abundance of hydrogen (Lodders

2003), RP = 1.138 RJup, and Po = 410 mbar.
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Figure 4.3: The transmission spectrum around the sodium Na I feature in terms of
differential height in the atmosphere, where the continuum level is given as ∆z = 0.
The heights for each wavelength correspond to the transit radius above the continuum
at that wavelength.

I used the central wavelengths from Steck (2010)2, with λo(D1) = 5895.98 Å

and λo(D2) = 5890.00 Å. I used Γ = 61.542 × 106 s−1 and f = 0.3199 for the D1 line,

and Γ = 61.353 × 106 s−1 and f = 0.6405 for the D2 line (Steck, 2010). I assumed

µNa = 23×1.6726×10−24 g. The functions a, u and then Hv were computed separately

for the D1 and the D2 lines of the sodium doublet. Then the wavelength-dependent

absorption cross-section was calculated separately for the D1 and D2 lines, and the

combined profile was worked out using σNa(λ) = σD1(λ) + σD2(λ).

The Doppler Effect of the Planet’s Motion on the Observed Na D Doublet Lines

During the transit, most of the planet’s orbital velocity is in a direction perpendicular

to the observer’s line of sight. However, at the edges of the transit, there may be

some component acting towards or away from the observer that will affect the ob-

served absorption features. Here, I calculate the expected Doppler broadening of the

Na I doublet during a transit due to the planet’s orbital motion, which can affect the

observed line shape and hence the derived temperatures if the effect is large enough.

To work out the effect, I first calculated the component of the planet’s orbital velocity

towards or away from the observer. The period, P, of the orbit is 2.2 days and the

radius of the orbit is r = 0.03 AU (1 AU = 1.496 × 1011 m). The radius of the orbit was

assumed to be constant due to the low eccentricity of the system (Agol et al. 2010).

The angular velocity is given by ω = (2π)/P = 3.28 × 10−5 rad s−1. The linear velocity

at any point in the orbit is then given by v = ωr, and I obtain v = 148 km s−1.

2Available at http://steck.us/alkalidata [Accessed 02-Sep-2013]
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The velocity actually observed will be a function of the position of the planet

along its orbital path and of the inclination of the system, so that the observed velocity,

vobs, is given by

vobs = v sin i cos θ, (4.21)

where i is the orbital inclination with respect to the observer and θ is the angle of

the planet’s motion compared to the observer’s line of sight to the star (i.e. when the

planet is adjacent to the star from the observer’s point of view and all of the planet’s

velocity is directed towards the observer, then θ = 0). The value vobs was calculated for

each point in the planet’s orbit for half a complete orbit, starting with the planet moving

directly towards the observer and ending with the planet moving directly away. The

Doppler shift, zD, is then given by zD = vobs/c, where c is the speed of light in a vacuum.

Figure 4.4 shows the Doppler shift for each point in the planetary phase for the half-

orbit. Positive values are redshifts and negative values are blueshifts. However, the

planet was not observed for this duration. It was only observed for a short time around

the primary transit. Figure 4.5 shows the Doppler shift as a function of phase for the

phases at which the planet was observed in each HST visit.

Figure 4.4: Doppler shift, zD, as a function of planetary phase due to the component
of the planet’s orbital velocity towards or away from the observer. Negative values
correspond to bueshifts and positive values correspond to redshifts.
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Figure 4.5: Doppler shift, zD, as a function of planetary phase as in Figure 4.4, but only
for the phases when the observations were taken. The phases observed for each visit
are very slightly different but this plot covers the total range observed over all visits.
Negative values correspond to bueshifts and positive values correspond to redshifts.
The effects are minimal over the duration of one HST visit.

The broadening of the sodium line can be worked out from the Doppler shifts by

using

zD =
λobs − λo

λo
⇒ λobs = λo + λoz, (4.22)

where λobs is the observed (Doppler shifted) wavelength, and λo is the rest-frame

wavelength (non-Doppler shifted). Since zD changes with time, λobs was computed

for each wavelength in the sodium feature for each phase during the observation. In

order to ascertain whether the effects are important for the analysis, the difference

in wavelength can be compared between the most blueshifted case (lowest phase

observed) and the most redshifted case (highest phase observed). The total shift

during the planet’s orbit (180o) is around 6 Å, but the total shift for the observed part

of the orbit (transit + baseline) was only < 0.7 Å per transit, which is lower than the

instrumental resolution. Therefore, the broadening effects on the observed line pro-

files due to the planet’s orbital motion do not need to be considered when fitting for

atmospheric temperatures.

Atmospheric Temperatures for HD 189733b

When fitting the models to the data, I found two temperature regions. Fitting the whole

Na I profile with a sodium doublet model at one temperature gave a χ2 of 48.4 and

T = 2000 K for 35 DOF with a BIC of 51.7. However, fitting for two temperature

regimes, one at low altitudes probed by the ‘line wings’ and one at high altitudes

probed by the ‘line cores’, resulted in a superior fit, with a χ2 of 37.4 and BIC of 44.6

for 34 DOF. The signal in the ‘line wings’ (5874-5886 Å and 5899-5912 Å) of the Na I
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lines is significant at the 2.9 σ level added over the whole wavelength region for all

visits, indicating a likely detection separate from the ‘line cores’ (5887-5898 Å).

The best fit to the ‘line wings’ of the Na I feature was 1280 ± 240 K, with

χ2 = 28.0 (24 DOF). This region approximately covers altitudes of less than 500 km

above the continuum, which is within the same altitude region in the atmosphere as

the blueward rise in absorption depth observed in the near-UV by Sing et al. (2011b),

who found a temperature of 2100 ± 500 K. This marginally suggests that another

mechanism may be required to explain the excess absorption in the blue region of

the spectrum, though the temperatures agree at the 1.5 σ level. The best fitting tem-

perature for the Na I ‘line cores’ was found to be 2800 ± 400 K, with χ2 = 11.0 for 11

DOF. This region corresponds approximately to altitudes of 500-4000 km above the

continuum. The best fits are shown in Figure 4.6, with the heights in km being relative

to the continuum.

Figure 4.6: Plots showing isothermal model fits to the different wavelength regions of
the data. The best fitting models are shown in red, binned to the instrument resolution.
Left: Fit to the ‘line wings’ (5874-5886 Å and 5899-5912 Å), which probes atmospheric
regions less than ∼ 500 km above the reference altitude. The best fitting temperature
is 1280± 240 K, a temperature that is similar to the temperature obtained by fitting the
broad-band continuum absorption with Rayleigh scattering at the same wavelength
range (Lecavelier Des Etangs et al. 2008a). Right: Fit to the ‘line cores’, at 5887-
5898 Å. This wavelength region probes higher atmospheric regions, greater than ∼
500 km above the continuum. The temperature is found to increase to 2800 ± 400 K.

I fitted the data omitting pressure broadening. Including pressure broadening

in the fit (Iro et al. 2005) with pressures of 60-150 mbar for the line wings had very

little effect, with the best fitting line wing temperature increasing by ∼ 20 K and the

χ2 increasing to 32.6 for 24 DOF. Pressure broadening does not affect the innermost

cores of the lines. In order to consider the spectral dispersion in the fits, I moved the

centres of the fitted sodium model by one pixel (0.54 Å) bluewards and redwards of

the centre values and found that the ‘line core’ temperatures changed by only ∼ 200 K.



4.4. APPLICATIONS TO SPECIFIC PLANETS 135

I further tested whether the ‘line wing’ signal is due to a Rayleigh signature

rather than sodium absorption. This was tested by combining the cross-sections for

the sodium doublet and a Rayleigh signal, and placing the Rayleigh signal at the

altitude level of the ‘line wings’. Keeping the ‘line core’ temperature fixed at 2800 K

and fitting the ‘line wings’ with a sodium and Rayleigh signal gave a χ2 of 35.6, instead

of 28.0 in the sodium-only case, indicating that a Rayleigh component to the signal is

likely to be negligible. Fitting a model with a sodium line core with temperature free

to vary and a Rayleigh signal gave a χ2 of 55.5 and a BIC of 59.0 when fitted to the

‘line core’ and ‘line wing’ regions together. Table 4.1 summarises the statistics of the

different fits.

Since the temperature derived from the Rayleigh slope by Lecavelier Des Etangs

et al. (2008a) is very similar to the fitted temperature obtained here by assuming that

the whole signal in the ‘line wings’ is due to sodium, the conclusions do not change

depending on whether the signature in the lower atmospheric regions is due to sodium

absorption or a Rayleigh signature. In either case, two temperature regimes are re-

quired to explain the observations, with the derived temperatures also being similar in

both cases for the ‘line wings’. The line core measurement is clearly due to sodium

absorption and is not affected at all.

Model χ2 DOF BIC

One temperature sodium only 48.4 35 51.7

Two temperatures sodium only 37.4 34 44.6

One temperature + Rayleigh 55.5 35 59.0

Line ‘core’ 11.0 11 16.0

Line ‘wings’ sodium only 28.0 24 34.4

Line ‘wings’ assuming Rayleigh 35.6 24 42.0

Table 4.1: Fitting statistics for different atmospheric models fitted to the spectrum
around the Na I feature in the atmosphere of HD 189733b. The top three rows are
fits for the whole profile (‘line core’ and ‘line wings’ together) whilst the bottom three
rows describe fits to the different profile sections independently. Here “sodium only”
indicates models where it is assumed that all of the observed signal fitted is due to
absorption by Na I with no Rayleigh component, and “Rayleigh” indicates models
where it is assumed that the ‘line wing’ signal is due to Rayleigh scattering.

It should be pointed out here that although I binned the fitted data to the in-

strument resolution, it is potentially possible to fit the spectrum at full resolution if the

model is convolved with the instrument response (e.g. as done by Kaspi et al. 2001).

In the case here, the reduction in S/N resulting from decreasing the bin size would

limit the improvement to a factor of
√

2. However, for lower resolution data with higher

S/N, this option could provide a significant improvement on the accuracy of measured
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atmospheric temperatures.

The resulting T -z profile is shown in Figure 4.7, where the altitudes correspond

to the atmospheric height ranges above the continuum probed by each of the fitted

wavelength regions of the doublet. This profile includes the previously measured

temperature of 1340 ± 150 K found by Lecavelier Des Etangs et al. (2008a) for the

Rayleigh continuum slope in the sodium region, at altitudes of ∆z = 0-200 km.

Figure 4.7: Temperature-altitude profile for HD 189733b. The altitude values shown
are relative to the continuum level and are binned to the HST STIS resolution. The
thick vertical lines indicate isothermal atmospheric layers. The horizontal error bars
show the range of temperatures that match the spectral AD profile for the given at-
mospheric region. The lowermost point is the temperature derived from the Rayleigh
continuum slope by Lecavelier Des Etangs et al. (2008a). The temperature rise with
increasing altitude that is observed occurs much higher in altitude than the strato-
sphere.

The Terminator Temperature-Pressure Profile for HD 189733b

The temperatures of the upper atmosphere probed by the optical observations in-

crease with increasing altitude. The measurements probe atmospheric regions well

above the stratosphere, which could indicate that I am observing the base of the atmo-

spheric thermosphere. To compare my calculated temperature profile with theoretical

models, I generated a T -P profile. Firstly, I used the derived temperatures to work

out the corresponding atmospheric scale heights, and hence the pressure structure

of the atmosphere relative to the reference level using Equation (4.18). I assume a

well-mixed atmosphere where the scale heights derived from the sodium line will be

representative of the atmosphere. The fact that the temperature derived from the line

wings is similar to that derived from the broad-band Rayleigh signature by previous

work suggests that such an assumption is valid.

The spectral ADs measured here are only relative to the AD in the reference

bands defined in Section 3.4.1 and, as discussed in Section 4.3.1, the derived T -z pro-
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file can only be converted into an absolute T -P profile if the pressure at the reference

altitude is known (also discussed by Lecavelier Des Etangs et al. 2008b). Determining

the reference pressure requires the species responsible for the continuum absorption

in the reference bands and its abundance to be known. In the case of HD 209458b,

the identification of Rayleigh scattering by H2 provided the required abundance infor-

mation (Vidal-Madjar et al. 2011b). Since the continuum absorption in HD 189733b

is due to an unknown species of unknown abundance, the inferred pressure-altitude

relationship is not well constrained and can shift up or down in terms of pressure

depending on the reference pressure.

The way to proceed is first to use a reference pressure based on the assump-

tion that the continuum signature is due to Rayleigh scattering by H2 molecules, with

a temperature of 1340 K (Lecavelier Des Etangs et al. 2008a), meaning that I can use

Equation (4.20). Lecavelier Des Etangs et al. (2008a) found σH = 2.52 × 10−28 cm2

for hydrogen at 7500 Å, which gives a reference pressure of ∼ 150 mbar in the wave-

length region around the Na I feature. This reference pressure is an upper limit, since

it corresponds to the dominant H2 molecule to explain the broad-band absorption sig-

nature, and thus to the lowest altitude (highest pressure) level possible. The pressure

profile calculated from Equation (4.18) can then be linked to the reference pressure

of 150 mbar at ∆z = 0 (RP = 0.15628) to enable calculation of a pressure-altitude

relationship. Figure 4.8 shows the pressure-altitude profile calculated using the fitted

temperatures, and hence scale heights, from the Na I spectral AD profile.

Any other Rayleigh scattering species will be at higher altitudes, meaning that

the pressure profile based on H2 as the scattering species is an upper limit. The T -P

profile was shifted to lower pressures to consider T -P profiles that result from differ-

ent possible scattering species at different reference pressures. Figure 4.9 shows an

example for an isothermal atmosphere and a high-altitude scatterer with an arbitrary

reference pressure level of 25 mbar. As stated in Chapter 3, I believe that the scat-

tering signature is most likely due to a high-altitude haze rather than due to H2. I

therefore discuss the high-altitude haze scenario in greatest detail, but I also provide

the corresponding upper-limit pressure values for the terminator T -P profile assum-

ing H2 scattering for comparison. Since the scattering species is so unknown, this is

a first step, and I present only a representative T -P profile based on constant grain

sizes for a single absorber, MgSiO3.
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Figure 4.8: Pressure versus altitude in the atmosphere of HD 189733b, based on the
regions sampled by the Na I line, using the derived temperatures for each region. The
plot also includes the temperature derived for the 0-200 km region above the contin-
uum by Lecavelier Des Etangs et al. (2008b). The coloured horizontal bars indicate
the bottom of each isothermal region. This pressure profile places the ∆z = 0 point
at 150 mbar, and hence the whole profile shows the pressures for the case assuming
that H2 scattering defines the reference altitude. This profile will move downwards in
pressure for the case of a high-altitude haze.

Figure 4.9: Left: Pressure versus altitude in the atmosphere of HD 189733b, based
on the regions sampled by the Na I line and assuming a constant temperature of
2800 K. The reference pressure is arbitrarily set to 25 mbar for illustration. Right: The
same plot on a linear scale for illustration of how the pressure varies in the planet’s
atmosphere as a function of altitude.

Lecavelier Des Etangs et al. (2008a) show that, for MgSiO3 grains of particle

sizes between 0.01 and 0.03 µm and a temperature of 1340 K, the haze should be at

pressures between 10−3 > P > 10−5 bar. This assumption is based on the abundance

of MgSiO3 grains being limited by Mg abundance, and the assumption of solar Mg

abundance. The reference pressure that I adopted was 10−4 bar, representative of

the 10−5 − 10−3 bar range that fits the broad-band observations. Depending on the
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species, this reference pressure could shift significantly. Figure 4.10 shows the T -P

profile derived assuming that the Rayleigh signature is due to a high-altitude silicate

haze. The vertical bars in Figure 4.10, which indicate pressure ranges, do not include

the uncertainty in the pressure reference level. They indicate the altitude range over

which each temperature is fitted. In the case assuming instead that H2 is the scatter-

ing species, the derived pressures would be 150 mbar for the reference level, 65 to

6.6 mbar for the lower region of the observable doublet at 1280 ± 240 K, and 6.5 to

0.02 mbar for the upper region of the doublet at 2800±400 K. This scenario places the

sodium very low down in the atmosphere where the pressures are high, and hence it

requires low sodium abundance.

I also show the temperatures and pressures observed for lower altitudes (higher

pressures) from the secondary eclipse observations of Knutson et al. (2007a, 2009b),

Charbonneau et al. (2008) and Deming et al. (2006). The temperatures in the last

two works were adjusted to the terminator temperature by Heng et al. (2012) and

these are the values that I use. I also combined the temperature measurement from

Sing et al. (2009) with that from Lecavelier Des Etangs et al. (2008a) since they are

both derived from fits to the broad-band Rayleigh slope in transmission. The models

shown for comparison to HD 189733b are from Fortney et al. (2010), Yelle (2004) and

Garcı́a Muñoz (2007). Both upper atmospheric models (pressures below 10−6 bar)

were computed for HD 209458b. These upper-atmospheric models are only approx-

imations in the regions of interest here, since the region of the transition from the

lower to upper atmosphere is difficult to simulate with existing models. Additionally,

the upper-atmospheric models use a solar-type spectrum as input. The models of

Moses et al. (2011) make allowances for the reduced emission at wavelengths longer

than 2830 Å, but the thermosphere is placed at a specific pressure, based on the

models of Garcı́a Muñoz (2007). Since it is currently not possible to predict the ef-

fect of the increased stellar activity on the high-atmosphere T -P profile, I have not

attempted to scale these models for HD 189733b.

The pressures where the strong temperature rise occurs are at least an order

of magnitude higher than the pressures at the base of the thermosphere found in the

models of the upper atmosphere of HD 209458b, assuming a high-altitude haze as

a reference level. This difference increases even further, by 3 orders of magnitude,

if I assume H2 as the scattering species. The discrepancy between the data and

the models could indicate that the observations measure a lower-altitude temperature

rise rather than the temperature rise characteristic of the base of the thermosphere,

although the mechanism for such a deeper temperature rise is unknown. Alternatively,

the discrepancy could be because the scattering species is higher in the atmosphere

than my MgSiO3 example case. My calculated pressures can shift by an order of
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Figure 4.10: T -P profile for HD 189733b based on the assumption that the Rayleigh
scattering signature is due to high-altitude atmospheric haze at a reference pressure
of 10−4 bar. The temperatures are plotted in black for each pressure range (thick verti-
cal bars). The thick vertical bars do not include the uncertainty in reference pressure.
The data include the 1340 K temperature and pressure derived for the continuum by
Lecavelier Des Etangs et al. (2008a) combined with the 1280 K temperature mea-
sured for the near IR continuum by Sing et al. (2009). The plot also shows lower
altitude points from Knutson et al. (2007a, 2009b), Charbonneau et al. (2008) and
Deming et al. (2006). The temperatures measured by Charbonneau et al. (2008)
and Deming et al. (2006) were adjusted to the terminator temperature by Heng et al.
(2012). T -P model profiles are shown for the lower altitude regions with red dashed
lines (Fortney et al. 2010), and for the higher altitudes I show models for the upper at-
mosphere of HD 209458b for comparison, where the black solid line is the T -P profile
from Yelle (2004) and the dot-dashed line is from Garcı́a Muñoz (2007).

magnitude assuming an MgSiO3 haze, and could shift even more if another species

is responsible for the scattering continuum.

It is important to note that, if the reference pressure and hence pressure scale

height in the measured regions shifts significantly, the assumption that H2 is the dom-

inant atmospheric species may become invalid. At higher altitudes, Yelle (2004) sug-

gested that the scale height could increase due to the change in dominance of hy-

drogen from H2 to H, which would decrease the mean molecular weight, µ. A lower

mean molecular weight would increase the scale height without having to increase

the temperature, and in this case, the 2800 K temperature would be an overestimate.

However, the observed Na I line cores (highest altitudes) are observed in my data

at r/RP ∼ 1.06, where H2 should dominate according to that study. Furthermore,

Garcı́a Muñoz (2007) show that H dominates over H2 only for pressures lower than

P = 10−8 bar.
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I still investigated the temperatures that resulted from increasing the mean

molecular weight and found that, in the extreme case of µ being half of what I pre-

viously assumed, the derived temperature of the line cores is similar to that of the

line wings. However, such a temperature would imply firstly that thermal dissociation

would be negligible, and also would suggest that the observations are not reaching

such low pressure regimes as previously thought. This, in turn, would mean that

H2 must be adopted as the dominant atmospheric species. Such a circular argu-

ment does suggest that the observations could be probing some transition region in

the atmosphere. Furthermore, sodium ionisation would occur at such low pressure

regimes, at least partially counteracting the effect of the decrease in mean molecular

weight and flattening the line profiles. Finally, the assumption of an H2-dominated at-

mosphere was the same as used for the T -P profile of HD 209458b by Vidal-Madjar

et al. (2011b,a), meaning that such an assumption is required in order to compare

the two results. Further theoretical work is required to better understand the overall

properties of the atmosphere, especially as the models for the upper atmosphere of

HD 209458b may not adequately describe HD 189733b, and that is why I use the

assumptions of H2 dominance and negligible ionisation.

Additionally, in creating the model AD profiles, I also assumed constant sur-

face gravity. For absorption depths of ∼ 4000 km (approximately 5% of the radius of

Jupiter) the assumption may not hold. However, the effect on the results in my case

is most likely negligble, since a height of 4000 km translates to a decrease in surface

gravity of ∼ 10 %, which affects the measured atmospheric scale height by ∼ 25 km.

Such a change is not significant when compared to the observed rise in temperature,

for which a doubling of the scale height is required.

4.4.2 Applying the Models to Sodium Observations of HD 209458b

Since there is no work at present that is able to model all of the factors at the base

of the thermosphere or at low pressures for HD 189733b, I cannot draw any mean-

ingful comparisons with existing models. While it is hoped that these observations

will be able to constrain future theoretical work, the most useful comparison now is to

compare the calculated T -P profile with that of HD 209458b.

During the analysis of the T -P profile of HD 189733b, I compared my model

AD profiles to those of Vidal-Madjar et al. (2011b) and detected an error in their anal-

ysis of HD 209458b. In the conversion of the absorption depth into altitude, their

altitude measurements were systematically over-estimated. In order to verify a re-

calculated T -P profile which was afterwards published in Vidal-Madjar et al. (2011a),

I independently calculated a T -P profile from the absorption depths given to me by

A. Vidal-Madjar (priv. comm), which come from HST programme GO-8789 (P.I. T.M.
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Brown). The original paper determined the T -P profile from the IAD profile, as de-

scribed in Section 3.4.2, and so I also adopted that method. In order to calculate

model IAD profiles, I took the model Voigt profiles generated around the sodium dou-

blet and then performed the integrated analysis on them, as done on the data. For

example, the model IAD value at 12 Å is the mean of the model spectral AD values

within a 12 Å band around the Na I feature. Figure 4.11 shows an example IAD model

profile along with the IAD profile data converted to differential altitude.

Figure 4.11: Left: IAD profile of the absorption around the Na I doublet in HD 209485b
from STIS (A. Vidal-Madjar, priv. comm.) along with the high-resolution data point at a
bandwidth of 0.75 Å from Snellen et al. (2008). Right: A model IAD profile calculated
using the Voigt profile with a temperature of 1500 K. This averages the two lines
together, and was the method used by Vidal-Madjar et al. (2011b).

Table 4.2 gives the resulting altitudes, temperatures and pressures derived for

the different regions of atmosphere. These are slightly different from the ones shown

in Vidal-Madjar et al. (2011a) since they were measured independently. Furthermore,

the final T -P profile which appears in Vidal-Madjar et al. (2011a) is calculated us-

ing the spectral AD profile rather then the IAD profile (the problems mentioned in

Section 3.4.2 were pointed out by Ignas Snellen during the referee process of Huit-

son et al. (2012), which is why I changed my method to use the spectral AD pro-

file, as did other authors). Furthermore, some of the temperature regions measured

for HD 209458b were later combined since they were smaller than one atmospheric

scale height. I therefore compare the published T -P profile of HD 209458b with that of

HD 189733b rather than using my calculated profile. One thing to note is that, despite

the caveats in Section 3.4.2, temperatures derived from an IAD profile are reliable

and consistent with those derived from the spectral AD profile provided that it is cer-

tain that the studied regions of the line are resolved and detected. It must be known

that the fitted wavelength regions far away from the line cores display a decreasing

absorption depth as a function of bandwidth due to real absorption rather than due

to a dilution of a narrow signal as the bandwidth is increased. Error estimates on

the temperatures are less trivial, however, and the errors on fitted temperature values
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quoted in Table 4.2 are therefore likely underestimates.

z (km) T (K))

0-250 400 ± 100

250-400 600 ± 100

400-600 850 ± 150

600-800 550 ± 150

800-3000 1500 ± 100

3000-5000 3250 ± 1000

Table 4.2: The values for the HD 209458b T -P profile derived using the IAD val-
ues and using similar atmospheric regions to the original paper of Vidal-Madjar et al.
(2011b).

Comparing the T -P Profiles of HD 209458b and HD 189733b

Figure 4.12 shows a comparison of the T -P profiles for both HD 189733b (this work)

and HD 209458b, (from Vidal-Madjar et al. 2011a). For comparison to the HD 209458b

data, the models of Showman et al. (2009) are shown for the lower atmosphere, and

the models of Yelle (2004) and Garcı́a Muñoz (2007) are shown for the upper atmo-

sphere. All the models are specifically calculated for HD 209458b. Comparing the

calculated T -P profiles to the models shows that the models predict lower pressures

at the thermobase than those derived from the observations for HD 209458b (assum-

ing that the observed temperature rise is indicative of the thermobase).
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Figure 4.12: Top: T -P profile for HD 189733b, the same as Figure 4.10. Bottom: T -
P profile for HD 209458b using the measurements from Vidal-Madjar et al. (2011a),
plotted as black points using the same plotting scheme as for HD 189733b. Shown
with red dashed lines are models for the lower atmosphere (Showman et al. 2009).
The solid black line is a model from Yelle (2004) and the dot-dashed line is a model
from Garcı́a Muñoz (2007).

Since there are no models specifically for the upper atmosphere of HD 189733b

at pressures below 10−6 bar, the most useful comparison to draw currently is between

the two T -P profiles calculated from observations of both planets. To compare the

two planets, I assume that, for each planet, the observed temperature rise indicates

a detection of the base of the thermosphere, although I cannot be sure that the tem-

perature continues to rise above the observed altitude regions. Both planets have

measured escaping atmospheres (Vidal-Madjar et al. 2003; Lecavelier Des Etangs

et al. 2010), which should be associated with extremely high temperatures at high

altitudes.
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The shape of the derived T -P profile for the uppermost regions of HD 189733b

looks similar to the HD 209458b profile. The conclusion that the profiles appear similar

has to be tentative as the IR data points are not tied to the pressure scale of the upper-

atmospheric measurements for HD 189733b, so the overall T -P profile would look dif-

ferent if only the upper atmospheric region of the profile were shifted in pressure. Also,

although the hottest point for HD 209458b appears hotter than that for HD 189733b,

it should be remembered that this was measured using high-resolution data, which is

not available for HD 189733b. Therefore, the hottest point for HD 189733b is actually

more directly comparable to the second hottest point for HD 209458b. It would be very

interesting to resolve the spectral absorption depth profile further and determine more

accurately the shape of the T -P profile. The speed with which the upper atmosphere

heats up with increasing altitude could give clues about any absorbing or reflecting

material high in the atmosphere.

4.5 Summary and Conclusions

I have used the Na I spectral AD profile to determine the temperature as a function

of altitude in the atmosphere of HD 189733b and have found that two temperature

regimes are required to explain the observations. The temperature rises with increas-

ing altitude over the regions measured, indicating a likely detection of the planet’s

thermosphere. A hot thermosphere is expected from models and has been detected

in HD 209458b, a finding which I have also confirmed in this work. So far, only two

planets have measured upper-atmosphere terminator temperature profiles, but it is

reasonable to assume that most hot Jupiters will exhibit hot thermospheres, due to

their closeness to their host stars and the amount of radiation they receive in their

upper atmospheres.

I calculated the T -P profile for HD 189733b assuming that Rayleigh scattering

from a high-altitude haze defines the reference level, based on MgSiO3 as the scat-

tering species. It is possible that condensates such as MgSiO3 could sublime at tem-

peratures of ∼ 1300 K or even lower temperatures at the low pressures sensed with

the visible data (e.g. Moses et al. 2011), which could indicate that another species

is responsible for the observed signature. The calculated pressures are 3 orders of

magnitude higher if I assume that H2 Rayleigh scattering defines the continuum refer-

ence level, indicating how uncertain the pressure scale is. Additionally, the pressure

scale as a function of altitude will change if the sodium abundance is not constant

throughout the atmosphere.

This work measures only the second upper-atmospheric temperature profile

for an extrasolar planet, as well as confirming findings for the first. Despite their large
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spectroscopic differences, the upper atmospheric temperature profiles of HD 209458b

and HD 189733b appear similar, showing that these temperature measurements are

valuable additions to existing observations. As the method described here has now

been demonstrated to be possible and reliable for more than one exoplanet, it could

be applied to other planets, leading to further understanding of their upper atmo-

spheres and how they interact with their host stars. High and medium resolution

observations of individual spectral lines are valuable for determining the temperature

structure of a planet’s upper atmosphere. Therefore, I have taken observations with

the high-resolution IFU spectrograph FLAMES3 GIRAFFE at the VLT4 to attempt to

measure the upper-atmosphere terminator T -P profiles of WASP-31b and WASP-39b

in a similar manner. The data are still being analysed. With regard to HD 189733b

specifically, the temperature-altitude profile could also be improved with further obser-

vations of the sodium line core at high resolutions, which would constrain the hottest

temperatures more accurately.

3Fibre Large Array Multi-Element Spectrograph
4The European Southern Observatory (ESO) Very Large Telescope at Paranal, Chile. For more

information, see http://www.eso.org/public/teles-instr/vlt.html [accessed 02-Sep-2013].



Chapter 5

GTC Long-Slit Transmission

Spectroscopy of XO-2b

5.1 Aims and Introduction

The following chapter describes the first published long-slit exoplanetary transmission

spectrum, and is the first part of my thesis to focus on expanding knowledge to a large

number of exoplanets by measuring broad properties. This observation is the first

in a planned survey of 10 hot-Jupiter exoplanets using ground-based long-slit spec-

troscopy to cover a wide spectral range of 3800 to 9300 Å at low resolution with GTC

OSIRIS (ID 182.C-2018, PI D.Sing). At the time of these observations, almost all of

the detections in transmission had been for HD 209458b and HD 189733b, and so the

aim is to try to put the differences that are observed between these most favourable

targets into a wider context. The target list for the survey is given in Table 5.1.

Name Mass ( MJup) Radius ( RJup)
GJ 1214b 0.02 0.24
HAT-P-1b 0.53 1.24
HAT-P-4b 0.68 1.27
HAT-P-6b 1.06 1.33

HAT-P-12b 0.21 0.96
HAT-P-18b 0.20 1.00

TrES-2b 1.28 1.24
TrES-4b 0.93 1.78

WASP-21b 0.30 1.07
XO-2b 0.57 0.98

Table 5.1: List of targets for the GTC transmission spectral survey. Masses and radii
are from http://exoplanets.org/ and references therein [accessed 02-Sep-2013].
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As a ground-based survey making use of a technique not used before for exo-

planet characterisation, these observations are also an important step in developing

ground-based exoplanetary characterisation techniques. The challenge of exoplanet

characterisation is the requirement for high precision observations but without com-

promising spectral resolution significantly. For this reason, the large apertures pro-

vided from the ground may be an advantage over space-based platforms. At the time

of this work, advances were being made towards broad-band ground-based trans-

mission spectroscopy using integral field spectroscopy (Arribas et al. 2006) and multi-

object spectroscopy (Bean et al. 2010), and this work was the first to use the long-slit

technique.

The specific aims of this chapter are to characterise the broad-band transmis-

sion spectrum of the hot Jupiter XO-2b, the first planet to be observed in the survey.

With an equilibrium temperature of ∼ 1500 K, it is unknown whether the atmosphere

of XO-2b should be clear or cloudy and it would be interesting to compare XO-2b to

HD 189733b. So far, the only observations of this planet reveal a K I feature in the

atmosphere using narrow-band photometry (Sing et al. 2011a).

The observations detailed here simultaneously measured the spectrum of a

comparison star, allowing for differential spectrophotometry. The data covered two

transits, one of which I analysed and so the majority of this chapter focuses on that

transit. At the end of the chapter, the results from both transits are combined and I

analyse them with the models derived in Chapter 4. It was found that sub-mmag level

slit losses between the target and reference star prevented the full optical transmission

spectrum from being constructed, limiting the analysis to differential absorption depths

over ∼ 1000 Å regions. However, sodium was detected in the planet’s atmosphere,

with a lack of broad line wings observed. A wider slit has now been commissioned for

the telescope based on this observation, significantly improving the data quality. The

work in this chapter contributed to the publication by Sing et al. (2012).
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5.2 Observations

These observations used GTC OSIRIS (Cepa et al. 2000, 2003) and were taken with

the 2×2 binning mode with a full frame readout at a speed of 500kHz, which produces

a readout overhead time of 17 seconds. The readout speed of 500kHz has a gain of

1.46 e−/ADU and a readout noise of 8 e−. While 500kHz is the noisiest readout speed

(100 and 200kHz are available), it allows for the most counts per image to be obtained

due to a higher gain.

The observations were made using a long slit of length 8.67′ in the spatial di-

rection with a 5′′ width (the widest available slit at the time of the observations) to

minimise slit losses. Two transit events of XO-2b were observed, one with the R500B

grism and one with the R500R grism. The R500B grism covers a spectral range from

3750 to 8586 Å and has a dispersion of about 3.7 Å per binned pixel. The R500R

grism covers a spectral range from 5000 to 9300 Å and has a dispersion of about

4.7 Å per binned pixel. Both grisms have spectral resolving power R ∼ 500. The

reference star used was XO-2B, the stellar companion of XO-2. The two stars are

separated by only 31′′ and both have the same spectral type (K0V) and similar mag-

nitudes, making this an ideal case. The FOV was orientated such that both stars were

centred in the slit. Figure 5.1 shows a resulting CCD image.

Figure 5.1: GTC Osiris CCD frame of XO-2A and XO-2B from 23rd Dec 2011 taken
with the R500R grism and a 5′′ wide long slit. The image shown is after bias subtract-
ing and flat-fielding the image. Horizontal lines show spectral features in the sky.
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XO-2A and XO-2B were observed during the XO-2b transit events of 23rd De-

cember 2011 and 3rd February 2012. The first transit was observed with the R500R

grism using 10 s exposure times, meaning that 770 exposures were obtained during

the night, between UT 01:01 and UT 06:56. Seeing varied from 0.8′′ to 0.9′′ under

photometric conditions and airmass ranged from 1.07 to 1.54. The second transit was

observed with the R500B grating with 22 second exposure times, meaning that 519

exposures were obtained during the night between UT 20:32 and UT 02:15. Seeing

ranged from 0.8′′ to 2.0′′ and airmass ranged from 1.07 to 1.4.

Exposure times were kept constant for a given night, maintaining the peak

counts between 25000-40000 ADUs for both the reference and target stars. Defo-

cusing was used to avoid saturation in improved seeing conditions. For each night 100

bias and 100 well-exposed dome flat-field images were taken (∼30,000 ADU/pixel/image).

As is standard for exoplanet characterisation studies, the programme uses dome-flats,

as opposed to sky-flats.

The observations were all specified to occur at the same pixel location, to help

suppress flat-fielding errors. Through ESO GTC program 182.C-2018, D. Sing (priv.

comm) used 12 transit light curves taken with narrowband imaging to estimate the

guiding performance during a typical 4.5 hour long transit observation. They found

the guiding performance of GTC OSIRIS to be quite stable, with measured drifts of

1.4±1.0 pixels (0.18±0.13′′) in the CCD X-direction and 1.0±0.6 pixels (0.13±0.06′′)
in the Y-direction over a 4 hour period.

5.2.1 Reduction

The bias frames and flat fields were combined and used to correct each image through

standard iraf routines. The wavelength calibration was determined from HgAr, Xe and

Ne arc lamps. There is one image for each lamp, and so the three images first had to

be added together using the imarith task in iraf to create a master lamp image (Figure

5.2). Once a combined image was created, the identify task was used to manually

match individual spectral peaks at known wavelengths to image pixels. The wave-

length solution is non-linear, and the best solution was found by fitting a 4th order

polynomial to the measured values of wavelength and pixel for each feature found in

identify. The fitted polynomial of pixel number was used as the wavelength solution,

rather than directly applying the output from identify to the spectral images. This cali-

bration was checked by ensuring that stellar features of known wavelengths appeared

in the correct place using the measured wavelength solution. With a low-resolution

grism in conjunction with a wide slit, the spectra are inherently of low spectral resolu-

tion, limiting the narrowest useable bandwidth to around 50 Å and so small inaccura-

cies in the wavelength solution are insignificant.
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Figure 5.2: GTC Osiris CCD frame of the combined HgAr, Xe and Ne lamp images,
used for wavelength-calibrating the spectra.

Aperture extraction for both the target and reference spectra was done for the

R500R spectrum using iraf apall with a wide 42 pixel aperture, background subtrac-

tion, and no weights applied to the aperture sum (Figure 5.3 shows the spectra from

one exposure along with one exposure from the transit observed with the R500B

grism). For both nights, the appropriate aperture size was chosen to minimise the out-

of-transit light curve dispersion. The aperture sizes were very similar for both nights

(although I did not extract the R500B spectrum, which was reduced by D. Sing).
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Figure 5.3: Extracted R500R (red) and R500B (blue) grism spectra of XO-2A and
both corresponding spectra of the reference star, XO-2B (black). The plot is taken
from Sing et al. (2012) and was constructed by D. Sing using my R500R data and his
R500B data.

5.3 Analysis

To extract the planetary transmission spectra, I analysed the R500R spectrum, while

the R500B spectrum was analysed by D. Sing. Here I will discuss the methods used

to analyse the R500R spectrum, and also give results for the R500B spectrum for

comparison. To check consistency, I also ran my analysis routines on the R500B data

and obtained the same results as D. Sing.

The extracted spectra were used to create differential spectrophotometric light

curves, by summing the spectra over wavelength regions of interest, and dividing the

flux of the target star by that of the reference star in the same wavelength region.

Firstly, the spectra were summed over the whole wavelength range to produce the

white light curves. Figure 5.4 shows the extracted white light curves for both grisms,

with only errors from photon noise.

Each of the white light curve points has a very high total count rate, typically

2 × 108 counts per exposure for R500R and 3 × 108 counts per exposure for R500B.

This gives a theoretical limiting photon noise per exposure of 14,000 for R500R and

17,000 for R500B. The observed transit light curves, however, display clear mmag-

level systematic trends. These are most likely due to differential slit losses between

the target and reference star. In discussions with the GTC staff, the probable cause

of the systematics is due to the telescope guiding (A. Cabrera-Lavers priv. comm.).
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Figure 5.4: Extracted white light curves for R500R (top) and R500B (bottom). An
arbitrary flux offset has been applied for clarity. Note the greater scatter on the R500R
points, which have shorter exposure times and a lower signal per exposure.

The guiding is performed with respect to the target, and the guiding corrects via linear

displacements in the focal plane. Thus, the lack of rotator correction causes small

positional displacements of the reference star in the slit, which produces light losses

seen as trends in its light curve. Light curves for the target star were extracted without

using the reference star, but the systematics in this case were even worse since larger

trends such as airmass and sky variations were not removed. I therefore performed

the rest of the analysis on the differential light curve for the R500R spectrum, and the

R500B spectrum was also extracted using the differential light curve.

The transit light curves were modelled with the analytical transit models of Man-

del & Agol (2002), fitting for the central transit time, planet-to-star radius contrast,

inclination, a/R?, baseline flux and a systematics model (see Section 5.3.1) using the

idl implementation of the Levenberg-Marquardt least-squares algorithm, mpfit (Mark-

wardt 2009). To account for the effects of limb darkening on the transit light curve, I

adopted the three parameter limb darkening law, calculating the coefficients from the

stellar models of Kurucz (1993) following Sing (2010):

I(µ)
I(µ = 1)

= 1 − c2(1 − µ) − c3(1 − µ3/2) − c4(1 − µ2). (5.1)
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5.3.1 Parameterised Slit Losses

The first method that I tried in order to remove the slit-loss trends was to create a

model for the behaviour of the trends as a function of time. The best fitting model for

the R500R data was found to be a linear function of planetary phase (φ), a quadratic

function of FWHM (δw) and a linear trend with x position on the detector:

f (φ, δw, x) = f0 × (a1φ + 1) × (a2δw + a3δ
2
w + 1) × (a4x + 1), (5.2)

where f0 is the baseline flux and a1, a2, a3 and a4 are constant fitted parameters. A

FWHM dependance is expected for slit losses, as wider PSFs lead to wider wings and

larger slit losses.

I also looked for correlations with other parameters, such as airmass, sky bright-

ness, y position on the CCD, altitude, azimuth and telescope rotation angle, but found

that these did not improve the fit. The best fit was determined from using the reduced

χ2 and the BIC, to prevent over-fitting the data. The resulting fit is very unsatisfac-

tory, with χ2
ν = 37.963 and BIC = 28981, suggesting that this parameterisation does

not fully capture the behaviour of the systematics. Figure 5.5 shows the full model

for systematics and transit overplotted on the R500R white light curve. Clear mmag-

level trends are still apparent in the residuals. The real physical parameter required to

properly remove the slit-loss systematic is the position of each star on the slit, which

is not recorded, and hence any parameterisation will most likely be insufficient.

Interestingly, the oscillations in the R500B light curve were more periodic, and

were well-fitted with a series of sine and cosine terms in addition to a linear term in

phase and a linear term with FWHM. These terms did not improve the fit to the R500R

data. See Sing et al. (2012) for more details of the model used to fit the R500B data.

The standard deviation was 4.5×10−4 for the R500R white-light curve and the

standard deviation was 2.3×10−4 for the R500B white-light curve. These deviations

are dominated by the residual slit-loss trends and are a factor of 6 above the theo-

retical photon noise limit for the R500R transit and a factor of 4 above the theoretical

photon noise limit for the R500B transit. Following Pont et al. (2006), I assessed the

levels of residual red noise by using the binning technique described in Section 2.3.4.

I then re-scaled the fitted parameter uncertainties to incorporate the measured red

noise values by using the β×βw factor described by Winn et al. (2008) and Lendl et al.

(2013).
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Figure 5.5: White light curve from the R500R grism, overplotted with the transit model
from Mandel & Agol (2002) multiplied by the trend model in Equation (5.2). Plotted
underneath are the residuals, with mmag-level trends still apparent.

Despite having different systematic trends, the best fitting planetary system pa-

rameters match well between the two GTC observations. The best fits give a sys-

tem inclination of 88.4 ± 1.7 deg and a/R? of 8.07 ± 0.15 for the R500R transit,

and i = 88.8 ± 0.9 deg, a/R? = 8.17 ± 0.08 for the R500B transit. These values

match well with previous determinations, including values obtained over three years

from 10 transits by Kundurthy et al. (2013), who found i = 88.79 ± 0.15 deg and

a/R? = 8.14 ± 0.06.

To obtain the transmission spectrum, light curves summed over different spec-

tral bins were fitted for radius contrast. All system parameters (inclination, central

transit time, a/R?) were fixed to the best fitting white light values and only the ra-

dius contrast, baseline flux and de-trending coefficients were allowed to vary. If the

removal of systematics is successful, then obtaining the transmission spectrum by

measuring RP/R? in different wavelength bins is the most preferable method, because

absolute transit depths are obtainable. However, the systematics are still present at

an unacceptable level, meaning that differential spectroscopy is the only option (see

below).
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5.3.2 Common-Mode Slit Losses and Differential Transmission

Spectra

Systematics which have the same structure in each waveband are “common mode”.

Common mode systematics can be removed by subtracting the white light trends

from the spectral wavebins. For systematics which are similar in each wavelength,

common-mode subtraction can remove the bulk of the contaminating signal. The ad-

vantage of removing the slit losses by common-mode subtraction rather than using the

parameterised method is that the higher order frequencies are naturally subtracted.

The disadvantage is that absolute transit depth information is lost. Relative transit

depths as a function of wavelength, however, are still able to detect specific spectral

features as the shape of the transmission spectrum is preserved.

The common mode technique was investigated for the XO-2b data to deter-

mine how much of the contaminating signal could be effectively removed. Different

techniques were employed to remove the common-mode trends including using the

transit-removed white light slit losses as an external decorrelation parameter in the

transit light curve fits, which allows for the same systematic structure but with a scal-

ing parameter. Fig. 5.6 shows the resulting de-trended light curves for spectral bins

of ∼ 380 Å for the R500R data. A similar plot is shown in Sing et al. (2012) for the

R500B data.

Figure 5.6: Left: Light curves for different spectral bands of width ∼ 380 Å after cor-
recting for systematics using the white-light residuals. The bluest wavelength bin is at
the top and the reddest at the bottom. Arbitrary flux offsets have been applied for clar-
ity. It can be seen that there are small differences in the systematics as a function of
wavelength. Right: Residuals of each lightcurve minus the models including transit, to
better show any wavelength dependence. Arbitrary flux offsets have been applied for
clarity. The light curves have precisions ranging from 500 ppm at the spectral edges
to 350 ppm nearer the centre.
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It is clear that there are small wavelength dependencies. The residuals are

much flatter closer to the centre of the full spectral range than at either of the spectral

edges. Additionally, there is a small slope as a linear function of phase, which ap-

pears at the edges of the spectrum. Some wavelength-dependence in light losses is

expected, since atmospheric dispersion will not be the same at all wavelengths. The

wavelength dependence is better illustrated in Figure 5.7, which shows variations in

the light curve as intensity variations in shades of grey. These variations are plotted

vs phase along the horizontal axis and wavelength along the vertical axis. There are

clear variations with time, and clear variations with wavelength, but the plots show

that there is very little variation as a function of both wavelength and time (which

would manifest itself as diagonal features). Only such diagonal features significantly

affect the shape of the transmission spectrum (relative transit depth as a function of

wavelength).

Figure 5.7: Plots to illustrate the wavelength and time dependence of systematics.
The top plot shows the raw light curves, and the bottom plot shows the light curves
de-trended using the white light residuals.

I also subtracted the normalised white light curve from the spectral transit light

curves, fitting for the differential planetary radius, rather than using the white-light

residuals as a de-trending parameter. In this method, the majority of the transit is

subtracted, leaving only the differences in limb darkening and planetary radius, but the

slit losses are also largely removed. Both methods produced similar results, though

results are quoted and conclusions drawn from the subtracted transit light curve fits,

as these were able to be fit with a minimum number of free parameters.
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5.3.3 Extracting the Planetary Transmission Spectrum

Due to the presence of small visible wavelength dependences in the trends, it is im-

portant that the common-mode technique is not used over too wide a wavelength

range. For this reason, I focussed on specific spectral features and, rather than sub-

tracting the white light trends, I subtracted the trends in a ‘reference’ bin, centred

within the wavelength region of interest. The spectral extent to which the slit losses

of a given reference bin could be used was assessed quantitatively by measuring

the linear Pearson correlation coefficient between the residuals of each wavelength

bin and the residuals of the reference bin once a transit model had been subtracted

from each (leaving only the systematic trends). It was found for the R500B data that

well-correlated slit losses produced red noise values below 1 × 10-4, and produced

correlation values of 0.8 and higher (D. Sing, priv. comm.). I therefore also consid-

ered residuals to be well-correlated with those in the reference bin if the correlation

coefficient was 0.8 or higher, which produced red noise values below 2 × 10-4 for the

R500R spectral bins. Spectral ranges were limited to no larger than ∼500 Å away

from the centre of any particular reference bin before correlation values dropped sig-

nificantly (see Figure 5.8). Such small spectral ranges confirm that the analysis is

indeed limited to searches for specific expected spectral features, including sodium,

potassium, and Hα. Potassium was unfortunately compromised by large telluric O2

lines (also see Crossfield et al. 2012b), and Hα did not show significant absorption.

Figure 5.8: Left: Linear Pearson correlation coefficients for the residuals of different
wavelength bins relative to the white light residuals for the R500R transit. Right: Linear
Pearson correlation coefficients for the residuals of different wavelength bins relative
to the residuals for the ‘reference’ light curve, summed over the 5850-6150 Å range,
again for the R500R transit. In both cases, only a transit model has been subtracted
to obtain the residuals, not a model including systematic trends.
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In the sodium search, the extracted spectrum was restricted to the small region

around the sodium feature, where it is safe to use the common-mode technique for

removing trends. The wavelength ranges were 5450-6150 Å for the R500B spectrum

and 5850-6150 Å for the R500R spectrum. The efficiency of the CCD introduces

significant errors in the R500R spectrum blueward of 5800 Å, where the efficiency

is less than half of that at the peak response. The light curves were fitted adopting

the stellar model limb darkening values as well as fixing the inclination and a/R? to

the best-fitting values found previously. The fits included three free parameters: one

parameter for the differential planet to star radius ratio, ∆RP/R?, and two parameters

for the baseline flux allowed to vary in time linearly. The resulting combined spectrum

is shown in Figure 5.9, using bin sizes of 50 Å.

Figure 5.9: Left: The differential spectrum around the sodium feature, using a
weighted mean of both the R500R and R500B observations where the wavelengths
overlap (5850-6150 Å). The X-axis error bars indicate the spectral bin sizes, while the
Y-axis error bars indicate the 1-σ uncertainty in differential radius ratio. Right: The
differential spectrum around the sodium feature shown separately for both the R500R
(black) and R500B (blue) transits.

For the R500R observation, I investigated the effect of changing the spectral

binning on the resulting differential spectrum in increments of 12 Å. Including the

variance of each point from this method had a negligible effect on the error bars,

except in the sodium feature, where the absorption depth decreased if the band was

moved more than 25 Å away from the central wavelength of the feature, consistent

with a positive detection. The red noise was seen to vary by up to ∼ 20 % depending

on the particular bins used, and I selected the binning which resulted in the lowest

red noise. I also found that changing the reference wavelengths by 50-100 Å made no

difference to the shape of the relative spectrum. The results from these investigations

are shown in Figure 5.10.
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Figure 5.10: Top Left: The XO-2b spectrum extracted using different binnings for the
spectral wavebands in the R500R spectrum (each colour of joined points represents
a different binning). The unconnected blue points are the R500B spectrum. Top
Right: Red noise scaling factors for each bin (using the same colours for different
binnings as the top left plot). These indicate the contribution of red noise to the overall
uncertainties for each spectral bin. Note that the gap for one of the spectra is where
the red noise became unmeasurable. Bottom: For the best spectral binning (lowest
red noise) this illustrates the effect of changing the reference band. It can be seen
that the spectrum moves up and down, but the shape remains the same. Therefore,
the differential spectrum, which the conclusions are drawn from, remains unaffected.

In addition to measuring the differential transmission spectrum, I also measured

the differential absorption depth of just the sodium feature compared to adjacent

bands blueward and redward of the feature, using the method described in Char-

bonneau et al. (2002) and Chapter 3. To do this, I used a 50 Å band centred on the

sodium doublet, and 50 Å blue (5812-5862 Å) and red (5917-5967 Å) bands. There

was significant differential absorption in the sodium region, with differential absorption

depths of 49 ± 17 × 10−5 for the R500R observation and 47 ± 11 × 10−5 for the R500B

observation. The combined relative absorption depth of the Na I feature using the

weighted mean spectrum is 47 ± 9 × 10−5, consistent with the spectral results, which

gives a 5.2 σ detection of sodium in the atmosphere of XO-2b. Figure 5.11 shows

the differential light curve around the sodium region compared to a combination of the

two adjacent bands, illustrating the excess absorption depth.
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Figure 7. The differential spectrum around the sodium feature, using a
weighted mean of both observations where the wavelengths overlap (5850–
6150 Å). The X-axis error bars indicate the wavelength spectral bins, while
the Y-axis error bars indicate the 1σ uncertainty in differential radius.

parameters, one parameter for the differential planet-to-star radius
"Rpl/Rstar and two parameters for the baseline flux, allowed to vary
in time linearly. The two transits were fitted individually, with both
transits showing significant absorption in the sodium band. The re-
sulting combined spectrum is shown in Fig. 7, using bin sizes of
50 Å.

We tried excluding the reference star XO-2B from the differential-
transit analysis, which resulted in significantly worse results, indi-
cating the reference star does help reduce the impact of slit losses
in the photometric light curves. We also investigated the effect of
changing the spectral binning on the resulting differential spectrum
in increments of 12 Å. Including the variance of each point from
this method had a negligible effect on the spectral shape or er-
ror bars, except in the sodium feature, where the absorption depth
decreased if the band was moved more than 25 Å away from the
central wavelength of the feature, consistent with a positive de-
tection. In addition, wider bandwidths dilute the measured sodium
absorption depth, with the feature confined to bandwidths narrower
than ∼50 Å. The red noise was seen to vary by up to ∼20 per cent
depending on the particular bins used, and we selected the bin-
ning which resulted in the lowest σ r. We also found that changing
the reference wavelengths by 50–100 Å made no difference to the
shape of the relative spectrum. The measured values for σ r derived
from the binning technique also correspond well with the observed
dispersion of the transmission spectra, excluding the sodium line,
giving further indications that the values are accurate.

We also measured the differential absorption depth of just the
sodium feature itself using the differential-transit method, which is
similar to the procedures in Charbonneau et al. (2002). We mea-
sured the differential-transit depth between a 50-Å band centred
on the sodium doublet and a reference composed of a blue (5812–
5862 Å) band and a red (5917–5967 Å) band which bracket the
sodium doublet. The differential light curves were first normalized
to the out-of-transit flux for the given wavelength ranges. This mea-
surement is the most reliable way to compare the sodium absorption
depths between the two transits taken with different grisms, as the
same wavelength regions can be compared directly. We use this
measurement to assess the significance of the sodium feature. We
found significant and consistent absorption depths between the two
transits with different grating settings, measuring absorption depths
of 47 ± 11 × 10−5 for the R500B observation and 49 ± 17 ×
10−5 for the R500R observation (see Fig. 8). The combined relative

Figure 8. Differential-transit light curves of a 50-Å band centred on the
sodium doublet to that of a reference composed of a blue (5812–5862 Å)
band and a red (5917–5967 Å) band which bracket the sodium doublet. Both
transits using R500B (black circles) and R500R (red squares) are plotted,
binned by four and 14 points, respectively, along with the best-fitting models
(black and red, respectively). The R500R light curve has stronger differential
limb darkening (producing a deeper, more rounded transit) due to the weaker
spectral response in the blue reference band.

absorption depth of the Na I feature using the mean spectrum is
47 ± 9 × 10−5, which is consistent with the spectral results.

4 D ISCUSSION

4.1 Atmospheric model fits

The spectrum appears flat around the sodium feature, suggesting
that the doublet must be unresolved in the data, and narrower than
50 Å. Such a narrow feature could be indicative of haze or clouds,
which obscure the lower regions of the atmosphere by scattering
signatures, as seen in HD 189733b (Lecavelier des Etangs et al.
2008; Pont et al. 2008; Désert et al. 2009, 2011; Sing et al. 2011b;
Huitson et al. 2012). Alternatively, in clear atmospheres dominated
by alkali metal absorption, flat spectral regions can be observed
where the abundance drops suddenly as altitude increases, which
counteracts the increase in cross-section towards the line core. This
behaviour is seen in HD 209458b (Sing et al. 2008; Vidal-Madjar
et al. 2011a). Abundance drops could be attributed to processes such
as ionization, or condensation if the temperature profile crosses the
condensation curve. We fit the spectrum of XO-2b with different
models to assess the significance of the observed lack of line wings.

We first used a model transmission spectrum developed specifi-
cally for XO-2b from Sing et al. (2011a) which is calculated using
the hot-Jupiter model atmospheric calculations of Fortney et al.
(2010) and Shabram et al. (2011). These models include a self-
consistent treatment of radiative transfer and chemical equilibrium
of neutral species; however, the formations of hazes and photo-
ionization are both neglected. Broad sodium and potassium line
wings are seen, each over 1000-Å wide. The model was binned to
the transmission spectral resolution of 50 Å and fitted to the data
with the reference level z0 as a free parameter, as shown in Fig. 9.
The best fit gives χ2 = 37.6 for 13 degrees of freedom (d.o.f.).

We then modelled the feature using an analytic isothermal model
transmission spectrum for the sodium feature as described in
Huitson et al. (2012), based on the formalism of Lecavelier des
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Figure 5.11: Differential transit light curves of a 50 Å band centred on the sodium
doublet compared a reference band composed of bands either side of the sodium
feature (5812–5862 Å and 5917–5967 Å). The R500R transit is shown in red and the
R500B transit is shown in black with the corresponding models in the same colours.
The figure is from Sing et al. (2012) and I produced only the R500R transit in this
work. The R500R data are binned by 14 points and the R500B data are binned by
4 points. The R500R light curve has stronger differential limb darkening due to the
weaker spectral response in the blue reference band.

5.4 Discussion

5.4.1 Atmospheric Model Fits

The spectrum appears featureless except in a single bin around the sodium feature,

suggesting that the doublet must be unresolved in the data, and narrower than the

50 Å bins used for this study. Such a narrow feature could be indicative of high-altitude

haze or clouds, which obscure the lower regions of the atmosphere by scattering sig-

natures, as seen in HD 189733b (Chapter 3, Pont et al. 2008, Lecavelier Des Etangs

et al. 2008a, Sing et al. 2011b, Huitson et al. 2012). Alternatively, in cloud-free up-

per atmospheres dominated by alkali-metal absorption, flat spectral regions can be

observed where the abundance drops suddenly as altitude increases, which coun-

teracts the increase in absorption cross-section toward the line core. This behaviour

is seen in HD 209458b (Sing et al. 2008b; Vidal-Madjar et al. 2011b). Abundance

drops could be attributed to processes such as ionisation, or condensation if the tem-

perature profile crosses the condensation curve. I fitted the spectrum of XO-2b with

different models to assess the significance of the observed lack of line wings (this

process is detailed in Sing et al. 2012, with this section worked on essentially only by

me).
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I first used a model transmission spectrum developed specifically for XO-2b by

J. Fortney from Sing et al. (2011a) which is based on the formalism of Fortney et al.

(2010) and Shabram et al. (2011). This model includes a self-consistent treatment of

radiative transfer and chemical equilibrium of neutral species; however the formation

of hazes and photo-ionization are both neglected. Broad sodium and potassium line

wings are seen in the model, each over 1000 Å wide. The model was binned to

the transmission spectral resolution of 50 Å and fitted to the data with zo as a free

parameter, as shown in Figure 5.12. The best fit gives χ2 = 37.6 for 13 DOF.

Figure 5.12: The mean differential transmission spectrum from the R500R and R500B
spectra around the sodium feature (black). Also plotted is a model from Fortney et al.
(2010), assuming a haze/cloud free atmosphere dominated in the optical by alkali
metal absorption, fitted to the data with only a vertical offset as a free parameter (blue
solid line).

I then modelled the feature using an analytic isothermal model transmission

spectrum for the sodium feature as described in Chapter 4 and Huitson et al. (2012),

based on the formalism of Lecavelier Des Etangs et al. (2008a) and Vidal-Madjar

et al. (2011b), with temperature and the reference level, zo, as free parameters. Fixing

the isothermal model temperature to an average temperature of 800 K produced a fit

very similar to the full model, with χ2 = 38.3 for 13 DOF. Adding pressure broadening

to this model produced no noticeable difference in the fits. Allowing the temperature

parameter to vary freely produced a temperature of ∼ 390 K (χ2 = 31.6 for 12 DOF),

showing that the model has to flatten the line wings to fit the data. Neither model

provides a satisfactory fit. The fits are shown in Figure 5.13

For an alternative model, I assumed that the sodium feature is unresolved at

a resolution of 50 Å with the line wings either obscured by scattering from clouds or

hazes, or flat due to a sudden abundance change as a function of altitude. I choose

a width of 12 Å for the unresolved feature, which must be less than 50 Å, and then

artificially set the regions of the high-resolution model outside this wavelength range

to be flat with a constant radius. The flat regions of the model were set to the zero
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Figure 5.13: Left: The mean differential transmission spectrum from the R500R
and R500B spectra around the sodium feature (black) overplotted with a model fit
based on the formalism of Huitson et al. (2012) described in Chapter 4, assuming a
haze/cloud free atmosphere at 800 K (solid blue line). Right: The mean differential
transmission spectrum overplotted with the same model, but with the temperature as
a free parameter.

reference level and fit with a free parameter, meaning that all regions outside the 12 Å

feature have the same radius, which is allowed to move up and down relative to the

sodium feature. This is equivalent to adjusting the height of the cloud deck/haze layer,

or adjusting the sodium abundance at the lower altitudes probed by the sodium line

wings. Additionally, the zo parameter is still free, allowing the model spectral profile

to freely move up and down as a whole. The resulting fits are the same when this

procedure is employed on both the analytic isothermal models from Huitson et al.

(2012) and the numerical Fortney et al. (2010) models, as the narrow sodium feature

is only detected in one 50 Å bin, providing no temperature information. The fit is

shown in Figure 5.14. The best fit gives a χ2 = 19.2 for 12 DOF, which is a better fit

than the standard models at the 3.5 − 4 σ level.

Figure 5.14: Fit assuming an unresolved feature narrower than 50 Å wide, either due
to a cloud or haze layer obscuring the line wings or an abundance drop with increasing
altitude. Fitted data points are shown in black, and the model is shown with a blue
solid line.
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Changing the width of the unresolved feature (wider or narrower than 12 Å) did

not change the best fit, since the free parameter for the altitude of the line wings ad-

justed to compensate. Additionally, I tried adding a Mie or Rayleigh scattering cross-

section to the sodium line cross-section in the isothermal models, to compare with

the completely flat model, to try to distinguish between the two cases of an obscuring

haze or a sudden abundance decrease from photo-ionization or condensation. I used

the bhmie idl routine to compute the Mie scattering efficiencies. I then used various

grain sizes and the optical properties of MgSiO3 given by Lecavelier Des Etangs et al.

(2008a) to determine the scattering cross-sections. I found that I could not differenti-

ate with any significance between the cases of Mie scattering, Rayleigh scattering and

an abundance drop, with the resulting χ2 values only 1 σ different. Changing the grain

size changes the expected cross-section as a function of wavelength, so it is possible

to fine-tune the grain size in the model to best fit the data. This method, however,

would likely over-fit the data, and so the conclusion has to be that there is not enough

information to decide between the different scenarios. Also there are other factors that

affect the grain scattering efficiency, such as the optical properties of the grains and

hence their real and imaginary refractive indices. Both condensation and ionisation

have been inferred in hot Jupiter atmospheres (Sing et al. 2008b; Vidal-Madjar et al.

2011a), although in the case of XO-2b the expected T -P profile does not cross the

condensation curve of Na I into Na2S (Figure 5.15).

Figure 5.15: T -P profiles for the day side and global average atmosphere of XO-2b
adapted from Fortney et al. (2010) shown with solid lines. Also plotted with dotted
lines are the temperatures and pressures at which atomic sodium and potassium are
predicted to condense out of the gas phase (Morley et al. 2012).
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5.4.2 Comparison with Previous Observations of Potassium

I compared my spectral data and models to the photometric data taken with the

OSIRIS tuneable filters in 2009/2010 around the potassium feature (Sing et al. 2011a).

I fixed my analytic isothermal models to 1500 K to match the models in Sing et al.

(2011a). The shape of the observed potassium feature suggests that there are visible

K I line wings. However, the transmission spectrum around the sodium feature is not

on an absolute radius scale and thus the two datasets can move up or down in altitude

relative to one another, complicating the analysis. For example, a Rayleigh continuum

slope with a λ−4 dependence could cover the wings of sodium but not potassium.

Alternatively, the abundance of potassium could be more enriched relative to its so-

lar value than the sodium abundance. By adjusting temperature, abundance in the

lower altitudes (corresponding to the line wings) and haze or cloud altitude, any of the

models can be consistent with the combined sodium and potassium data. Thus, the

potassium data are not able to constrain the atmospheric properties further than the

spectroscopic data alone.

5.4.3 Future Observations

In order to differentiate between the possible explanations of why the sodium feature

is narrower than predicted by current models, it would be useful to resolve the doublet.

Accurately measuring the shape of the absorption feature may enable observers to

determine whether there is a specific region in the atmosphere where abundance of

Na I drops (as in HD 209458b) or whether hazes or clouds obscure the Na I line

wings (as in HD 189733b). Observations in narrower bands may also be able to place

constraints on atmospheric temperatures and hence what species of condensates

may be present in the atmosphere.

Assuming that the Na I doublet is only just unresolved at a resolution of 50 Å

enables me to place a lower limit on the absorption depth in smaller bands. Assuming

a 50 Å wide feature means that all of the absorption seen in the Na I feature is spread

over 50 Å. If the feature is narrower, then the absorption will be concentrated in the

narrower bands and the absorption depth in those bands will be even greater. The

best fitting relative absorption depth in the Na I feature from the model is 37 × 10−5

compared to the continuum. The model value is lower than the measured absorption

depth from the data, because the reference band in the model case is the best fit to

the continuum absorption depth over the whole measured spectral range, which is not

specific to the region just either side of the Na I doublet, and instead includes other

wavelengths in the average. Using this value gives a predicted relative absorption

depth of 60 × 10−5 in a 12 Å band using the isothermal model at 800 K, and 54 × 10−5
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using the full model from Fortney et al. (2010). If the feature is even narrower, then

the absorption depth will be greater.

A minimum absorption depth of 54 × 10−5 in a 12 Å band means that the light

curves for the reference and Na I bands must have have a combined co-added pre-

cision of at least 1.8 × 10−4 for a 3 σ detection. Assuming that the signal-to-noise

level is the same for each band (reference and sodium), this requires a precision of

1.27 × 10−4 for each band co-added over all exposures and all observations at that

wavelength.

5.5 Conclusions

Absorption from the sodium Na I doublet was detected in the atmosphere of XO-2b

at the 5.2 σ level using long-slit spectroscopy. This makes XO-2b the first extraso-

lar planet to have both atmospheric sodium and potassium detected, features which

have both been long predicted for hot Jupiter atmospheres. While more data points

are required to confirm the presence of K I line wings conclusively, the current obser-

vations suggest that the two detected features appear quite different, with absorption

likely seen in the wings of the K I lines, but not in the wings of the Na I lines.

Such differences could be due to a difference in abundance of the two species,

since Na I condenses out of the gas phase at higher temperatures than K I. Also,

if potassium line wings are present in the transmission spectrum, it could rule out

ionisation of sodium, because potassium should be ionised before sodium. XO-2b

could also be another example of a hazy planet, or a planet with a high cloud deck.

Rayleigh scattering by small grains could hide the absorption from sodium in the lower

atmosphere, but leave the potassium line wings observable. If the grains do not vary

much in size throughout the upper atmosphere, the scattering cross-section will be

smaller at longer wavelengths, which is what has been seen in HD 189733b. None of

these scenarios can be ruled out or confirmed with the two datasets. Low-resolution

spectroscopy over the whole spectrum could confirm the presence of K I line wings,

and place constraints on potential scattering species. Additionally, high resolution

spectroscopy around the Na I and K I line cores can help constrain atmospheric

temperatures and abundances.

The detection demonstrates the feasibility of using ground-based long-slit spec-

troscopy for detecting features in transiting extrasolar planets. While this analysis was

limited to measuring differential transmission spectra due to slit losses, adopting wider

slits should substantially increase the photometric precision and allow full broad-band

transmission spectra to be obtained. A 10 arcsecond slit has now been constructed

for the GTC for this reason, and Figure 5.16 shows preliminary results from that slit
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for XO-2b, which shows great improvement over the previous light curves (A. Cabrera

Lavers, priv. comm). The majority of the GTC survey will be able to make use of this

new, wider, slit.

Figure 5.16: Preliminary GTC OSIRIS R500B white light curve of the transit of XO-2b
from A. Cabrera Lavers (priv. comm), on an arbitrary flux scale, using the new 10′′ slit.
The start of the observation was at high airmass, and there was a specific instrumental
problem towards the end, which resulted in a gap in the observations. However, the
systematics have clearly significantly improved over the previous observations.

Of the well-studied planets so far, the emerging picture is far from simple,

with the observations of XO-2b different yet again from those of HD 189733b and

HD 209458b. The move towards comparative exoplanetology, of which this thesis is

a part, is important in understanding current observations. Meaningful understanding

of the causes of observed properties is only possible with a large sample. It will be

very interesting to compare XO-2b to other planets as the survey continues.



Chapter 6

The First Results from the Optical

HST Transmission Spectral Survey of

Hot Jupiters

6.1 Aims and Introduction

Last year, the Exeter group was awarded 124 orbits of HST time to conduct transmis-

sion spectroscopy of 8 hot Jupiters over the entire optical to near-IR range (3000 Å

to 1.7 µm, GO-12473, PI: D.Sing). The aims are to cover a sample representative

of the hot Jupiter exoplanet class (with equilibrium temperatures ranging from 1000

to 2600 K) and look for broad trends and similarities. More specific goals are to de-

termine the prevalence of clouds and hazes and look for signatures of stratosphere-

causing molecules, to directly identify them. Specific features which can be detected

are TiO, Na I, K I, Rayleigh signatures in the optical, and H2O in the near-IR. The

near-IR transmission spectrum can also place constraints on the planet’s C/O ratio,

which is useful in interpreting results at longer wavelengths (e.g. from Spitzer). This

is the first space-based large sample of hot Jupiters to be studied homogeneously

across the optical range. An existing survey provides near-IR data for most of the tar-

gets, with the Exeter programme obtaining additional near-IR data for those planets

not covered. The results will be the complete optical to near-IR transmission spectra

of all 8 planets at high precision, providing the first opportunity to begin comparative

exoplanetology in conjunction with the GTC survey. The target list is complementary

with the large GTC programme target list (only 2 targets are in both programmes),

which, with the new 10 arcsecond slit, will also now be capable of producing very high

precision observations. Table 6.1 shows the list of targets for the HST programme.

168
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Name Mass ( MJup) Radius ( RJup)

HAT-P-1b 0.53 1.24

HAT-P-12b 0.21 0.96

WASP-6b 0.52 1.22

WASP-12b 1.36 1.79

WASP-17b 0.51 1.93

WASP-19b 1.13 1.39

WASP-31b 0.48 1.54

WASP-39b 0.28 1.27

Table 6.1: List of targets for the HST transmission spectral survey. Masses and radii
are from http://exoplanets.org/ and references therein [accessed 03-Sep-2013].

In this chapter, I present the first results of the HST survey: the optical to near-IR

transmission spectrum of the hot Jupiter WASP-19b. WASP-19b has an equilibrium

temperature of ∼ 2000 K and so could be a possible candidate for upper-atmospheric

TiO, which should be very obvious in the optical transmission spectrum but has not

yet been conclusively observed. However, the star WASP-19 is very active, with chro-

mospheric Ca II H & K line emission ratios of log(R′HK) = −4.660, compared to -4.501

for the active star HD 189733 and -4.970 for the inactive star HD 209458 (see Noyes

et al. 1984, Knutson et al. 2010 and references therein). As shown by Knutson et al.

(2010) it is possible that strong stellar activity breaks down the molecules responsible

for causing stratospheres.

The strength of water features observed in the near-IR transmission spectrum

can constrain elemental abundances but can also give an indication of potential cloud

or haze cover. Prior to these observations, the transmission spectra of all planets

observed in the near-IR had no or muted water features, suggesting some cloud or

haze cover. It was unclear at the start of these observations whether a haze would be

expected in the upper atmosphere of WASP-19b since it is not known whether the high

altitude haze seen in HD 189733b has a photochemical origin, and what condensates

could survive at temperatures above 2000 K. The results presented below show a

planet unlike any previously observed, hinting at a large diversity in the hot Jupiter

class which warrants further survey-style exploration. The results are published in

Huitson et al. (2013).
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6.2 Observations and Data Reduction

Three transits of WASP-19b were observed using HST STIS for programme GO-

12473 (P.I. D. Sing), with two transits observed with the G430L grating (2900-5700 Å)

and one transit observed with the G750L grating (5300-10300 Å). Details are shown

in Table 6.2. I also analysed near-IR archival data from programme GO-12181 (P.I.

D. Deming). One transit of WASP-19b was observed using the HST WFC3 in spec-

troscopic mode with the G141 grism (1.087-1.687 µm). The dates of the WFC3 ob-

servation are also given in Table 6.2.

Visit Instrument Setup Date of Observation (JD)
3 STIS G430L 2456047.584236 - 2456047.826377
4 STIS G430L 2456051.517847 - 2456051.769039

18 STIS G750L 2456057.041354 - 2456057.297512
WFC3 WFC3 G141 2455743.874347 - 2455744.105609

Table 6.2: Dates of the HST STIS visits (top three rows) and the archive WFC3 visit.
This STIS visits are referred to by their visit numbers in following sections. As there is
only one WFC3 visit, I do not refer to it by visit number.

Each STIS transit contains 38 spectra, with the first orbit containing 8 spectra

and the three subsequent orbits containing 10 spectra, giving 10 in-transit and 28

out-of-transit exposures for each observation. Both gratings have a resolving power

of R = 530, resulting in a resolution of ∼ 8.1 Å at 4300 Å and a resolution of 14.6 Å at

7750 Å (the centre of the G750L band). The scale is ∼ 2.75 Å per pixel for G430L and

∼ 4.88 Å per pixel for G750L. The 1024×128 subarray was used to reduce overheads.

Exposure times were 293 seconds with 21 second overheads.

The WFC3 observations used the 128×128 pixel subarray to reduce overheads.

The dataset consists of 274 spectra, covering the wavelength range 1.087-1.687 µm

with a scale of 0.00465 µm per pixel and a resolving power of R = 130. This gives a

spectral resolution ∼ 0.01 µm at 1.4 µm. Each exposure contains a zero read, then 4

non-destructive reads, with the first after 0.1 seconds and the next three every 7 sec-

onds after that. Each exposure has a 19 second overhead. There are 70 exposures

taken during the transit event. There is also one useable orbit before transit, which

contains 70 exposures, and one after transit, which contains 70 exposures.

As with many past transit studies with HST, for both the STIS and WFC3 obser-

vations, I did not use the first orbit, since the HST thermally settles into its new pointing

position during this time, and the systematics are considerably worse during this or-

bit (see Chapter 3 for more details). The data were bias-subtracted, dark-subtracted

and flat-fielded using the calstis and calwf3 pipelines. The data are not corrected with

wavelength-dependent flat-fields in the pipelines. This can be a problem if a spectrum
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shifts in the dispersion direction during the observation, meaning that a given pixel

will not always be receiving the same wavelength in each exposure and as such its

response may vary from exposure to exposure. However, by cross-correlating with

the spectrum from the first exposure, I found that these shifts were sub-pixel over the

whole transit for each observation.

For WFC3, both the ima and the flt files are corrected by the pipeline for non-

linearity in the pixel response by fitting a 3rd order polynomial to the differences in

counts per second between the non-destructive reads for each image. This is a po-

tential problem for exposures with a small number of reads, since the fitting algorithm

will be sensitive to noise. However, the values are fitted per CCD quadrant rather than

per pixel, so any variation in the correction should be common-mode (see Chapter 5)

rather than wavelength-dependent. There is a possibility of there being an offset

in flux between the two halves of the spectrum if the spectrum is spread over two

quadrants (as is the case for WASP-19b). However, the first and second reads are

assumed to be in the linear regime, and hence are not corrected. I found that ex-

tracting the spectrum using the second read (with an exposure time of ∼ 7.3 seconds

and maximum count level of 10,560 DN, well within the linear regime) is very similar

to the spectrum extracted using the final read, which contains a linearity correction.

This suggests that the pipeline up-the-ramp fitting did not introduce any significant

wavelength-dependent errors.

Cosmic rays were subtracted from the images using custom routines. Previous

studies of the bright targets HD 209458b and HD 189733b with STIS used the whole

timeseries per pixel to flag outliers which are significantly different in flux from the

mean value for that pixel after correcting for the transit (e.g. Sing et al. 2008a, 2011b;

Huitson et al. 2012, Chapter 3). WASP-19 is much fainter than HD 189733b (12.6 vs

7.7 V magnitude), meaning that, for this STIS data, much longer exposures were re-

quired to obtain enough counts for each measurement. Longer exposure times meant

that the number of exposures per orbit in the WASP-19b data was nearly 3.5 times

lower than for the HD 189733b observations detailed in Chapter 3. The smaller num-

ber of exposures per visit meant that the cosmic ray removal routines used previously

were insufficient, since remaining outliers in the light curves dominated the transit fit-

ting. A new routine was developed at Exeter, by N. Nikolov, which uses the difference

image of one exposure compared to the next and compares this with a batch of expo-

sures to detect transient events, with the drop in flux due to the transit also taken into

account. Using difference images has the advantage of subtracting almost all of the

stellar spectrum in the images that are analysed for cosmic ray events. The affected

pixel values are then interpolated from the profiles of columns either side of the bad

pixel. This is the procedure that I made use of, and more details about it are given in
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Nikolov et al. (2013b).

Pixels flagged as bad by the HST pipeline were also interpolated over by us-

ing the same procedure as for removing cosmic rays for STIS. For WFC3, I also

interpolated over pixels which had been marked by the pipeline as “unstable detector

response” and “unstable zero value”. I discarded columns containing pixels flagged

as “saturated”. Only the saturated pixels affected the spectrum by greater than 1 σ.

The reason for this is that the pipeline does not correct pixels that it measures to de-

viate from linear response by more than 5 % (the threshold for the “saturation” flag),

and so these pixels then become very different in flux from the rest of the pixel values.

Since a given pixel reaching this threshold does not occur for every exposure, this pro-

duces an effect that is both time dependent and wavelength dependent. I therefore

neglected the columns containing saturated pixels altogether if they were saturated

in even one exposure. Figure 6.1 shows the variation in electrons/second between

the final two reads before and after removing saturated columns. Four columns show

clear evidence of saturated pixels, which show up as dark horizontal bands, although

6 pixels in the spectrum were flagged by the HST pipeline as saturated and were

omitted from the analysis (two of these were not saturated in many exposures and so

are difficult to see in Figure 6.1).

Note that the difference in value between the pixels flagged as saturated in the

final read and the previous read, shown in Figure 6.1, is not at the 5 % level (the

largest difference between the second and final read is ∼ 3 %), suggesting that the

pipeline flagged these pixels due to having only a small number of non-destructive

reads per exposure and the fits being noisy, rather than the pixels being genuinely

saturated. Since photon noise requires that I use large spectral bins for the final

WFC3 spectrum, removing a small number of saturated pixels does not significantly

affect the measurements. However, if one observed a brighter star and wished to use

smaller spectral bins and hence all of the pixels, it may be worthwhile to re-run the

WFC3 pipeline with the up-the-ramp correction omitted, as long as count levels are

sufficiently low.
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Figure 6.1: Residual plot of each spectral element in the final read divided by the
same spectral element in the previous read, in counts per second for each exposure,
including all the pixels (top), and after removing the columns with pixels flagged as
“saturated” (bottom). On the vertical axis, increasing pixel numbers correspond to
increasing wavelength, with the shortest wavelength being 1.087 µm and the longest
wavelength being 1.687 µm. The pixel scale is 46.5 Å per pixel. The saturated regions
are clearly seen as dark streaks corresponding to a low value of counts/second in the
final read, where the pipeline has not corrected for the effects of non-linearity. The
increase in flux with increasing exposure number in the final few exposures is due to
the ramp effect (discussed in Section 6.4.1). Although visible by eye, the flux jump
is beneath the white noise level when examined quantitatively. When using larger
wavelength bins, the effect becomes more significant compared to photon noise, but
is effectively removed by my de-trending procedures, and in the spectral light curves
other trends become more important (Section 6.4.1). Furthermore, since the flux
increase is time-dependent but not wavelength-dependent, relative transit depths as
a function of wavelength (and hence spectral features) will not be affected.

After cosmic ray and flagged-pixel removal, the spectra were extracted using the

iraf apall task. Transit light curves were produced by summing the photon flux over the

full spectral range in each exposure. The spectral extraction was performed with and
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without background subtraction, using a range of background regions and different

polynomial orders of background subtraction. The extraction was performed using a

large range of aperture sizes. The best aperture size and background subtraction

were selected from measuring the white noise and the correlated noise in the out of

transit exposures. For the low-cadence STIS observations, I used the out-of-transit

standard deviation as a measure of noise. I used the flt files and found the optimum

apertures for spectral extraction to be 13 pixels wide.

For the WFC3 observation, I measured the correlated noise using the binning

technique described in Pont et al. (2006) and Winn et al. (2008) as well as measuring

the white noise. I extracted both the flt and the ima files, but used the ima files

for the analysis since the out-of-transit standard deviation was found to be lower than

for the flt files. The difference between the ima and the flt files is that the flt files

combine all the reads in an exposure to give a mean value of electrons/second in each

exposure, rather than containing an image for each non-destructive read. It is likely

that the increased noise in the flt files is due to the high photon noise in the first and

second reads being included in the average. The optimum aperture for the ima files

was determined for each non-destructive read. The optimum aperture size changes

with different reads, as the source gets brighter on the detector, the significance of the

wings of the PSF increases and a wider extraction aperture is needed for later reads.

For the final read of each exposure, the best spectral extraction aperture was found

to be 26 pixels wide.

I then tested further for possible residual non-linearity in the WFC3 data by

checking for any pixels that deviated from photon noise significantly and which were

not flagged by the HST pipeline. To do this, I divided the extracted spectrum from

the final read of each exposure by that of the reads before, and then compared these

differential values to the expected photon noise value. Figure 6.2 shows the results

for each spectral element, where different colours in the image represent different

exposures. A differential value higher than photon noise in a single exposure would

indicate a random event such as a cosmic ray, whereas having a significant number

of exposures showing noise above the photon level in one column would indicate a

systematic effect in that column, which could be problematic (single events do not

present a problem since the WFC3 light curve has a large number of datapoints per

orbit). The five obviously deviant pixels in the plot correspond to five of the six pixels

flagged by the pipeline as non-linear in at least one exposure (the 6th occurs in only

one exposure and so is not flagged here). The four most prominent peaks correspond

to the dark streaks seen in Figure 6.1. There was one column flagged as bad by my

routine in addition to those flagged by the HST pipeline, which I also excluded from

further analysis (in total removing 7 columns). It should be pointed out, however,
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that this additional flagged point had an insignificant effect on the final transmission

spectrum. The plot includes the first orbit. Variations in electrons/second between the

two final reads were at the photon noise level once the saturated pixels were removed.

Figure 6.2: Extracted spectrum from the final read in counts/second divided by the ex-
tracted spectrum of the previous read in counts/second for each exposure, compared
to the photon noise level for each spectral element. Shorter wavelengths are on the
left and longer wavelengths are on the right. Each colour represents one exposure
in the transit timeseries, and the plot includes the first orbit. Deviations from photon
noise in a single exposure are cosmic rays or other random events and do not present
a problem in interpreting the transmission spectrum since there are many datapoints
in the transit light curves. Five columns can be seen where pixels clearly deviate from
the photon noise level in many exposures. These correspond to pixels flagged as
“saturated” by the WFC3 pipeline. One more pixel was also flagged by my routine
which was not flagged by the HST pipeline, but excluding this column had a negligible
effect on the transmission spectrum.

A final check was then made for non-linearity far from the saturation limit, which

may not be so obvious with the methods above. According to the instrument man-

ual1, > 5 % non-linearity (the threshold for the “saturation” flag) is observed with

counts above 31,000 DN (or 78,000 electrons with a gain of 2.5), and I had satura-

tion flags in 6 pixels of the spectrum. However, non-linearity begins at count levels

of around 18,000 DN, well below this threshold, as shown by Hilbert (2009)2. Figure

6.3 shows the brightest extracted spectrum in counts and counts per second for each

non-destructive read except the first, both after removing columns with pixels flagged

as saturated. The variations in counts per second between one read and another are

at the photon noise level.

1http://www.stsci.edu/hst/wfc3/documents/handbooks/ [accessed 03-Sep-2013].
2Instrument Science Report WFC3 2008-39, available at www.stsci.edu/hst/wfc3/documents/ISRs/WFC3-

2008-39.pdf [accessed 03-Sep-2013].
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Figure 6.3: The brightest spectrum extracted using each of the 3 last reads in counts
(left) and counts per second (right). The different reads are shown in different colours.
These are the spectra summed over the whole 26 pixel wide aperture. Photon noise
error bars are not plotted for clarity, but the difference in counts per second between
any two reads does not exceed the photon noise level.

I used the extracted x1d spectra from the calstis pipeline for the STIS wave-

length solution (which was very similar to using a linear solution, with differences of

the order 1 Å). The wavelength solution for the WFC3 spectrum has to be calibrated

from the direct image taken at the beginning of the observation. This means mea-

suring the x and y position of the target in the image, and then locating what wave-

length this corresponds to. The information of pixel location vs. λo was taken from

Kuntschner et al. (2009)3, which notes the different starting wavelengths for different

pixel locations. The observer can then measure the number of pixels between the

source in the direct image and the start of the spectrum on the detector in the spectral

images to get the starting wavelength for the spectrum. The reference pixel from the

direct image is at λo = 0.9005 µm, and the start of the spectrum is 40 pixels higher

in the x (dispersion) direction. Using the scale of 0.00465 µm per pixel, a 40-pixel

offset means that the spectrum begins at 1.087 µm. For the 128 subarray, the image

is sometimes moved between the direct image and the spectrum to ensure that as

much of the first order spectrum as possible lands on the subarray. I checked that this

was not done by referring to the reference pixel information in the header.

3Instrument Science Report WFC3-2009-17, available at www.stsci.edu/hst/wfc3/documents/ISRs/WFC3-
2009-17.pdf [accessed 03-Sep-2013]
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6.3 STIS Analysis

6.3.1 Un-occulted Spot Correction

Figure 6.4 shows the white light curves for each STIS visit. Systematic trends over an

orbital timescale due to the “breathing” effect described in Chapter 3 can clearly be

seen, which are dealt with in Section 6.3.2. The transits firstly need to be corrected

for stellar activity as WASP-19 is known to be a very active star, and the stellar flux

varies significantly over time due to this activity.

Figure 6.4: STIS white light curves before any correction for systematics, and before
correcting for un-occulted starspots. From top to bottom: visit 3, visit 4, visit 18.
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The stellar flux variations over time occur because the number of starspots on

the surface of the star changes with time, and also, as the star rotates, spots come

into and out of the view of the observer. Both of these effects cause the stellar flux

to fluctuate quasi-periodically. The effects of dark stellar spots on the interpretation

of planetary transits were discussed in Chapter 1, where un-occulted spots cause an

overestimation of the planetary radius and occulted spots cause an underestimation

of the planetary radius. The effect on the measured planetary radii is wavelength

dependent because the stellar spots have a different temperature and spectrum from

the non-spotted stellar regions, and this may affect the transmission spectrum if the

number of spots on the stellar surface is large. The effect of un-occulted stellar spots

needs to be accounted for before the planetary radii are fitted.

In Chapter 3, I was able to analytically measure the effect of starspots on the

detected sodium feature by using the parts of the transits where starspots were obvi-

ously occulted. Such an analysis is not possible for WASP-19b, however, since there

are no occulted starspots obviously visible in the red grating, and none of the points

between 2rd and 3rd contact in either of the two blue visits are clearly free of starspot

crossing signatures. It is therefore not possible to directly compare the spectra ob-

tained from the spot-crossing exposures compared to the other exposures in a given

transit as done for HD 189733b. Furthermore, I want to obtain absolute transit radii

here rather than a differential measurement, which means also correcting for the ab-

solute un-occulted spot level rather than just considering the wavelength-dependence

of stellar spots on the transmission spectrum. I therefore use stellar models and stellar

modelling to correct the transit light curves before they are fitted for planetary radius

contrast.

Previous studies have done the correction after obtaining the transmission spec-

trum, but doing the correction beforehand slightly changes the shape of the limb dark-

ened transit, since the limb darkening models assume a non-spotted star at the tem-

perature of the non-spotted surface. I neglected the limb darkening of the spots, which

should be negligible at my level of precision, and also did not consider the effects of

bright active stellar regions. The extensive data on the HD 189733 system shows no

significant effects of bright active stellar regions (Pont et al. 2013).
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Variability Monitoring

WASP-19 was monitored from the ground for 135 days using the CTIO 1.3 m tele-

scope with ANDICAM and the V filter (5400 Å with FWHM ∼ 1200 Å), giving a light

curve of flux over time with one exposure approximately every 2 days (programme

2011A-0209, P.I. D. Sing). The HST team then obtained a second season of monitor-

ing with the same instrument, which covered a further 120 days, to better estimate the

maximum stellar flux level (programme 2012A-0432, P.I. P.A. Wilson). The photomet-

ric data were reduced and analysed by P.A. Wilson, to give the resulting long-duration

light curve (Figure 6.5). All three of the HST STIS transit observations took place

during the first season of this monitoring. Since there are ANDICAM photometric data

points very close to the transit observations, I simply used these photometric data

points themselves to give the flux dimming values for the times of my transit observa-

tions, using the rest of the light curve to normalise these points.

All of the monitoring data were used to normalise the light curve after data points

that were taken during transit events were removed. The flux values measured during

the stellar monitoring need to be relative to the non-spotted reference level in order to

be used to correct spectroscopic data. Assuming that there are always some spots on

the stellar surface, the maximum flux observed during monitoring does not correspond

to the non-spotted star. Aigrain et al. (2012) found that the non-spotted flux can be

estimated as F? = max(F)+kσ, where F is the variability monitoring light curve, k is a

fitted value, and σ is the scatter of the light curve. They also found that k = 1 is a good

value to use for active stars, based on data for HD 189733 and simulated test cases. I

did not have enough data to further constrain the factor, so I fixed k = 1. To determine

percentage dimming, I normalised the photometric measurements to Fnorm = F/F?.

It should be pointed out that the number of starspots on the stellar surface can

change over long timescales. Since the amount of dimming is obtained by normal-

ising the monitoring light curve using its maximum flux value and scatter, observing

over multiple seasons increases the accuracy of the spot corrections. Upon obtaining

the second ∼ 120 day season of variability monitoring for WASP-19b, re-analysis of

the ANDICAM data caused the flux levels measured for the first season to change by

∼ 0.6 − 0.9 %. Although this did not affect the relative radii determined (and hence

spectral features) from the transits that occurred during the variability monitoring, their

absolute level was affected by ∼ 0.0004 RP/R? for wavelengths around the ANDICAM

V band. Although small, such an absolute correction could be larger if the stellar flux

were observed for several years. Additionally, the effect will be larger in shorter wave-

length bands. In comparing multiple datasets, variability monitoring is most useful if

it is continuous throughout all transit observations, allowing the radii to be compared

relative to one another on the same scale. Furthermore, the shift in normalised flux
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level obtained when using the second monitoring season illustrates that longer-term

monitoring is useful to accurately determine the non-spotted stellar flux level, F?, for

example as done for HD 189733b (Pont et al. 2013).

Table 6.3 gives the dimming values corresponding to each of the STIS visits and

Figure 6.5 shows the ANDICAM photometry along with a Lomb-Scargle periodogram4

showing a clear peak at 10.48 days, very close to the expected 10.5 day stellar ro-

tation period (Hebb et al. 2010; Abe et al. 2013). The other significant peaks in the

periodogram are likely due to noise in the data and are less than 2 days different from

the main peak. With data sampled only every 2 days, I cannot draw any conclusions

from these periodicities about possible spot configurations. I am not attempting to

constrain the stellar periodicity here, but rather just to show that the variability moni-

toring photometry has the precision required to correct the STIS data for un-occulted

stellar spots.

Visit Fnorm Error
3 0.949 0.0014
4 0.964 0.0013
18 0.961 0.0014

Table 6.3: Values for the stellar fluxes as a fraction of the non-spotted flux, F?, for
each STIS visit.

4Calculation of the probabilities of different periodicities in the data via Fourier analysis but modified
to allow evaluation of data unevenly spaced in time. This method is equivalent to least-squares fitting
of sinusoids. At a given frequency, ω, the height of the peak at this point, Y, gives the significance level
of the peak: P = 1− (1− e−Y )n. The value n is the number of independent frequencies inspected, and is
roughly equal to the number of points for evenly spaced data and the number of ‘clumps’ for unevenly
spaced data. It is included as a statistical penalty, since the probability of spurious peaks occurring
increases with n (see Lomb 1976, Scargle 1982, Horne & Baliunas 1986 and Wall & Jenkins 2009 for
more information). The Lomb-Scargle periodogram in this work was calculated using the idl procedure
scargle.pro written by J. Wilms.
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Figure 6.5: Top: ANDICAM variability monitoring data for both seasons, with all data
points included, even those during transit events. The data are normalised to the as-
sumed non-spotted stellar flux. Vertical (blue) lines show the starts and ends of the
three STIS transits. The transits occur at days 44.0, 47.95 and 53.45, with a duration
of ∼ 1.5 hours. The Julian date of the first ANDICAM observation is 2456003.70253.
Bottom Left: Zoom-in on the variability monitoring data around the STIS transits, with
a sine wave overlpotted with period of 10.5 days. The sine wave model is more sim-
plistic than reality and it can be seen that the real photometry, and hence spot cover-
age, is more complex. Additionally, in the top plot, the amplitude clearly changes over
periods longer than 10.5 days, most likely due to spot evolution. Bottom Right: Lomb-
Scargle periodogram showing dominant periodicities in the variability monitoring data.
A vertical (red) line shows the stellar rotation period of 10.5 days determined in the
literature (Hebb et al. 2010; Abe et al. 2013), which matches well with the strongest
periodicity observed in the ANDICAM data (10.48 days). Two other strong period-
icities are seen, less than 2 days from the main peak, but these must be spurious
because they are so close to the main peak. There are not enough data to detect
longer period modulations at higher than 3 σ confidence level (the dotted line shows
the 99.8 % confidence level).
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Correcting the Light Curves for Un-occulted Stellar Spots

I define the flux dimming correction at the variability monitoring wavelength as ∆ fo =

1 − Fnorm. So, for example, if the star is at 99 % brightness of the non-spotted flux,

this is a 1 % dimming, or ∆ fo = 0.01. The flux dimming at the V-band wavelength

then has to be extrapolated to other wavelengths, since the brightness contrast of

spots compared to the non-spotted surface will be more severe in the blue and less

severe in the red because the spots are cooler than the non-spotted surface. This

wavelength-dependent correction factor is derived by Sing et al. (2011b) as

f (λ,T ) =

(
1 − Fλ,Tspot

Fλ,Tstar

)
/

(
1 − Fλo,Tspot

Fλo,Tstar

)
, (6.1)

where Fλ,Tspot is the stellar flux at a temperature Tspot and at the wavelength of the

transit observations, Fλ,Tstar is the stellar flux at a temperature Tstar and at the wave-

length of the transit observations, Fλo,Tspot is the stellar flux at a temperature Tspot and

at the variability monitoring reference wavelength (λo), and Fλo,Tstar is the stellar flux at

a temperature Tstar and at the variability monitoring reference wavelength. Tspot and

Tstar are the temperatures of the spotted and non-spotted stellar surface respectively.

I use the models of Kurucz (1993) to determine the stellar fluxes at each temperature

and wavelength as done by Sing et al. (2011b).

Therefore, the flux dimming correction at each wavelength becomes ∆ f = ∆ fo×
f (λ,T ), for a given Tspot. Errors in ∆ fo do not significantly affect the wavelength-

dependence of the transmission spectrum, but rather the absolute baseline5 radius of

the spectrum. For the wavelength-dependent correction, I set Tspot to be 5000 K, which

seems to fit the occulted spot amplitude as a function of wavelength in the G430L data

(see Section 6.3.3). The occulted spot temperatures were determined by splitting the

G430L data into 5 bands and assuming that the occulted spot has a constant shape

in each band and varies only in amplitude. I fitted for this amplitude in each band

along with RP/R?. However, the spot amplitude is very degenerate with fitting for

the planetary radius and HST systematic trends, and so I discuss differences in the

transmission spectra that could result from assuming different temperature spots in

Section 6.5. The fits to the G430L data are discussed in Section 6.3.3. The factor

f (λ,T ) varies from ∼ 1.2 over the mean of the G430L band to ∼ 0.82 over the mean

of the G750L band for Tspot = 5000 K. The flux dimming ∆ f is then applied to each of

the transits at each band, and then the radii are fitted. It is applied using the following

method.

5Throughout this chapter, I use the word “baseline” to refer to the absolute RP/R? level of a spectrum
rather than the differential radius variation characteristic of the transmission spectrum. Thus, a shift in
“baseline” does not affect the shape, wavelength and size of spectral features.
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The observed flux of the star (when not being crossed by the planet) is

Fobs = (1 − ∆ f ) × F? ⇒ F? =
Fobs

(1 − ∆ f )
, (6.2)

where F? is the true brightness of the star if it were unspotted. I need to know F?−Fobs,

which is the flux dimming, so that I can add this value onto each exposure in the transit

light curve. The flux dimming can be written as:

F? − Fobs = F? − (1 − ∆ f )F? = ∆ f × F?. (6.3)

I do not know F? explicitly, and so I write the dimming as a function of Fobs only:

∆ f × F? =
∆ f

(1 − ∆ f )
Fobs (6.4)

Finally, the correction was added to the transit in the following way:

ycorrected = y +
∆ f

(1 − ∆ f )
y[OOT], (6.5)

where ycorrected is the corrected light curve, y is the original, uncorrected, light curve

and y[OOT] is the mean of the out of transit exposures and should be equivalent to

Fobs.

This model was tested on a non-limb darkened transit. A transit was produced

using the analytical transit models of Mandel & Agol (2002) with all the limb darkening

coefficients set to zero, and a fixed radius. The change in depth, ∆d/d should equal

the flux dimming, ∆ f . I applied the un-occulted spot correction to the model transit,

and then used the L-M least-squares technique, using the idl mpfit package (Mark-

wardt 2009) to fit for the new transit radius. I tried several different values for ∆ f and

in each case, the new fitted depth, (RP/R?)2, was a factor ∆ f smaller than the starting

depth (e.g. ∆d/d was 1 % smaller for an inputted ∆ f of 1 %).

6.3.2 De-Trending the STIS White Light Curves

The main systematic in the STIS light curves is the “breathing” effect discussed in

Chapter 3 and by Brown (2001). The breathing effect was accounted for by fitting

a 4th order polynomial dependence of the fluxes on HST phase simultaneously with

transit depth. The fit also included a linear slope with time. The HST team scheduled

the first exposure of each orbit to be very short (1 second) and I discarded this first

exposure as well as the first orbit, due to problems with the first exposure of each orbit

in the past (e.g. Sing et al. 2011b, Chapter 3). I used the L-M technique and the idl

mpfit package, using the unbinned data to perform limb darkened transit fits. I also
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found that fitting for linear dependences of the fluxes on x and y offsets of the spectra

on the detector improved the fit, and improved the BIC. Higher order corrections with

x and y offsets did not improve the BIC, and neither did higher order or lower order

breathing corrections. Figure 6.6 shows the de-trended light curves and the residuals

overplotted with the best-fitting transit models of Mandel & Agol (2002). I fixed the

central transit time, orbital inclination, and a/R? to the parameters measured using

the much higher cadence WFC3 data, which match well with literature values (see

Section 6.4.2). The orbital parameters determined from free fits to the STIS data

also match the literature values well within 1 σ but have much larger error bars than

the WFC3 parameters, most likely due to the lower cadence during the observations

compared to the WFC3 dataset.

Figure 6.6: STIS white light curves after de-trending, overplotted with the best-fitting
transit models of Mandel & Agol (2002). From top to bottom: visit 3, visit 4, visit
18. The two G430L light curves clearly show stellar spot crossings. Residuals are
shown underneath in the same vertical visit order. The light curves and residuals
have arbitrary flux offsets for clarity.

The two blue transits clearly show the occultation of starspots as ‘bumps’ in the

light curves where the flux in transit is higher than the non-spotted model predicts.

When performing the fits for the systematics, I did not include the points obviously

crossing starspots. Starspot occultations can still clearly be seen in the residuals. For

visit 4, the middle visit in Figure 6.6, the residuals drop below the predicted transit

model during the start of ingress. Since the slope of data in ingress is different from

the transit model, allowing the central transit time to be free did not allow this region

to be fitted better by the transit models. Only a change in inclination or a/R? can
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allow this region to be fitted well, but such a fit deviates significantly from the transit

parameters measured using the WFC3 data and literature values. I conclude that this

shape is most likely due to residual systematic trends. Although there is a possibility of

the planet crossing a bright region on the star, such crossings have not been observed

with the more active system HD 189733b (Pont et al. 2013) and I find in Section 6.3.3

that for 1000 Å spectral bins, these deviations from the expected transit model are not

correlated with wavelength as would be expected for a bright spot crossing.

As in Chapter 5, I used the the Kurucz (1993) 1D ATLAS stellar atmospheric

models and a 3-parameter limb darkening law of the form

I(µ)
I(µ = 1)

= 1 − c2(1 − µ) − c3(1 − µ3/2) − c4(1 − µ2) (6.6)

as described in Sing (2010). I used the closest match to the known information about

WASP-19, with Teff = 5500 K, log g[cgs]= 4.5 and [M/H] = 0. I then fixed the limb

darkening coefficients to the model values when fitting for planetary radii. The white

light RP/R? value for the G750L light curve is measured to be 0.1402 ± 0.00053. For

this light curve, the residuals have a standard deviation of 2.4 × 10−4 and the best

fit gives χ2
ν = 2.2 and BIC=74 assuming only photon noise uncertainties on the data

points. Due to having no nonspotted points in the transits apart from during ingress

and egress, I do not attempt to determine absolute radii for the two blue transits.

I do not know the variation in stellar brightness due to activity between my ob-

servations and previous observations. However, Table 6.4 shows that my measured

G750L white light radius is in agreement with the R band literature value of Hellier

et al. (2011). My measured radius ratio is larger than that measured by Dragomir

et al. (2011), but smaller than those measured by Tregloan-Reed et al. (2013) and

that measured in z band by Hebb et al. (2010). The lightcurves of Tregloan-Reed

et al. (2013) were fitted with a transit model that includes occulted spots, but were

not corrected for un-occulted spots due to there being no variability monitoring data

available. All other literature radii are not corrected either for occulted or un-occulted

stellar spots.

The maximum dimming observed at the ANDICAM monitoring wavelength of

5400 Å that does not coincide with a transit event is 5.7 %. Table 6.4 gives the

dimming at each wavelength used in the literature that a 5.7 % dimming at 5400 Å

corresponds to, calculated using Equation (6.1). The maximum dimming values for

each wavelength quoted in Table 6.4 are the maximum overestimation of depth as a

per cent of the measured depth due to dimming from un-occulted starspots. Apart

from the measurements of Tregloan-Reed et al. (2013), occulted starspots may re-

duce this effect. Using the values given in Table 6.4 means that the radii could change

relative to one another by up to 0.0035 RP/R?.
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Band Radius Reference Maximum Flux
Dimming (%)

G750L 0.1402 ± 0.00053 This work 4.7
z band 0.1425 ± 0.001 1 4.0
Gunn r 0.1407 ± 0.0043 2 4.9

Cousins R 0.1342+0.0052
−0.0048 3 5.0

Gunn r 0.1435 ± 0.0014 4 4.9
Gunn r 0.1417 ± 0.0013 4 4.9
Gunn r 0.1430 ± 0.0008 4 4.9

Table 6.4: A comparison of the STIS G750L white light radius with literature values.
The maximum flux dimming values are the maximum flux dimming observed during
the WASP-19b variability monitoring at 5400 Å (5.7 %), scaled for each wavelength
using Equation (6.1). Assuming that similar variations continue over long timescales,
this constitutes the greatest dimming expected due to stellar spots. Literature ref-
erences are: 1.Hebb et al. (2010), 2.Hellier et al. (2011), 3.Dragomir et al. (2011),
4.Tregloan-Reed et al. (2013). The three values from Tregloan-Reed et al. (2013) are
from three transits observed only four days apart.

All the measured radii are consistent with one another within the limits of the

unknowns on stellar variability and stated measurement uncertainties. It should also

be pointed out that the differences in absolute radii between transits measured at

different epochs could be even larger than the values quoted here due to long-term

evolution of the number of starspots on the stellar surface. Alternatively, variations

could be smaller, if observations are taken at similar periods in the variability cycle

and the starspot configurations have not had long to evolve. Comparing the sample

of measurements shows that the variation between the different datasets taken over

a period of 2 years is indeed smaller than the maximum variation observed during

the variability monitoring for the datasets that were not corrected for either occulted

nor un-occulted spots. The difference between the radii observed by Tregloan-Reed

et al. (2013) and Dragomir et al. (2011) is larger than the difference expected due to

un-occulted spot variation, although the 1 σ error bars of both observations overlap

within the expected range.

The initial uncertainties on my fitted parameters are from a fit assuming photon

noise uncertainties on the data points. I tried to scale the parameter uncertainties

resulting from the fits with remaining red noise, by using the binning technique to

determine σr and then re-scaling the fitted parameter uncertainties from the fits with

β (Pont et al. 2006; Winn et al. 2008). As there are only 10 exposures per orbit for the

STIS data, it is hard to estimate β for large bin sizes, and I find β = 1 for the G750L

white light curve. For this reason, I was unable to re-scale the parameter uncertainties

with red noise using this method. I also used the prayer-bead method to quantify how

any remaining systematics could affect the measured transit depth and found that the
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variances from the prayer-bead method were below the white noise level, indicating

low levels of red noise.

Deviations from the ideal transit model are therefore on short timescales and act

like white noise. In order to take into account residual white noise above the photon

noise level, I re-scaled the parameter uncertainties in the fits by only βw (Lendl et al.

2013). In other fits in this chapter, I do not always find β = 1, so in this case, I re-scale

with βw × β. Note that if either β or βw is less than 1, I set it equal to 1 to avoid any

shrinking of the error bars. The value of βw for the G750L white light curve was 1.68.

In case of unusual correlations between fitted parameters, I also tested re-

scaling the photometric error bars in the fitted data with βw × β rather than re-scaling

the resulting parameter uncertainties from fits using photon noise error bars for the

data. The results were equivalent, here and in all the other fits performed in this

chapter, except when measuring the G430L transmission spectrum. Although the

systematics of the STIS instrument are well-known and so the de-trending model can

be considered reliable, I did also test that the choice of de-trending model does not

significantly affect the transmission spectrum for the G750L data.

6.3.3 Optical Transmission Spectra

G750L

The spectra were split into 4 spectral bins ∼ 1000 Å wide, except the reddest bin,

where the instrument response and stellar flux are lower, which was ∼ 2000 Å wide.

The light curves were corrected for un-occulted spots in each band using Equa-

tion (6.5) and the ∆ fo values corresponding to the measured stellar fluxes are given

in Table 6.3. The wavelength dependent un-occulted spot correction is shown in Fig-

ure 6.7 for the STIS G750L wavelengths for different Tspot values ranging from 3500 to

5250 K, which is 250 K cooler than the non-spotted surface. I used the Kurucz (1993)

model stellar spectra at different temperatures to work out the correction. The ∆ f spot

correction values used for each G750L band are given in Table 6.5, assuming a spot

temperature of 5000 K, with a non-spotted stellar surface temperature of 5500 K. The

limb darkening parameters were fixed to the model values, and are given in Table 6.6.

Band (Å) ∆ f
5300 - 6300 0.037
6300 - 7300 0.033
7300 - 8290 0.030

8290 - 10300 0.027

Table 6.5: Spot correction factors used for each STIS G750L spectral band, assuming
Tspot = 5000 K. From Table 6.3, the value for ∆ fo at the CTIO wavelength is 0.039.
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Figure 6.7: Model wavelength-dependent un-occulted spot dimming over the STIS
G750L wavelength range for spot temperatures of 5250-3500 K in increments of
250 K, assuming a 1 % dimming at 6000 Å. Hotter temperatures are shown in lighter
reds, with decreasing temperatures shown with darker reds. The stellar spectrum
models are from Kurucz (1993).

Band (Å) c2 c3 c4

5300 - 6300 1.2332 -0.6132 0.1399
6300 - 7300 1.3703 -0.9688 0.2774
7300 - 8290 1.3557 -1.1067 0.3560
8290 - 10300 1.3514 -1.2060 0.4061

Table 6.6: Limb darkening coefficients from the Kurucz (1993) stellar atmosphere
models used for each band in the STIS G750L transit light curve fits.

The transit radius was then measured for each bin. The inclination, a/R? and

central transit time were fixed to the values measured from the WFC3 white light

curve. I use the orbital parameters from the WFC3 white light curve since this rep-

resents the most constraining dataset that I have, and the derived values match well

with those in the literature.

I fitted a 4th order polynomial function of HST phase to all orbits, including the

in-transit orbit, at the same time as fitting for the transit depth and linearly-varying

baseline flux. In the bands with the highest signal-to-noise, linear trends with x and y

position of the spectrum on the detector could also be fit. It was determined separately

for each band whether x and y correlations should be fit or not, by calculating the BIC.

Higher order corrections than linear with x and y position were not justified in any of

the bands. I also noticed a small quadratic trend with planetary phase. Fitting for this

changed the measured planetary radii by much less than 1 σ but increased the BIC,

so the parameter was kept fixed to zero. In all cases, the systematic trends were fitted

jointly with the planetary radius to enable covariances to be accounted for.
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I do not see any distinctive occulted stellar spots in the G750L light curves. All

the deviations from a flat line that are seen in the residuals do not behave like spots

as a function of wavelength (they are not of greater amplitude in bluer wavelengths).

Without being sure that a correlated trend is due to a spot there is no justification

to treat it like a spot, and therefore I treated all remaining deviations in the residuals

as noise (using the same method as for the white light curve, I used βw to re-scale

the parameter uncertainties from the L-M algorithm in each band, and the prayer-

bead and binning techniques to test for red noise, finding β = 1 for all light curves).

I checked that the choice of fitted model describing the systematic trends had an

insignificant effect on the measured radii.

Additionally, in case small occulted starspots could affect the fitted parameters,

I also tried using only the out-of-transit orbits to fit for the systematic trends. Once the

fit to the out-of-transit exposures was performed, I fixed the parameters describing the

systematic trends and then fitted the whole corrected light curve for only the planetary

transit depth. I also tried using the “divide-oot” method (described in Section 6.4),

fitting for only a linear slope in phase and the planetary radius. The spectra from each

method agree to well within 1 σ.

I also tried binning the spectrum into only two bands (5300-7300 Å and 7300-

10300 Å), and the results from this agree very well with the results from using 4

bands. Fitting the white light radius as a whole is consistent as well. This indicates

that using 4 bands has not introduced any new systematics from having less signal in

each band. There is fringing in the reddest part of the G750L spectrum on the CCD.

The bands were chosen deliberately to lie between fringes, but a test using bands

deliberately in the middle of fringes produced the same spectrum. It is likely that the

effect of fringing on the transmission spectrum is negligible as I am using very large

bins covering many fringe features.

I tried both cosmic ray removal routines; the ‘difference’ method described at

the start of this chapter, and the original method of flagging outliers using the whole

timeseries as used in Chapter 3. I found that both methods produced similar spectra,

although the spectrum produced with the ‘difference’ method was marginally flatter.

The variance from the prayer-bead method and the white noise in the light curves

were both lower for the ‘difference’ cosmic ray removal routine, and so this is the

routine that I adopted.

For the new (‘difference’) routine, I used a conservative 5 σ clipping in the cos-

mic ray removal and compared this with the results from using a 3.75 σ clipping. In

other similar datasets of the large HST STIS programme, 3.75 σ is the level where

the residuals start to deviate significantly from Gaussian. For the WASP-19b dataset,

the measured RP/R? value in the reddest bin changed the most, by ∼ 0.5 σ, with the
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extracted light curve looking noticeably less noisy when using 3.75 σ clipping. Figure

6.8 shows the light curves determined from the 3.75 σ cosmic ray clipping and Table

6.7 gives the corresponding radii. Figure 6.9 shows the resulting transmission spec-

trum for both clipping levels in the cosmic ray removal routine. It can be seen that

the lower level clipping produces a marginally flatter spectrum than the higher level

clipping, suggesting that un-removed cosmic rays can mimic spectral features in light

curves with few exposures.

The measured radii were obtained by fitting the systematic trends and RP/R?

simultaneously. I also tried subtracting the white light residuals from each spectral

light curve before performing any fits, to remove common-mode trends, but found no

significant change in noise level, indicating that the most significant trends are not

common mode over the observed large wavelength range.

Figure 6.8: Left: Raw light curves for each of the G750L spectral bins, each nor-
malised to their out-of-transit flux. The bluest bands are at the top and the reddest
are at the bottom. Each light curve has an arbitrary flux offset for clarity. Wavelength-
dependent trends as a function of HST orbital phase can clearly be seen. Right:
De-trended light curves for each of the G750L spectral bins with the bluest at the
top and the reddest at the bottom, overplotted with the best-fitting analytical transit
models of Mandel & Agol (2002). Underneath are the residuals with bluest at the top
and reddest at the bottom with arbitrary flux offsets for clarity. One > 3σ outlier was
clipped during the fit in the second reddest band (shown as an open circle), but the fit
was performed again with this point not clipped and the measured RP/R? value was
not significantly affected. For all plots, photon noise error bars are shown and are
within the point symbols.
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Band (Å) RP/R? χ2 σw σr βw

5300 - 6300 0.1407 ± 0.0007 25.3 0.00028 0 1.4
6300 - 7300 0.1395 ± 0.0006 26.1 0.00027 0 1.5
7300 - 8290 0.1406 ± 0.0008 24.6 0.00033 0 1.4
8290 - 10300 0.1403 ± 0.0008 21.6 0.00036 0 1.2

Table 6.7: Fitted planetary radii with respect to stellar radius for each STIS G750L
band. Red and white noise values were determined using the binning technique. The
χ2 values are based on the fits using only photon noise for the photometric uncertain-
ties. Each fit has 18 degrees of freedom except the light curve where an outlier was
clipped, which has 17 degrees of freedom.

Figure 6.9: Left: STIS G750L transmission spectrum of WASP-19b. The black points
show the spectrum extracted using 3.75 σ clipping in the cosmic ray removal routine,
and the green points show the spectrum extracted using 5 σ clipping of cosmic rays.
Right: Prayer-bead analysis for the transmission spectrum extracted using 3.75 σ
cosmic-ray clipping. The black points are the fitted transmission spectrum and each
of the blue lines represents a simulated transmission spectrum from one of the prayer-
bead loops. The variance suggests that the error-bars are well estimated.

G430L

I tried to construct the transmission spectrum in the G430L wavelength range, but the

shape and the conclusions were significantly dominated by systematics due to the

presence of severe occulted starspots. For this reason, I was not able to obtain the

transmission spectrum of WASP-19b in the G430L wavelength range. It was possible

to obtain the differential transmission spectrum for HD 189733b by measuring the

shape of the spot in the white light curve and then fitting jointly for a spot amplitude

parameter and the planetary radius in each wavelength (Chapter 3, Huitson et al.

2012; Sing et al. 2011b). However, fitting for the occulted spot amplitude was not

possible for WASP-19b, as no exposures between 2nd and 3rd contact were “spot-

free”.

Furthermore, the necessary low cadence for the WASP-19b observations pre-

sents a problem when trying to disentangle the effects of stellar spots, differential
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planetary radii, systematic trends and any remaining low-level cosmic rays. I found

that I could not construct a transmission spectrum because the measured planetary

radii as a function of wavelength were very sensitive to the treatment of stellar spots,

the de-trending model used, and to which exposures were used. Removing ran-

dom single exposures from the transit changed the measured planetary radii by over

± 3 scale heights, which is larger than any spectral feature I hope to detect in a given

band. The parameter for the amplitude of the spot was very degenerate with the RP/R?

parameter in the fits. If I fit the data using the MCMC package exofast, developed by

Eastman et al. (2013), it reports linear Pearson correlation coefficients of ∼ 0.5 − 0.6
for some bands. The high correlation values are most likely due to not having any

non-spotted exposures between 2nd and 3rd contact to anchor the transit model, and

so I cannot measure the departures from the non-spotted transit shape independently

from the transit depth. To avoid unphysical results, I limited the radius variation across

the wavelength range in the fits to 4 scale heights, which is the maximum predicted

by current atmosphere models.

The correlation of the spot amplitude parameter with the HST-phase de-trending

parameters was even higher than the correlation with fitted radius, with some linear

Pearson correlation coefficients above ± 0.9. To try to avoid the shape of the occulted

spots affecting the de-trending for the structure of the systematics, I tried fitting only

the two out-of-transit orbits for systematics and then fitting the transit and spot am-

plitude only, using the corrected light curve. However, it is still possible that the spot

amplitude measurement could be affected by the instrumental systematics in each

band. I re-scaled the photometric uncertainties with β and βw and re-fit for param-

eters, rather than re-scaling the parameter uncertainties from fits assuming photon

noise, because I found small differences between the two methods in this case.

Additionally, fitting the spot amplitude was not only very degenerate with fitted

parameters, but also very sensitive to noise. Since the white light spot includes noise,

so does the model for the spot shape. I therefore smoothed my spot shape with a

Gaussian function before fitting it for amplitude in each band. Figure 6.10 shows fits

to the spectral light curves using the spot shape from the data, with uncertainties

scaled with β × βw. The light curves shown have been de-trended and so should only

contain the transit and occulted spot shapes. Figure 6.11 shows the resulting spot

amplitude parameter for each wavelength, and Table 6.8 gives the spot amplitude

parameters for each wavelength band along with statistics of the fits. It is clear that,

especially in the bluest bands, not all trends have been removed.
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Figure 6.10: STIS G430L light curves for each spectral bin, going from shorter wave-
lengths at the top of each plot to longer wavelengths at the bottom of each plot, after
de-trending. The left plot shows visit 3 and the right plot shows visit 4. The transit
models including the occulted spot are shown with lines. The last point in the transit
was not fitted in the bluest band of visit 3, and one outlier in the orbit before transit
was not fitted for the second bluest band of visit 4. The points not fitted are shown
with open symbols. The error bars on the individual data points have been re-scaled
with β × βw to show the level of uncertainty in the data due to noise above the photon
noise level.

Band (Å) spot amplitude error σr σw

(%) (%)

2900-3700 2.15 0.75 0.0015 0.0017

3700-4200 2.10 0.21 0 0.00091

4200-4700 1.70 0.14 0 0.00060

4700-5200 1.56 0.16 0.00013 0.00050

5200-5700 1.31 0.13 0 0.00050

Band (Å) spot amplitude error σr σw

(%) (%)

2900-3700 1.58 0.48 0.00034 0.0023

3700-4200 1.11 0.11 0.00006 0.00075

4200-4700 0.74 0.12 0 0.00063

4700-5200 0.70 0.06 0.00009 0.00039

5200-5700 0.93 0.09 0 0.00049

Table 6.8: Fitted spot amplitude parameters for each band of G430L visits 3 (top) and
4 (bottom), where these are the relative amplitude values compared to the reference
wavelength. Assuming a 1 % flux dimming at 6000 Å, the spot amplitude parameters
and errors are in units of %.
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Figure 6.11: Model wavelength-dependent un-occulted spot corrections over the STIS
G430L wavelength range, with measured occulted spot magnitudes as a function of
wavelength shown as circles (visit3) and triangles (visit4). Horizontal error bars show
the data bin sizes. The model spot temperatures range from 5250-3500 K in in-
crements of 250 K. Hotter temperature spot models are shown in lighter reds, with
decreasing temperatures shown with darker reds. The stellar spectrum models are
from Kurucz (1993).

I fitted different model stellar spot spectra to the measured spot amplitudes

using an amplitude offset constant across all wavelengths as a free parameter and

using the weighted mean of the two datasets together. The fits suggest that higher

spot temperatures in the plausible range of 5250-3500 K give the best fits, with the

best fitting temperature being 5000 K and with the fit using the lowest temperature

of 3500 K worse by 2 σ. The fits using each visit individually gave results within

± 250 K of the value when using the mean of both visits. I found that the fitted

spot magnitudes in each band were slightly different than when performing the fits

using only photon noise uncertainties and re-scaling fitted parameters compared to

re-scaling the photometric uncertainties, but the best fitting occulted spot temperature

did not change.

I adopt a 5000 K temperature for all spots on the stellar surface for the rest of the

analysis. The fits suggest that the spots are likely in the range from 4000-5250 K. Due

to the presence of obvious remaining systematic trends in the blue light curves, I still

consider the possibility of different temperatures in Section 6.5 and discuss the spec-

tra resulting from assuming different temperatures for the un-occulted spot correction.

Interestingly, a paper published after I completed this work found similar spot temper-

atures to the ones I obtained from the G430L data, with the authors finding plausible

spot temperatures to be in the range 500-800 K cooler than the stellar surface from

different photometric bands (Mancini et al. 2013).
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I found a suggestion of higher transit depths in the G430L wavelengths com-

pared to the G750L prediction. If I fixed the G430L radii to be at the measured G750L

level, the fits were ∼ 2σ worse than allowing the fit radius to be free, which gave a

deeper transit. Deeper radii could indicate spectral features, however they could also

be the result of unseen occulted stellar spots in the G750L data. Since I see spot

crossings in the G430L transits, I can account for them. In the redder wavelengths,

spots that are not easily visible by eye are not accounted for except as a source of

correlated noise and, if present, these can still make the measured planetary radii

shallower. For this reason, and due to the dependence of the G430L radii on the de-

trending methods used and occulted spot amplitude as a function of wavelength, I do

not draw any conclusions from the measured deeper transit radii in the blue.

6.3.4 Searching for Specific Optical Features

Differential Measurements

Since the spectral bins required in the optical transmission spectrum are large, it is

possible that potential features could be washed out and that the atmospheric proper-

ties could be better constrained by searching for specific spectral features in narrow

bands where signals are high. I looked for specific features using differential light

curves, measuring differential transit depths between specific bands. Using differ-

ential light curves has the advantage that common-mode systematic trends naturally

cancel out, meaning that detections could be more significant. For bands that are

close together, this may provide an improvement over subtracting the white light resid-

uals, since the systematics may be more similar in bands which are not very far apart

in wavelength (as shown in Chapter 5).

I defined several indices, which are composed of a differential transit depth in

an “in” band compared to the transit depth in an an “out” band. The “in” band is

composed of a wavelength or wavelengths where there should be significant excess

absorption due to a specific spectral feature, while the “out” band is composed of a

wavelength or wavelengths where the absorption is expected to be at the continuum

level.

I defined two indices to look for the presence of TiO features. Firstly, I defined a

“red edge” index to measure the very strong slope of decreasing planetary radius with

increasing wavelength characteristic of TiO in red wavelengths. I refer to the differen-

tial transit depth measurement of two bands across this slope as [TiO]red. Secondly, I

defined a “comb”6 index, where the “in” band is comprised of many small bands corre-

6I use the word “comb” to refer to the comb-like shape of the many small TiO bandheads across the
predicted visible transmission spectrum.
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sponding to the locations of narrow features within the large TiO feature and the “out”

band is comprised of bands between these narrow features. I refer to the differential

measurement of the mean transit depth in the “in” band compared to the mean transit

depth in the “out” band as [TiO]comb. I restricted the TiO comb filter to the flat region of

the broad TiO feature, to ensure that it is a separate measurement from the red edge

measurement, and is not sensitive to spectral slopes.

I also defined bands around the alkali line features, with an “in” band centred

around each doublet core and the corresponding “out” band composed of a band

either side of this. I refer to the differential “in” minus “out” transit depth measurements

as [Na] and [K] indices for the sodium Na I doublet and the potassium K I doublet

respectively. I used a band either side of each alkali feature as the “out” band to avoid

the measurements being skewed by any slopes in the spectrum.

All of the defined indices were then applied to theoretical models of WASP-19b

both with and without TiO opacities and the model index values used to compare with

the differential measurements from the data. The models are based on the formalisms

of Fortney et al. (2010, 2008) and Burrows et al. (2010); Howe & Burrows (2012)

and are described in Section 6.5.1. The wavelength ranges for each index and the

predicted TiO-containing and TiO-free model values for the WASP-19b models are

given in Table 6.9. I give the model values in units of scale heights so that more than

one planet can be directly compared using the index measurements.

The models containing TiO have very similar values in my index measurements

except for the [TiO]comb index value. The two models have different resolution, and

it is reasonable to suppose that the contrast between small “in” and “out” TiO bands

will decrease in a lower resolution model, which is the case. Additionally, there are

differences between the TiO-free models. In my defined wide bands, the [Na] and [K]

signals are smaller in the models based on Burrows et al. (2010); Howe & Burrows

(2012) than the models based on Fortney et al. (2010, 2008). The reason for lower

[Na] and [K] signals in the Burrows et al. (2010); Howe & Burrows (2012) models

is that these models contain opacities that are not included in the models of Fort-

ney et al. (2010, 2008), and which obscure the broad Na I and K I line wings. The

reason for the [TiO]red signal being less negative in the TiO-free models of Burrows

et al. (2010); Howe & Burrows (2012) than in the TiO-free models of Fortney et al.

(2010, 2008) is the same, because the bands used for the [TiO]red measurement in-

tersect with the potassium feature, which will cause a negative differential absorption

depth measurement in a TiO-free atmosphere and a positive measurement in an at-

mosphere containing TiO opacities.
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Band Name [TiO]red [TiO]comb [Na] [K]
“in” bands (Å) 6616 - 7396 5443 - 5543 5597- 6190 7280-8080

5608 - 5700
5839 - 6002
6150 - 6348
6641 - 6929

“out” bands (Å) 7396 - 8175 5346 - 5443 5300-5597 6880-7280
5543 - 5608 6190-6486 8080-8480
5700 - 5838
6002 - 6150
6348 - 6641
6929 - 7046

WASP-19b -0.71[1] 0.09[1] 1.15[1] 0.60[1]

Model Value (no TiO) -0.07[2] 0.27[2] 0.40[2] 0.36[2]

WASP-19b 1.75[1] 1.39[1] -0.10[1] -0.60[1]

Model Value (TiO) 1.71[2] 0.82[2] 0.10[2] -0.57[2]

Table 6.9: Wavelength ranges for differential bands and predicted differential model
values. The model values are in scale heights, where I take the scale height to be
∼ 490 km for WASP-19b. The models are made specifically for WASP-19b, but using
units of scale heights has the advantage that the model values will be similar between
different planets of the same atmospheric type. Model values with [1] next to them are
based on the formalism of Fortney et al. (2010, 2008) and model values with [2] next
to them are based on the formalism of Burrows et al. (2010); Howe & Burrows (2012).

I also defined some indices in the blue G430L wavelengths to see if it was

possible to distinguish spectral slopes characteristic of hazes from spectral slopes

induced by the occulted spots using the differential method. However, the results that

I obtained varied significantly (by ± 3 scale heights) for a given index depending on

how I chose to treat the systematics. I therefore do not quote values from these data.

I measured the differential transit depths for each index by first normalising the

light curve in each band to its out-of-transit flux, and then subtracting the “out” light

curve from its corresponding “in” light curve. I corrected for differential limb darkening

by using the Kurucz (1993) stellar models to predict the limb darkening coefficients

for each wavelength, and found the differential limb darkening coefficients. These

were then subtracted from the differential light curves. I then measured the differen-

tial absorption depth in transit compared to out of transit, as previously done for alkali

line features (e.g. Chapter 3, Charbonneau et al. 2002). The differential light curves

are shown in Figure 6.12 and Table 6.10 lists the results. I used the out-of-transit

regions of the light curves to de-trend with remaining wavelength-dependent system-

atics based on time, HST phase and the position of the spectrum on the CCD. I found

that de-trending using only a linear slope with time produced differential absorption

depths that agree to within ∼ 6 % (less than 1/20σ) with the results obtained using the
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more complete de-trending model. Additionally, I tried fitting for the differential transit

(one limb darkened transit minus the other) simultaneously with the systematics and

found similar results with differences of less than 1/2σ for all bands other than sodium.

The uncertainty on each mean “in” minus “out” value is the standard deviation of the

differential light curve. For bands other than sodium, I found that fitting different mod-

els for the systematics gave similar results. Therefore, it can be assumed that white

noise mostly dominates in the differential light curves.

Figure 6.12: Differential light curves. Left: K minus continuum ([K]), middle: TiO “red
edge” ([TiO]red), right: TiO “comb” ([TiO]comb). Each differential light curve is the “in” -
“out” light curve + 1. Uncertainties on the data points are from photon noise.

model ∆z/H value
Index ∆z/H TiO / no TiO

[1] [2]
[K] 0.71 ± 1.32 -0.6 / 0.6 -0.57 / 0.36

[TiO]red -1.73 ± 1.59 1.75 / -0.71 1.71 / -0.07
[TiO]comb -1.42 ± 1.37 1.39 / 0.09 0.82 / 0.27

Table 6.10: Measured differential absorption depth values scaled with scale height, H
(where I take H ∼ 490 km). Model values in column [1] are based on the formalism of
Fortney et al. (2010, 2008) and model values in column [2] are based on the formalism
of Burrows et al. (2010); Howe & Burrows (2012).

There was a more significant dependence on fitted parameters for the sodium

feature, however, which indicates that wavelength-dependent systematics dominate in

this band, and so I was not able to use this measurement. The measured [Na] value

changed by ± 2 scale heights depending on the model chosen. It is well known that

STIS exhibits wavelength-dependent breathing trends, which are worse at the spectral

edges (e.g. Sing et al. 2011b). While I had hoped that the differential measurements

would alleviate this problem to some extent by using bands relatively close together,

it was not sufficient for the [Na] measurement. Wavelength-dependent trends clearly

remain and the method of their removal significantly affects the differential [Na] mea-

surement.
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The [TiO]red and [TiO]comb measurements show a tentative lack of predicted TiO

features, assuming solar TiO abundance. The [TiO]red measurement is 1 σ away from

the model values for a TiO-free atmosphere and 2 σ away from both model values

assuming an atmosphere with a solar abundance of TiO. The [TiO]comb measurement

is 2 σ away from the TiO-containing model value from Fortney et al. (2010, 2008) but

only 1.6 σ away from the lower resolution TiO-containing model value from Burrows

et al. (2010); Howe & Burrows (2012). The [TiO]comb measurement is 1.1-1.2 σ away

from the TiO-free atmosphere model values. The [K] measurement is within 1 σ of

the TiO-free and TiO-containing model values, and as such the precision is not high

enough to distinguish between the cases of whether the potassium feature is present

or whether it is not.

It is possible that features in the transmission spectrum can change depending

on the assumed stellar spot temperature, and hence assumed features in the stellar

spectrum, meaning that any of the band measurements could be affected by which

temperature I use for the un-occulted spot correction. I investigated possible spot

temperatures in increments of 250 K from 5250 K to 3500 K, which is 2000 K cooler

than the non-spotted stellar surface. I found that altering the spot temperature to the

extremes of this range, from 3500 to 5250 K, affected the measured index measure-

ments by ≤ 0.05 scale heights.

The Search for Alkali-Metal Features

The tentative lack of TiO features could suggest either a cloud or haze obscuring the

predicted TiO features or an atmosphere free of clouds and hazes but where TiO is

not present or under-abundant. In this latter case, the alkali lines should be prominent,

and hence I conducted a more thorough search for the Na I and K I features, since

the current measurements are inconclusive.

As the K I measurement appears more stable than the Na I measurement,

I searched for the K I feature first. I tested whether the measured differential AD

around the K I feature became stronger when using smaller “in” bands but retain-

ing the same “out” bands as defined in Table 6.9 (a similar process to producing

the IAD profiles in Chapter 3). Using an “in” band 50 Å wide gave a differential

radius of 2.0 ± 3.5 scale heights, while the corresponding model values were 3.0-

3.4 scale heights. The measurement when using a 100 Å width for the “in” potassium

band is 1.9 ± 2.8 scale heights, where the corresponding model values were 2.1-

2.8 scale heights. The differences between the model values as a function of “in”

bandwidth used to measure the K I feature are within the uncertainties of the mea-

surements, and so I cannot confirm or reject the hypothesis that K I is present in

abundance in the upper atmosphere of WASP-19b. Figure 6.13 shows the absorp-
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tion depths as a function of “in” bandwidth for various band sizes compared to model

predictions.

Figure 6.13: Differential AD measurements in the K I feature compared to the con-
tinuum for a range of “in” band sizes (shown as “bandwidth” on the x axis). The
continuum band is the “out” band given in Table 6.9. Model values are shown with
circles joined by solid lines (blue for the Fortney et al. (2010, 2008) models and green
for the Burrows et al. (2010); Howe & Burrows (2012) models).

For the Na I feature, I initially investigated bands similar to those given in Ta-

ble 6.9 in case the systematics seen previously were a function of the specific wave-

lengths chosen and changing the bands slightly might improve the stability of the

measurement. The blue “out” of Na I band defined in Table 6.9 lies very near the

spectral edge of the STIS response curve (see Figure 6.14). Therefore, I also tried to

calculate the differential absorption in the [Na] index using smaller “out” bands. The

results were very similar to using the full “out” bands. I tried using only the red “out”

band also, but found that this still gave significantly different results depending on the

de-trending model used. Therefore, the problem could be some sort of complex inter-

play between the systematics in the “in” and “out” bands. Since the measurements of

differential AD in the sodium feature were so dependent on the choice of de-trending

model used, I do not quote those values here.
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Figure 6.14: The “in” (red) and “out” (blue) Na I bands shown on a normalised re-
sponse curve for the STIS G750L grating. The height of each band on this plot is
equal to the mean sensitivity value within that band. The response curve was ob-
tained from using a uniform illumination source along with the STIS exposure time
calculator, available at :http://etc.stsci.edu/etc/input/stis/spectroscopic/ [accessed 03-
Sep-2013].

However, I found that the spectrum around the sodium region was better be-

haved than the spectrum in the “out” bands, with the measured RP/R? values chang-

ing less significantly than the differential measurement when varying the de-trending

model. Figure 6.15 shows the behaviour of the measured planetary radius around the

predicted Na I feature as a function of bandwidth, where the band is centred on the

Na I doublet centre at 5893 Å. I find an RP/R? value of 0.1383 ± 0.0032 in a 30 Å

band centred around the Na I feature, where photon noise dominates. In a wider,

100 Å band centred around the Na I feature, instrumental systematics become more

important and I obtain an RP/R? value of 0.1359 ± 0.0019 (random) ± 0.0038 (syst).

The difference between measured RP/R? values is smaller than the measurement

uncertainties. The corresponding difference in model prediction between the RP/R?

values binned over a 30 Å band and the RP/R? values binned over a 100 Å band, both

centred on the Na I feature, is 0.0004 to 0.0008 depending on the model. Figure 6.15

demonstrates that my uncertainties are too large to confirm or rule out the presence

of the predicted Na I feature in the transmission spectrum of WASP-19b.
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Figure 6.15: Left: RP/R? values in bands centred around the Na I feature for a range
of band sizes (shown as “bandwidth” on the x axis). Results from two different de-
trending models are shown. The “full” model is that used for the wide bins in the
transmission spectrum, and includes a 4th order polynomial of HST orbital phase, a
linear baseline trend and linear offsets of the spectrum on the detector. The “linear”
model includes only a linear baseline trend. Right: The same plot but normalised to
the transit radius in a 600 Å bin, showing that the radius variation as a function of
bandwidth is similar for both de-trending methods. Model RP/R? values are shown
with solid lines (blue for the Fortney et al. (2010, 2008) models and green for the
Burrows et al. (2010); Howe & Burrows (2012) models).
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6.4 WFC3 Analysis

There was no variability monitoring taking place during the WFC3 observation. How-

ever, I can estimate the maximum degree to which the measured RP/R? values can

shift assuming that the flux of the star behaved in a similar way a year before the STIS

observations. The maximum flux dimming in the ANDICAM V band (which does not

coincide with a transit) is ∆ fo ≈ 0.06. Averaged over the WFC3 band, the wavelength-

dependent scaling factor for flux variations is 0.46, assuming a spot temperature of

Tspot = 5000 K (with the non-spotted surface having Tstar = 5500 K). The resulting

maximum flux dimming, and change in depth would be ∆ f = 0.06 × 0.46 = 0.0276,

assuming that the star’s inherent brightness variations have not changed over the time

between the WFC3 and STIS observations. The dimming, ∆ f , is equal to the change

in depth, ∆d/d, or ∆(RP/R?)2/(RP/R?)2 so the change in the planetary radius is

∆(RP/R?) ' 1
2

∆ f (RP/R?), (6.7)

to first order (as also used by Berta et al. 2012, Sing et al. 2011b, Pont et al. 2013).

Assuming that the stellar activity has remained similar over the course of a year,

the un-occulted spot correction is equal to 0.0138 (RP/R?). The correction is probably

an overestimate because it represents the maximum dimming observed during the

monitoring for this project. Also, any occulted starspots which are within the noise in

the measurements have the same level of effect on the radius measurement but in the

opposite direction (they will make the transit appear shallower) even though they are

not seen. This is common in the near-IR, as the spot amplitudes and photometric pre-

cision are both lower. Therefore, I do not correct for the effect of un-occulted starspots.

The unknown stellar activity level during the WFC3 observations means that I am not

able to place the planetary radii on an absolute scale, but I can still draw conclusions

from the relative transit depths. The wavelength-dependent effect of starspots on the

near-IR planetary transmission spectrum is discussed in Section 6.5.3.

6.4.1 De-Trending the WFC3 Light Curves

Figure 6.16 shows the raw white light curve for the WFC3 transit, which clearly shows

an exponential-like ramp effect that occurs regularly every 20 exposures. Berta et al.

(2012) suggest that the ramp trend could be due to charge trapping. Charge traps

gradually fill up during one batch of 20 exposures and then are completely filled to-

wards the end of the batch, causing the ramp to flatten off. After 20 exposures, there

is a small delay before the start of the next batch, which could be due to a small

instrument buffer dump, which would reset the charge traps.
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Figure 6.16: WFC3 white light curve before removal of systematics. Ramp effects can
be seen to occur on a timescale of 20 exposures.

Firstly, I tried removing the systematics using the divide-oot method described

by Berta et al. (2012), where a template is made using the mean of the two out-of-

transit orbits and then each orbit is divided by the template. The divide-oot method

works very well if the systematics are repeatable over each orbit. Apart from the ramp-

like effect, I also see the temperature-based variations as a function of HST phase,

as also seen in the STIS data. HST-phase trends should also be repeatable for each

orbit and be removed using the divide-oot method. After performing the divide-oot

method, I then fitted for the transit using the transit models of Mandel & Agol (2002)

along with a linear slope as a function of planetary phase. Figure 6.17 shows the

corrected white light curve with the transit fit, and the corresponding residuals. Again,

I used the idl mpfit package. Parameter uncertainties were re-scaled for remaining red

noise in the residuals using the binning technique and the β factor. No occulted spots

are visible in the light curve and so I do not account for them in the fit. Any very small

spots that are below the white noise level should not have a significant effect, and

any remaining effects are treated as a source of red noise. The standard deviation

of the residuals is 2.8 × 10−4, which is dominated by white noise. The fit assuming

photon noise uncertainties on the data points gives χ2
ν = 1.22. Fitting also for any

trends as a function of HST phase after performing divide-oot did not change the fit,

but significantly increased the BIC. The large increase in the BIC indicates that such

extra parameters were not justified in the model.
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Figure 6.17: WFC3 white light curve after using the divide-oot method. The transits
are fitted with a linear slope in planetary phase and the transit models of Mandel &
Agol (2002), after performing the divide-oot method. Residuals are shown underneath
with an arbitrary flux offset. The in-transit orbit has increased white noise from the
divide-oot method compared to the two out-of-transit orbits which make the template,
but white noise should not affect spectroscopic results. Photometric uncertainties
compared to baseline flux are higher after performing divide-oot than for the raw light
curve, because they include the uncertainty in each point of the template.

The divide-oot method appears to remove the majority of the ramp effect, but

I also tested whether I could remove the systematics by modelling the ramp with an

exponential function of the form

F0(aφP + f (φHST) + 1)(1 − be−(t−c)/τ), (6.8)

where a, b and c are fitted constants, φP is the planetary phase, f (φHST) is a 4th order

polynomial of HST phase, t is the time of an exposure within a batch between ramps

and τ is the timescale of the ramp (20 exposures). The first term deals with linear

variations over a whole visit, the second term deals with orbital variations, primarily

due to thermal breathing, and the last term deals with the ramp effect. I also fitted an

exponential polynomial of the form

F0(aφP + f (φHST) + 1)(1 − b1e−(t−c)/τ − b2e−2(t−c)/τ − b3e−3(t−c)/τ − b4e−4(t−c)/τ). (6.9)

The results from both ramp models are less satisfactory than using the divide-oot

method, partly because each ramp in a given orbit does not have exactly the same

shape (see Figure 6.18 for an example). I also tried simply removing the first 3 ex-

posures in each batch and fitting a 4th order polynomial as a function of HST phase.

This also was not as satisfactory as using the divide-oot method, although not using

these exposures along with performing divide-oot was an improvement on including

them. Table 6.11 shows the results of the different fits.
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Figure 6.18: Left: Raw WFC3 white light curve overplotted with the best fitting expo-
nential ramp model. Right: WFC3 white light curve after subtracting the systemat-
ics model overplotted with the best-fitting analytical transit models of Mandel & Agol
(2002). The transit was fitted simultaneously with the systematics. Residuals are
shown underneath with an arbitrary flux offset. The error bars look larger than in the
un-normalised light curve, most probably because the determination of the baseline
level flux is difficult in the presence of an inadequate systematics model (note that it is
hard to see, but the error bars here are slightly smaller than when using the divide-oot
method).

Model Fit First χ2
ν BIC σr

3 points? (×10−5)
Divide-oot no 1.22 280 6
Divide-oot yes 1.36 310 6

Exponential no 1.79 350 6
Exponential yes 1.85 409 11

Exponential polynomial no 1.96 422 11
Exponential polynomial yes 1.83 417 9

HST phase fit only no 1.92 354 8

Table 6.11: Fitting statistics for different systematic removal methods for the WFC3
white light curve. The χ2

ν values are from using only photon noise as the uncertainties
on the fitted data points.

Given that the statistics of the divide-oot technique are better than the other

models and the residuals appear flatter, I decided to use this method for analysing

the planet’s spectrum. However, I also produced the transmission spectrum using all

of the other methods, and fitting only a linear slope in time with no other corrections,

and found the same spectral features, simply with slightly larger error bars. The fact

that different de-trending methods agree on the relative transit depths confirms the

assumption that the systematics are very repeatable from orbit to orbit and hence do

not significantly affect the relative transit depths.
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6.4.2 System Parameters

The WFC3 data are of good enough quality to allow me to constrain the system pa-

rameters. The system parameters resulting from the L-M fit to the white light time-

series are given in Table 6.12. I also measured the system parameters using exo-

fast, and these results are also shown in Table 6.12. Conversions between MJD and

BJDTDB made use of the online time utilities developed by J. Eastman7. I found that

the two analysis methods produced similar results, although the value of a/R? was

higher when fitting with exofast. The discrepancy in the fitted a/R? value is most likely

due to the fact that exofast uses a quadratic limb darkening model free to vary within

the stellar model grid and constrained by priors on the stellar properties; I was unable

to use a 3-parameter model with fixed parameters, as I used with mpfit. In addition,

in exofast the stellar parameters themselves are free to vary and are constrained by

the Torres et al. (2010) mass-radius relation. The resulting parameters match well

with those determined by Hellier et al. (2011), which are shown in the table also. The

stellar radius and mass were given very tight priors in my exofast fits based on the

values quoted by Hellier et al. (2011).

Parameter mpfit exofast Hellier et al.

(2011)

i (deg) 79.8 ± 0.5 79.7 ± 0.6 79.4 ± 0.4

a/R? 3.60 ± 0.05 3.872 ± 0.16 3.60 ± 0.04

T0 (BJDTDB) 2455168.96898 2455168.96843 2455168.96879

± 0.0006 ± 0.0019 ± 0.00009

b 0.635 ± 0.02 0.695+0.028
−0.03 0.657 ± 0.015

Table 6.12: System parameters for the WASP-19b system determined from the WFC3
white light curve compared with literature values. The red noise in the residuals when
using exofast was higher than when using mpfit, which is why the error bars are larger.
The larger correlated noise level is most probably the result of having to use quadratic
limb darkening, affecting the shape of the fit.

7http://astroutils.astronomy.ohio-state.edu/time/ [accessed 03-Sep-2013].
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6.4.3 Near-IR Transmission Spectrum

The system parameters, i, a/R? and T0 were fixed to the values found for the white

light curve. The spectral timeseries was broken up into spectral bins ∼ 1000 Å wide.

I then subtracted the white light residuals from each spectral light curve to remove

common-mode trends. This reduced the red noise error bars on the measured radii

but had no other effect on the measured spectrum. Once the white-light residuals

were removed, the divide-oot method was performed on each light curve. Each light

curve was then fitted for RP/R? and a linear trend over the whole visit. The raw and

corrected light curves for each band are shown in Figure 6.19 along with residuals.

Again, I see no clear occulted starspots, so I cannot justify correcting the spectrum

for occulted starspots, and any remaining low-level occulted spots are treated as red

noise. The limb darkening values are fixed to the model outputs, given in Table 6.13.

Figure 6.19: Left: Raw spectral light curves before performing divide-oot, with each
light curve normalised to its out-of-transit flux level. The bluest bands are at the top
and the reddest bands at the bottom, with arbitrary flux offsets for clarity. The ramp
effect in the spectral bins is less significant compared to white noise scatter than it
was for the white light curve. Error bars assume photon noise and are within the point
symbols. Right: Corrected spectral light curves overplotted with the best-fitting transit
models from Mandel & Agol (2002). The bluest bands are at the top and the reddest
are at the bottom, with arbitrary flux offsets for clarity. Underneath are residuals with
the bluest bands at the top and the reddest bands at the bottom, with arbitrary flux
offsets for clarity. For the corrected data and the residuals, error bars assume photon
noise and also include the error in the out-of-transit template used for the divide-oot
procedure for each point.
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Waveband (µm) c2 c3 c4

1.087 - 1.187 1.4098 -1.3968 0.48859

1.187 - 1.287 1.4080 -1.3847 0.48165

1.287 - 1.387 1.5450 -1.6282 0.58416

1.387 - 1.487 1.7834 -2.0855 0.79436

1.487 - 1.587 2.0182 -2.5803 1.0382

1.587 - 1.687 1.9108 -2.4396 0.9865

Table 6.13: Limb darkening coefficients for the WFC3 bands, from the Kurucz (1993)
stellar atmospheric models.

The resulting transmission spectrum is shown in Figure 6.20. The fitted RP/R?

values are given in Table 6.14. I also tried bins of 500 and 250 Å and also tried

shifting these bins by half the bin size. The resulting spectra were very similar, but

considerably noisier due to the dominance of photon noise in smaller bin sizes. The

errors on the fitted RP/R? values are the parameter uncertainties from mpfit based on

a fit using photon noise uncertainties for the data points, scaled to include remaining

red noise by β. I find that the standard deviation of the white noise is at the photon

noise level, so I did not also re-scale the parameter uncertainties with white noise.

As a final check for any remaining non-linearity, I also extracted the spectrum using

the middle two reads, where the number of counts per exposure are within the linear

regime, and the resulting spectra agree to well within 1 σ with the spectrum extracted

from the final read.

Figure 6.20: Transmission spectrum of WASP-19b from WFC3 G141. Errors are
from a fit based on photon noise uncertainties on the individual exposures, with fitted
parameter uncertainties scaled with β.
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Waveband RP/R? χ2 DOF σw σr β

(µm) (×10−4)

1.087 - 1.187 0.1406 ± 0.00049 153 201 5.4 1.3 1.41

1.187 - 1.287 0.1401 ± 0.00033 202 198 5.5 0.7 1.05

1.287 - 1.387 0.1408 ± 0.00031 93 201 3.7 0 1.00

1.387 - 1.487 0.1421 ± 0.00039 172 201 5.0 0.9 1.27

1.487 - 1.587 0.1417 ± 0.00056 136 201 4.7 1.5 1.68

1.587 - 1.687 0.1410 ± 0.00039 207 202 6.9 0.3 1.02

Table 6.14: RP/R? values for the WFC3 transmission spectrum of WASP-19b. Un-
certainties on fitted parameters are based on using photon noise for the photometric
errors in the fits and then re-scaling the fitted parameter uncertainties with β. The red
noise, σr, white noise for the unbinned data, σw, and the scaling factors, β, are also
listed along with fitting statistics. Note that, for β values less than 1, I set β = 1 so that
there is no scaling of parameter uncertainties.

6.5 Discussion

The transit depths of the spectra for the two different datasets (STIS and WFC3) are

measured at different times, and so will not be on the same absolute scale as one

another because the stellar brightness will be different at the two epochs by an un-

known amount. Un-occulted starspots could cause the near-IR RP/R? values to be

overestimated by up to 1.38 % relative to the optical data, assuming a spot tempera-

ture of 5000 K and non-spotted stellar surface temperature of 5500 K, and assuming

that the un-occulted spot correction is accurate for the STIS radii. I also have to as-

sume no significant changes in stellar variability amplitude between the times of the

two observations. Unseen occulted spots could reduce this effect.

For the STIS spectrum, there are uncertainties in the un-occulted spot correc-

tion through uncertainties in ∆ fo and uncertainties in the spot temperature. There is

also an uncertainty on the estimated value of the non-spotted stellar flux. The error in

∆ fo and the non-spotted stellar flux will alter the planet’s effective baseline radius, and

will not significantly change the shape of the transmission spectrum (relative RP/R?

as a function of wavelength). From Table 6.3, the errors in ∆ fo translate to errors of

less than 0.1 % on the absolute RP/R? values. Uncertainty in the spot temperature

will change the shape of the spectrum by altering its slope as a function of wavelength

and, due to features in the stellar spectra, could affect the measured planetary atmo-

spheric spectral features. I discuss the effects of uncertainty in assumed un-occulted

stellar spot temperature on the STIS results in Section 6.5.2.
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For the WFC3 spectrum, the un-occulted spot corrections are less severe, and

to some extent may be cancelled out by small occulted spots below the noise level. I

am not able to correct for this effect, but expect that differential water features between

the stellar spots and the non-spotted surface will be washed out to insignificant levels

in my large wavelength bins, meaning that water features in the transmission spectrum

will not be significantly affected. Figure 6.21 shows the un-occulted spot dimming over

the G141 wavelength range for different temperature spots using the models of Kurucz

(1993). These grid models are at low resolution and do not display all the lines present

in the stellar spectra, and I discuss the potential of contamination of measured water

features in transmission by un-occulted stellar spots in Section 6.5.3.

Figure 6.21: Model wavelength dependent un-occulted spot dimming over the G141
wavelength range for spot temperatures of 5250-3500 K in increments of 250 K, nor-
malised to 1 % at 6000 Å. Hotter temperatures are shown in lighter reds, with de-
creasing temperatures shown with darker reds. The stellar spectrum models are from
Kurucz (1993).

As the stellar activity level during the WFC3 transit is not known, the two trans-

mission spectra cannot be joined together to make a single spectrum without an un-

known correction in the relative baseline planetary radii of up to 1.38 %. I therefore

now draw conclusions from the individual datasets alone, and then use these conclu-

sions together to try to understand the planetary atmosphere.

6.5.1 Optical to Near-IR Transmission Spectrum of WASP-19b

I compared two different sets of models to both datasets; one set based on the formal-

ism of Fortney et al. (2010, 2008) and the other set based on the formalism of Burrows

et al. (2010) and Howe & Burrows (2012). In order to compare these different models

to the data, I used the pre-calculated models given to me by these authors, allowing

them to shift up or down to match the data, with the base radius as the only free

parameter. It is important to use more than one set of models since different model
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sets have been calculated using different methods and not all models in the literature

agree (see Shabram et al. 2011 and Chapter 1).

Both the models from Fortney et al. (2010, 2008) and the models from Burrows

et al. (2010) and Howe & Burrows (2012) are specifically generated for the WASP-

19 system. Both model suites are self-consistent, meaning that the T -P profile used

to calculate each model is consistent with the opacities in the model transmission

spectrum (for example, transmission spectra containing TiO and VO opacities will

have a T -P profile which has a stratosphere). They are also in radiative, chemical

and hydrostatic equilibrium. Both sets of model transmission spectra use 1D day-side

T -P profiles, which should dominate the transmission spectrum at the terminator. The

models include stellar irradiation with a small fraction of energy lost to the un-modelled

night side. The T -P profiles used to calculate the model transmission spectra are

shown in Figure 6.22.

Chemical mixing ratios and opacities for both model sets assume solar metallic-

ity and local chemical equilibrium accounting for condensation and thermal ionisation

but no photoionisation. The models of Fortney et al. (2010, 2008) use the opacity

databases and abundance information of Lodders (1999); Lodders & Fegley (2002);

Lodders (2002); Visscher et al. (2006); Lodders (2009); Freedman et al. (2008). The

models of Burrows et al. (2010) and Howe & Burrows (2012) use the opacity database

from Sharp & Burrows (2007) and the equilibrium chemical abundances from Burrows

& Sharp (1999) and Burrows et al. (2001).

Figure 6.22: Model T -P profiles used in the calculation of the model transmission
spectra, for atmospheres containing no TiO and VO (solid lines) and atmospheres
with a solar abundance of TiO and VO (dotted lines). Blue lines show the models of
Fortney et al. (2010, 2008) and green lines show the models of Burrows et al. (2010);
Howe & Burrows (2012).
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6.5.2 Optical Transmission Spectrum

The STIS radii are consistent with a flat spectrum (I found χ2 = 2 for 3 DOF when

fitting a flat line to the spectrum), but the predicted alkali line features in the G750L

wavelength range are smaller than the observational error bars. Using TiO-free mod-

els fitted with an offset in baseline RP/R? gave χ2 = 1.0–1.7 for 3 DOF depending

on the model used. Using models with solar-abundance TiO opacities obscuring the

alkali lines, again with a fitted RP/R? offset, gave χ2 = 9.1–9.4 for 3 DOF, suggesting

a lack of observed TiO features at the 2.7–2.9 σ level. The data and fitted models

are shown in Figure 6.23. The only free parameter in the spectral model fits was an

absolute shift in RP/R?, with the shape of the spectrum as a function of wavelength not

varying. Tests assuming spot temperatures of 3500 K and 5250 K instead of 5000 K to

fit the spectral light curves gave very similar results, suggesting that my choice of spot

temperature did not significantly affect the spectral shape and measured features.

Figure 6.23: The STIS G750L data, with pre-calculated models, fitted to the G750L
data baseline level with baseline RP/R? as a free parameter. The left panel shows
models with no TiO and the right panel shows models with a solar abundance of TiO.
The data points are shown in black with horizontal error bars indicating the bin sizes,
the unbinned models are shown with lines and binned model values for my data bins
are shown as circles (blue for the Fortney et al. (2010, 2008) models and green for
the Burrows et al. (2010); Howe & Burrows (2012) models).

I also produced the spectrum with slightly different binning but similar bin sizes,

so that bins were specifically centred around the sodium and potassium lines, and

also the region between the lines. I thought that the differences between the TiO-

containing and TiO-free models would be greatest using this binning. However, the

difference between the TiO-containing and TiO-free models did not increase any fur-

ther than when using the original binning, due to some of the features in the TiO-

containing model being in similar places to the alkali lines. Combined with the bin

sizes needing to be decreased, and hence the points having larger photon noise, the

method using specific bins centred on alkali lines was no more constraining than the

original binning. The original binning is therefore shown in Figure 6.23.
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Additionally, I investigated constructing the transmission spectrum using smaller

bins than initially used in Figure 6.23. Although Na I and K I were not detected in small

spectral bins as investigated in Section 6.3.4, it is possible that the difference between

a TiO-containing and TiO-free atmosphere could be revealed when constructing the

entire transmission spectrum with small bins.

If I use bin sizes of ∼ 400 Å with binning designed such that two bands are

centred on the Na I and K I doublets, there is no significant difference in fits between

a flat line and a TiO-free atmosphere case. The atmospheres without TiO are favoured

over the atmospheric models including TiO opacities at the 2 σ level. The lowering of

the significance level compared to the spectrum produced using 1000 Å bins is most

likely due to larger photon noise uncertainties. I also calculated the spectrum using

200 Å binning (for all but the 4 reddest bins, where the STIS response curve is very

low and for which I used bin sizes of 500 Å). The spectrum calculated using 200 Å

wide bins suggests that the flat spectrum is favoured over either the TiO-free or TiO-

containing model cases. However, the fit of a flat line to the spectrum is not a good

fit, with a χ2
ν of 1.7. Possibly other absorbers are present in the optical transmission

spectrum, but any conclusions about other absorbers not predicted by the models

are too tentative at this stage to warrant further discussion. When calculating the

spectrum with 100 Å bin sizes, the errors on radii measured in the bins are so large

due to photon noise that there is no significant difference between the fits of the TiO-

free atmosphere models, TiO-containing models and a flat spectrum. Figure 6.24

shows the transmission spectrum of WASP-19b obtained using 400 Å and 200 Å

bins.
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Figure 6.24: Optical transmission spectra of WASP-19b obtained using 400 Å bins
(top) and using 200 Å bins (bottom) compared with models. In the plots on the bottom,
the reddest 4 points are using 500 Å bin widths. Unbinned model values are shown
with solid lines and binned model values are shown with filled circles (blue for the
Fortney et al. (2010, 2008) models and green for the Burrows et al. (2010); Howe &
Burrows (2012) models in the centre and right plots). In each case, the left plot shows
a fit with a flat line, the middle plot shows a TiO-free model atmosphere, and the right
plot shows a model atmosphere with significant absorption from TiO.

6.5.3 Significance of the Near-IR Water Features

I now consider the near-IR spectrum, which may be combined with the optical to place

further constraints on the atmosphere of WASP-19b. The data and pre-calculated

models fitted to the baseline RP/R? of the data are shown in Figure 6.25. Comparing

the models including a solar abundance of water but with no TiO to the measured

spectrum, by fitting only an absolute offset in RP/R? as a free parameter, gave χ2 = 1.5

– 4.1 for 5 DOF, which are my best fitting models. A flat line, on the other hand, gave

χ2 = 22.1 for 5 DOF, indicating a 4 σ confidence in the water-dominated model over

the null hypothesis. Using models that include opacities from TiO and VO as well as

water gave χ2 = 5.8 – 7.6 for 5 DOF, indicating that the WFC3 data suggest a lack

of observable TiO features. Comparing each model including TiO and VO opacities

to the corresponding TiO-free model shows that the TiO-free atmosphere case is a

better fit at the 1.8 to 2 σ level.



6.5. DISCUSSION 216

Figure 6.25: Top: WFC3 data and models including water opacities but no TiO opaci-
ties with non-inverted T -P profiles, fitted to the WFC3 data level with baseline RP/R?

as a free parameter. Bottom Left: WFC3 data and models including water and TiO
opacities and a strong temperature inversion, fitted to the WFC3 data level with base-
line RP/R? as a free parameter. Bottom Right: Flat line fit to the WFC3 data. For
all plots, the data points are shown in black with horizontal error bars indicating the
bin sizes, the models are shown with lines and binned model values are shown as
circles (blue for the models of Fortney et al. (2010, 2008) and green for the models of
Burrows et al. (2010); Howe & Burrows (2012) for the top and bottom left plots).
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I have not corrected the WFC3 spectrum for occulted or un-occulted stellar

spots. If present, un-occulted spots would increase the measured RP/R? values com-

pared to the non-spotted case, while occulted stellar spots would do the opposite. If

the star is uniformly spotted, both the effects of occulted and un-occulted spots should

cancel out (e.g. Pont et al. 2013). If un-occulted and occulted spots do not cancel out,

then the near-IR spectrum could shift in baseline RP/R? by 0.0138, although this would

not affect measured spectral features. The most significant wavelength-dependent ef-

fect on the near-IR spectrum if un-occulted and occulted spots do not cancel out would

be to introduce a slope in the transmission spectrum (see Figure 6.21). The slope

would be ∼ 0.00027 RP/R? from the bluest to reddest bin, assuming Tspot = 5000 K

and an optical dimming of 1%. This slope should not highly affect the detection of

water features, particularly not the feature at 1.4 µm, which is well encompassed by

the G141 band, and so has a peak in RP/R? as a function of wavelength rather than a

slope as a function of wavelength. Furthermore, I do not see a significant slope in the

spectrum compared to the predicted spectral features, suggesting that occulted and

un-occulted spots have indeed cancelled out to a large extent.

Another possible effect is due to the presence of water features in the stellar

spots. If the water features in the spots are significantly different from the non-spotted

stellar spectrum, un-occulted spots will artificially increase the amplitude of water fea-

tures in the planet’s transmission spectrum (e.g. Deming et al. 2013). There are

no significant water features seen in the Kurucz (1993) grid of stellar spectra for the

G141 wavelength range (Figure 6.21). To test whether my assumed un-occulted spot

dimming models as a function of wavelength are reasonable, I also investigated the

much higher resolution models of R.L. Kurucz for HD 209458 and HD 189733, where

water features in the stellar spectra can clearly be seen. I used the stellar model

of HD 209458 (T = 6100 K) as the non-spotted surface and the stellar model of

HD 189733 (T = 5050 K) as the spot spectrum. I found that, although water fea-

tures are clearly seen in the stellar spectra at higher resolution, the differential effect

of the spot spectrum compared to the non-spotted surface is negligible in the large

wavelength bins used for the transmission spectrum (see Figure 6.26).
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Figure 6.26: Top: High-resolution model atmospheres from Kurucz (1993) for
HD 209458b (left) and HD 189733b (right) over the WFC3 wavelength range.
Both stellar atmosphere models use the same wavelength grid. Bottom: Stel-
lar spot dimming as a function of wavelength, obtained by using the stellar spec-
trum of HD 209458b as the non-spotted stellar surface and the stellar spectrum of
HD 189733b as the spotted surface, normalised to 1 at 6000 Å. The left plot shows the
flux dimming correction over the WFC3 wavelength range, with values corresponding
to the WFC3 data bins shown with red circles. The binned values appear low, but on
closer inspection (right plot) this occurs because there is a lot of space between lines
which is not visible on the left-hand plot. There are therefore no visible differential
features at the resolution used for the data.
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6.5.4 Interpretation

Although I cannot put the spectra from the STIS G750L and WFC3 G141 instruments

together on an absolute scale due to unknown differences in stellar brightness be-

tween the two observations, I can still place constraints on the atmospheric type.

Water is detected in the near-IR, and my optical observations suggest a lack of ob-

servable large TiO features (note that observations published since this work have

also suggested water absorption and a lack of TiO features in the transmission spec-

trum of WASP-19b, but none of these studies were conclusive: Mancini et al. 2013;

Bean et al. 2013).

The C/O ratio of WASP-19b is currently unconstrained from secondary eclipse

observations (Anderson et al. 2013; Burton et al. 2012; Lendl et al. 2013), but mod-

els predict that the water abundance will drop dramatically compared to a solar-

composition atmosphere if the C/O ratio is greater than 1 (Madhusudhan 2012; Moses

et al. 2013). Therefore, the presence of water in the transmission spectrum at the level

seen here suggests that the atmosphere does not have a high C/O ratio. Additionally,

the amplitude of the measured water features match solar abundance models with

no cloud cover, in contrast to observations of HD 189733b, HD 209458b and XO-1b

(Gibson et al. 2012a; Pont et al. 2013; Deming et al. 2013). However, with my low

resolution, it is hard to tell whether the water features may be slightly muted at a

similar level to XO-1b, since 1 σ shifts in only two of my bins would show a smaller

feature consistent with low cloud cover. Water features muted at the level observed in

HD 209458b (0.57 × solar) are likely ruled out.

Due to grazing geometry, atmospheric pressures probed in transmission are

∼ 50 times lower than for the same wavelength observed in secondary eclipse (Fort-

ney 2005). However, the increased opacity in the IR compared to the optical means

that the same altitude regions are sampled in optical transmission spectroscopy as in

Spitzer emission spectroscopy, and thus the absorbers responsible for stratospheric

inversions should be directly detectable. Therefore, the probable lack of a TiO de-

tection in transmission agrees with previous secondary eclipse observations of an at-

mosphere without a strong temperature inversion provided that TiO is the absorber

responsible for inversions (Anderson et al. 2013; Madhusudhan 2012). However,

HD 209458b displays a stratospheric inversion without prominent TiO features in the

transmission spectrum, and where TiO levels are not abundant enough to be respon-

sible for a strong inversion (Désert et al. 2008; Spiegel et al. 2009). The results there-

fore suggest that a different absorber may be responsible for inversions, and although

no candidates have been observed so far, the red to near-IR part of the spectrum of

HD 209458b is not well constrained.
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A lack of TiO features, if not caused by a high C/O ratio, could mean that TiO

is trapped in lower regions of the atmosphere that are opaque to transmission spec-

troscopy, as described by Spiegel et al. (2009), Showman et al. (2009) and Parmentier

et al. (2013). Spiegel et al. (2009) found that in the atmosphere of OGLE-TR-56, a

planet only ∼ 100 K cooler than WASP-19b, there could be a TiO cold-trap on the

planet’s day side. Even without a day-side cold-trap, vertical mixing deep in the atmo-

sphere may still not be enough to lift gaseous TiO into the observable upper atmo-

sphere. Furthermore, if TiO escapes these vertical traps, cold-trapping on the night

side is also possible if TiO particles condense and reach sizes over a few microns, or

if TiO forms condensates with other species (see Chapter 1, Parmentier et al. 2013).

Transmission spectroscopy measures the spectrum at the planetary terminator, and it

is currently unclear how day side and night side conditions affect the terminator region.

Since the strength of vertical mixing is coupled with the horizontal flow, the terminator

region experiences time-variations in the abundances of atmospheric species, as the

upward flow changes (Parmentier et al. 2013).

An alternative explanation for a lack of TiO features could be that stellar UV ra-

diation breaks down the molecule, as proposed by Knutson et al. (2010). WASP-19 is

an active star with log(R′HK) = -4.660, compared to -4.970 for the inactive HD 209458,

which hosts a planet with a stratosphere. WASP-19b is also very close to the star at

only 0.0166 AU, and so is very highly irradiated.

It is also possible that a less than solar abundance of gaseous TiO exists in the

upper atmosphere, but is concealed by high-altitude hazes, clouds or dust. Without

knowing to what extent occulted stellar spots have cancelled out the effect of un-

occulted spots on the WFC3 dataset, I am unable to determine whether the optical

radii are high compared to the near-IR radii. Therefore, an optical absorber remains

a possibility. However, if water is observed in the near-IR, such an obscuring layer

would have to be optically thin in the near-IR. Also, at the high temperatures of the

atmosphere of WASP-19b, many dominant condensates are not able to form (Fortney

2005). Without being able to use the G430L data to construct a transmission spec-

trum, I cannot distinguish between Rayleigh scattering from small-particle hazes or

clouds and dust composed of larger grains, which may also show features blueward

of 4500 Å, such as absorption from HS (Zahnle et al. 2009b). Other features specifi-

cally just in the G750L wavelength regime could also dilute TiO features. For example,

the cross-sections of VO would cause absorption that will hide the TiO bands if the

abundance of VO is high compared to TiO in the upper atmosphere (e.g. both TiO

and observable quantities of VO are consistent with the observed transmission spec-

trum of HD 209458b although not confirmed (Désert et al. 2008)). VO hiding TiO

signatures would require a significant departure of abundances from equilibrium in
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the upper atmosphere, since VO is already included in the TiO-containing models at

the solar abundance level (∼ 1/20 times the abundance of TiO).

6.6 Conclusions

I measured the optical transmission spectrum of WASP-19b with HST STIS G750L

from 5300-10300 Å during one planetary transit and with HST STIS G430L from 2900-

5700 Å during two transits. The STIS results are the first from a large HST survey of

8 hot Jupiters. I combined the STIS results with archive WFC3 data of one transit of

WASP-19b from 1.1-1.7 µm.

The WFC3 data show evidence of water in the atmosphere of WASP-19b at

the 4 σ confidence level, with a feature amplitude in agreement with solar-abundance

models. Although I cannot rule out low levels of muting, features muted to the ex-

tent of those seen in HD 189733b and HD 209458b are ruled out. The presence of

non-muted water features suggests a non-cloudy upper atmosphere or only low-level

clouds, and also indicates that the planet does not have a high C/O ratio. Observa-

tions using the WFC3 G102 grism, with wavelength coverage of 8000-11500 Å, can

be used to place the existing optical and near-IR transmission spectra on the same

absolute radius scale, since the wavelength range of the G102 grism overlaps with

those of both existing observations. A proposal has now been accepted as part of a

large programme (GO-13467, P.I. J. Bean) which will observe four transits of WASP-

19b in each of the G141 and G102 grisms, and will hopefully provide the missing

information. The programme will also be able to confirm the water feature detected

here with improved signal-to-noise.

The STIS G750L data show no evidence for TiO features in either the broad-

band transmission spectral data (2.7-2.9 σ confidence) or two specifically tailored

bands (2 σ for the red-edge and cross-correlation indices). There could be several

possible reasons for a lack of observable TiO features, including no TiO being present

in the upper atmosphere due to rainout or low vertical mixing, possible breakdown of

TiO by the intense activity of the host star, or an obscuring haze, cloud or dust layer of

unknown composition. A high C/O ratio is unlikely if water is observed in the transmis-

sion spectrum at the amplitude seen here. A lack of TiO features in the transmission

spectrum is not unexpected for a planet which likely has no strong stratospheric ther-

mal inversion. In order to try to understand the reasons behind the lack of observable

TiO in the upper atmosphere of WASP-19b, I have had a proposal accepted to ob-

serve the near-IR thermal phase curve with WFC3 (GO-13431, P.I. C. Huitson). More

detail is given in Chapter 7, but essentially such an observation should constrain the

day to night temperature contrast and horizontal wind speeds at a deeper altitude



6.6. CONCLUSIONS 222

than observed before, and will complement Spitzer phase curves which have also

been obtained (H. Knutson, N.K. Lewis, priv. comm).

I was unable to determine the planetary transmission spectrum in the G430L

wavelength range because of having to fit for occulted starspots, radii and systemat-

ics simultaneously with very few exposures, and with no spot-free exposures between

2nd and 3rd contact. I was only able to loosely constrain the stellar spot tempera-

ture, although my results agree with other work. If the stellar spot temperature is

better known, then the spot amplitude parameter can be much better constrained for

each wavelength. One possible method of inferring the mean stellar spot temperature

would be to obtain data for the 3000-5000 Å range from the ground, where complete

light curves should increase the chance of having at least some in-transit exposures

not occulting starspots. Having non-spotted exposures during the transit between 2nd

and 3rd contact should help break the degeneracy between occulted spot amplitudes

in each band and measured planetary radii. Simultaneous ground and space based

observations from 3000-5000 Å could also provide an even better constraint, since

there would be no difference in un-occulted starspot level between the two obser-

vations and systematic trends could be better characterised. I would then have to

assume that the occulted spots represent the mean temperature of un-occulted spots

to enable full correction of the transmission spectrum.

Although I have not planned to observe WASP-19b from the ground in this man-

ner, I am currently drafting a proposal to observe the long-term variability from the

ground with CTIO ANDICAM to complement the phase curve observations, as was

done for the large survey. ANDICAM actually has the facility to observe in the optical

and near-IR simultaneously with no loss to the precision or cadence of the optical

observations. Thus, it is possible that these observations would provide some tem-

perature constraints for the stellar spots of WASP-19. This is secondary to the main

science case of that proposal, however, and the precision of the near-IR detector for

this purpose has not yet been tested.

I found that WFC3 performs very well for transit observations, with the majority

of systematic trends repeating very closely from orbit to orbit. I found that non-linearity

in pixels was the only data-quality issue that affected the spectrum by greater than

1 σ, and even then only in the flagged pixels. Saturation will be easier to avoid with

the new “spatial scanning” mode, where the spectrum is smeared across the non-

dispersion direction during an exposure. For bright targets, the spatial scanning mode

can also improve the duty cycle by reducing the number of buffer dumps, even though

overheads are 3 times longer for spatial-scan exposures than for regular exposures.

The WASP-19b results presented here are only the first of the 8-planet HST

survey, and already there are striking differences between the transmission spectrum
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and the spectra of planets previously observed. The results of WASP-19b paint a very

hopeful picture for the future of the survey as well, since WASP-19 is the dimmest and

most active star of all the targets and WASP-19b has the smallest atmospheric scale

height. Even in this case, I am able to confirm the presence of atmospheric water with

high confidence and to be reasonably confident that TiO is not present in the upper

atmosphere. The precision and signal expected from the other targets will be larger,

with the potential to constrain the presence of alkali metals and to make use of the

blue data to search for Rayleigh slopes and other potential signatures of high-altitude

absorbers.



Chapter 7

Conclusions

The motivation for this thesis was to improve understanding of exoplanet atmospheres

by studying hot Jupiters in two complementary ways. Firstly, I have attempted to

refine the known properties of the most favourable targets, so that they can serve as

benchmarks for further studies. Chapters 3 and 4 detail the successful resolving of an

atmospheric feature at medium resolution in the atmosphere of HD 189733b and the

resulting derived atmospheric temperature profile for this planet and for HD 209458b.

My second goal was to expand the current knowledge to a wider sample of plan-

ets, and to be involved in the start of survey-type observations. Large self-consistent

surveys of many hot Jupiters provide the possibility of meaningful comparisons across

the hot-Jupiter planetary class. Chapters 5 and 6 detail the first results from a ground-

based survey of 10 hot Jupiters and a space based survey of 8 hot Jupiters respec-

tively.

Furthermore, I think that it is important to constantly try to extend exoplanet

observations by making use of new techniques, and by trying to branch out beyond

the hot Jupiter class. The results given in Chapter 5 were the first to make use of

long-slit spectroscopy to measure an exoplanet atmosphere, and I learnt important

information which will help improve future observations.

224
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7.1 Summary of Achievements

7.1.1 The Medium-Resolution Transmission Spectrum of

HD 189733b

I obtained the transmission spectrum at medium resolution (∼ 1.2 Å) around the

sodium D doublet in the atmosphere of HD 189733b (Chapter 3). I confirmed a

previous measurement which shows that sodium is present in the atmosphere. Fur-

thermore, I was able to increase the precision by almost a factor of 3 over that pre-

vious work, and to confidently rule out sodium absorption in the line wings. The

resolved shape of the sodium doublet presents confirmation that the atmosphere of

HD 189733b is largely featureless with only the narrow cores of the sodium feature

visible, which suggests that the upper atmosphere contains a high-altitude scattering

haze. Comparison with IR data suggests that the abundance ratio of sodium to water

is super-solar.

7.1.2 The Upper Atmospheric Terminator T -P Profiles of

HD 189733b and HD 209458b

Another advantage of being able to resolve the sodium doublet in the atmosphere of

HD 189733b is that the derivative of AD with respect to wavelength can yield informa-

tion about the temperature profile of the atmospheric regions sampled (Chapter 4).

Under the assumption that atmospheric abundance is constant over the regions mea-

sured and that the atmosphere is dominated by H2, the calculated T -P profile shows

a thermal inversion. The inversion observed is most likely the base of the exoplanet’s

thermosphere. Comparison with the observed T -P profile of HD 209458b (also con-

firmed in Chapter 4) suggests that the upper atmospheres of the two planets have

similar temperature properties, although higher resolution observations of the Na I
line cores in the atmosphere of HD 189733b would confirm this.
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7.1.3 Transmission Spectrum of XO-2b Using Ground-Based

Long-Slit Spectroscopy

In Chapter 5, I observed the first long-slit transmission spectrum of an extrasolar

planet: XO-2b. While I was not able to construct the full transmission spectrum of

XO-2b, I was able to detect the Na I doublet at the 2.9 σ confidence level, with a

total confidence level of 5.2 σ when combined with results from another transit. XO-

2b is therefore now the only planet where Na I and K I have both been detected in

the transmission spectrum. Fitting the data using the models derived in Chapter 4,

I confirmed at the 3.5 – 4 σ significance level that the observed feature lacks the

predicted line wings and is confined to a total width of < 50 Å. Without being able to

resolve the feature, I am unable to confirm whether the line wings are obscured by

a high altitude haze, or whether there is a drop in the sodium abundance in some

region of the atmosphere, which causes the observed narrow doublet shape. With

only one data point in the spectral feature, a comparison with the previously observed

K I feature is not able to constrain the atmospheric properties any further. Based on

the experiences during this work, the GTC staff have made a 10 arcsecond slit, which

has removed the majority of the systematics which limited this observation.

7.1.4 The Optical to Near-IR Transmission Spectrum of

WASP-19b

The results detailed in Chapter 6 present the optical to near-IR transmission spectrum

of WASP-19b; only the third planet to be studied across the optical and near-IR ranges

homogeneously at the time of the study. Due to contaminating signal from occulted

starspots, I was unable to obtain the transmission spectrum blueward of 5300 Å, but

was able to construct the red optical (5300-10300 Å) and near-IR (1.087 – 1.687 µm)

spectra. I found a likely lack of TiO in the upper atmosphere of WASP-19b (2.7 – 2.9 σ

confidence) and a water feature at the level predicted by solar-abundance models (4 σ

confidence). The results suggest that there is no significant cloud cover in the near-

IR in the atmosphere of WASP-19b, and that the planet does not have a high C/O

ratio. I was, however, unable to confirm or rule out the presence of predicted Na I and

K I features. The results are still very promising for the 8-planet HST survey, since

WASP-19b is the least-favourable target out of those in the survey.
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7.2 Further Work

As mentioned above, my continuing goals are to improve the understanding of hot

Jupiters by refining and studying the detailed properties of the most favourable targets,

and by engaging in surveys to detect and understand broad properties of the wider

hot Jupiter exoplanet class. I have several ongoing projects which continue in these

directions, but which I also believe fit into the wider goals of the exoplanet research

field as a whole.

At the start of this thesis, I highlighted the importance of developing new tech-

niques, and trying to branch out from studying only hot Jupiters. Whilst hot Jupiters

are important and interesting to study, the boundaries between different exoplanet

classes are not clear, and it is important to study as many types of object as is pos-

sible, to understand the mechanisms behind key observational differences. Further-

more, the study of smaller objects acts as a motivation for improving instrumental

capabilities, which I believe will eventually lead to the ability to characterise Earth-like

exoplanets. My current and future work also leads further into the directions of de-

veloping new techniques and exploring beyond hot Jupiters than the work outlined in

this thesis. In the following sections, I have listed the projects that I am and will be

involved in.
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7.2.1 Current Projects

• I am involved in a project to measure the extent of atmospheric escape from

HD 209458b, by looking at the transmission spectrum in the UV. I am respon-

sible for the data reduction and spectral analysis while others are responsible

for the interpretation, and the project is led by A. Vidal-Madjar. We have de-

tected absorption from Mg I in the upper atmosphere of HD 209458b using a

STIS echelle grating, with an AD relative to the continuum of 6.4 ± 1.6 %. This

AD corresponds to ∼ 2 RP, which is in the planetary exosphere, and where the

“blow-off” process starts to be effective (Koskinen et al. 2012a,b). Furthermore,

we have detected a possible cometary tail at the 1.8 σ significance level, by

observing that the flux after transit was lower than the flux before transit by

4.0 ± 2.2 % in the Mg I feature compared to the continuum (Vidal-Madjar, A.,

Huitson, C.M., et al., A&A, submitted).

• The work in Chapters 3 and 4 demonstrates that valuable information can be

obtained from high-resolution observations of specific spectral features, includ-

ing their abundance profiles and atmospheric temperatures. During the course

of this thesis, a ground-based spectral AD profile of the Na I feature in WASP-

17b was measured by another group with the ground-based IFU FLAMES at

the VLT (Wood et al. 2011). Seeing the potential of such observations to con-

strain atmospheric abundances and possibly temperatures from the ground, I

obtained time on VLT FLAMES to measure the spectral AD profiles of Na I in

WASP-31b and WASP-39b, two planets with large scale heights. The observa-

tions will also serve as a further test of the feasibility of using ground-based IFU

spectroscopy. The data are currently being analysed.

• I am also working on a methodology for interpreting the data from the Exeter

surveys. With the surveys starting to produce results, it is important to have

a way of classifying hot-Jupiter atmospheres to first order to allow us to more

easily draw comparisons between observed properties and other physical vari-

ables. To this end, I have defined spectral indices specifically placed to look for

features such as Rayleigh signatures, large TiO features and alkali lines. The

defined indices include the [TiO]red, [TiO]comb, [Na] and [K] indices mentioned in

Chapter 6. I have then applied these bands to ∼ 100 different generic model

types from J. Fortney. Comparing and contrasting the model results in multiple

bands on ‘colour-colour’ plots separates out different atmospheric types such

as clear, hazy, inverted and non-inverted and allows for comparison with obser-

vations.
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7.2.2 Future Projects

• In Chapter 6, I found that TiO was most likely absent from the upper atmosphere

of WASP-19b. Many explanations have been put forward for the reason that

some planets show temperature inversions and some do not, but there is no way

to distinguish between the possible mechanisms for WASP-19b with the existing

observations. I therefore plan to observe the phase curve of WASP-19b in the

near-IR with HST WFC3 (GO-13431, P.I. C.M. Huitson). This observation will

be the first near-IR phase curve measurement of an extrasolar planet, and also

the first spectroscopic phase curve, allowing the observations to sample deeper

into an exoplanet atmosphere than before, and also to sample multiple altitudes

simultaneously. I hope to place constraints on horizontal wind speeds and day

to night temperature contrast in the exoplanet’s atmosphere, which will help in

understanding whether TiO could have rained out of the upper atmosphere.

• I also now have the opportunity to engage in work towards my goal of study-

ing unexplored atmospheric types. Firstly, I have had a proposal accepted

to observe HAT-P-17b, an eccentric, warm Jupiter with HST STIS and WFC3

(e = 0.346 and T ∼ 650 – 960 K). The observations of HAT-P-17b will cover

the optical to near-IR range with low-resolution transmission spectroscopy (GO-

12956, P.I. C.M. Huitson). They will constitute the first atmospheric measure-

ments of an eccentric warm Jupiter exoplanet, which periodically crosses the

CO/CH4 boundary during its orbit. The broad wavelength coverage should al-

low abundance and temperature constraints to be placed on the planet’s atmo-

sphere, enabling an understanding of how the high orbital eccentricity affects

the atmospheric properties.

• After my PhD, I also plan to work with J-.M. Désert at the University of Colorado,

Boulder on two large survey programmes which he is leading; one from space

with Spitzer and one from the ground with Gemini. The Spitzer programme is

set to observe a large number of close-in smaller planets (∼ 0.5 MJup). Sev-

eral planets on the target list are further away from their host stars than the

hot Jupiters studied here, which will allow us to observe in a previously unob-

served temperature regime. The programme also includes observations of the

hot Jupiters in the Exeter optical survey to extend the transmission spectra. The

Gemini programme aims to observe 10 hot Jupiters using multi-object spec-

troscopy, which will enable low-resolution transmission spectra to be obtained

across the whole optical range for each target.
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7.3 Final Thoughts

I believe that the field of exoplanet characterisation is advancing rapidly thanks to a

constant motivation to observe beyond the planned limits of current technology. As

a field, we are finally starting to see survey-size studies begin, which will give us

insight into the underlying principles that govern hot-Jupiter atmospheres. We are

also finally starting to explore the atmospheres of other types of exoplanets, and with

new spectroscopic techniques. The goals outlined in this thesis and followed in my

current and planned work are things which I think are important to the advancement

of the field. I plan to continue in these directions, along with many others involved

in exoplanet research, with the hope of one day being able to characterise Earth-like

planets in the search for life.
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A Constants

Quantity Value Symbol Comments
Mass of Jupiter 1.898 × 1027 kg MJup

Radius of Jupiter 69, 911 km RJup Mean radius
Mass of the Sun 1.989 × 1030 kg M�

Radius of the Sun 695,500 km R� Mean radius
Density of the Sun 1.41 × 103 kg m−3 ρ� Mean density

Mass of Earth 5.972 × 1024 kg M⊕
Radius of Earth 6,371 km R⊕ Mean value of distance

from centre to surface
Astronomical Unit 1.496 × 1011 m AU Semi-major axis between

the Earth and the Sun
Gravitational constant 6.67 × 10−11 m3kg−1s−2 G 6.67 × 10−8 cm3g−1s−2

Boltzmann constant 1.38 × 10−23 m2 kg s−2 K−1 kB 1.38 × 10−16 erg K−1

Stefan-Boltzmann constant 5.67 × 10−8 W m−2 K−4 σS B 5.67 × 10−5 erg cm−2 K−4 s−1

Speed of light in a vacuum 2.998 × 108 m s−1 c
Planck’s constant 6.63 × 10−34 m2 kg s−1 h 6.63 × 10−27 cm2 g s−1

Mass of a proton 1.67 × 10−27 kg mp

Mass of an electron 9.11 × 10−31 kg me

Electronic charge 1.60 × 10−19 C e

Table 1: Constants used in this work. Note that the radii of the Sun and Jupiter vary
slightly over their surfaces due to their rotation causing a small oblateness. Note that
1 J = 107 erg.
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B Acronyms

AD Absorption Depth

ADC Atmospheric Dispersion Compensator

ADU Analogue to Digital Unit

AIC Akaike Information Criterion

ANDICAM A Novel Double-Imaging CAMera

AO Adaptive Optics

AU Astronomical Unit

BIC Bayesian Information Criterion

CCD Charge Coupled Device

CTIO Cerro Tololo Inter-American Observatory

DN Data Number

DOF Degrees of Freedom

ESA European Space Agency

ESO European Southern Observatory

FLAMES Fibre Large Array Multi-Element Spectrograph

FOV Field of View

FWHM Full Width at Half Maximum

GCM General Circulation Model

GP Gaussian Process

GTC Grand Telescopio Canarias

HST Hubble Space Telescope

IDL Interactive Data Language

IFU Integral Field Unit

IR Infra-Red

IRAF Image Reduction and Analysis Facility

KPNO Kitt Peak National Observatory

L-M Levenberg-Marquardt

MCMC Markov Chain Monte Carlo

NASA National Aeronautics and Space Administration

NICMOS Near Infrared Camera and Multi-Object Spectrometer

NOAO National Optical Astronomy Observatory

OSIRIS Optical System for Imaging and low Resolution Integrated Spectroscopy

PSF Point Spread Function

RV Radial Velocity

S/N Signal-to-Noise

STFC Science and Technology Facilities Council
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STIS Space Telescope Imaging Spectrograph

T -P Temperature-Pressure

UV Ultra-Violet

VLT Very Large Telescope

WFC3 Wide Field Camera 3
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C Definitions

A-to-D Conversion: Conversion of output signal into data number (DN) is performed

using an analogue to digital converter (as such DN can also be referred to as ana-

logue to digital units or ADU). The gain of the device refers to the number of received

electrons or photons required to produce 1 ADU. The largest output DN or ADU that

can be produced is set by the number of bits in the A/D converter. A/D saturation can

occur when reaching the limit of the A/D converter. Hence some detectors have mul-

tiple gain settings which can reduce the number of DN recorded for a given number

of electrons.

Absorption Oscillator Strength: See “Oscillator Strength”.

Activity: Stellar “activity” refers to the degree of flux variation due to the level of

starspots on the stellar surface. There is a strong component of brightness variation

due to the rotation of the star compared to the observer, rotating starspots into and

out of view.

Advective Timescale: Characteristic timescale for energy to be advected around the

planet. It is usually calculated as the ratio of some length scale (e.g. the size of the

planet) to a flow velocity.

Albedo: A measure of the reflectivity of the planet.

Bond Albedo: The reflectivity of the object at all wavelengths over all phase

angles. This is equal to integrating the geometric albedo over all phase angles.

The Bond albedo has values between 0 and 1.

Geometric Albedo: The reflectivity of the object compared to a perfectly reflect-

ing flat disc as a function of phase angle. Usually, the “geometric albedo” quoted

for an astronomical object is that measured at a phase angle of 0 (secondary

eclipse for an exoplanet).

Atmosphere (for a gas planet): For a terrestrial planet, the atmosphere is the region

where the solid body stops. However, for a gas giant, the atmosphere is defined

as the region where the gas becomes sufficiently translucent to allow transmission

spectroscopy. The transit radius, where the atmosphere becomes opaque enough to

block stellar light, is found to have an optical depth τeq = 0.56 (Lecavelier Des Etangs

et al. 2008a).
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Cold Trap: A region of atmosphere cooler than the atmosphere above and below

it. Cold-trapping occurs when a gas condenses into a solid in such a region and is

then unable to be lifted up into hotter regions where it could exist in the gaseous state

again.

Collisional Broadening: See “Line broadening”.

Common Mode: Systematics which have the same structure in each waveband and

hence can be easily subtracted by comparing each spectral light curve with the white

light curve. Such a process preserves relative transit depth as a function of wave-

lengths, but removes any information about absolute transit depth.

Conjunction: These are used to refer to specific points in a transit light curve.

Inferior Conjunction: The point at which the planet is directly between the Earth

and the star. The point at which the primary transit is observed.

Superior Conjunction: The point at which the star is directly between the Earth

and the planet. The point at which the secondary eclipse is observed.

Contacts: These are used to refer to specific points in a transit light curve as viewed

by the observer.

First Contact: The point just at the start of ingress where the leading edge of

the planet touches the edge of the star from the observer’s point of view.

Second Contact: The point just after ingress where the entire planet is inside

the stellar disc for the first time and the trailing edge of the planet is in contact

with the edge of the star from the observer’s point of view.

Third Contact: The point just before egress where the entire planet is inside the

stellar disc for the last time and the leading edge of the planet is in contact with

the edge of the star from the observer’s point of view.

Fourth Contact: The point just at the end of egress where the trailing edge of

the planet touches the edge of the star from the observer’s point of view.

Cross-Section: The probability that incoming radiation will be absorbed. An absorp-

tion cross-section is given in the form of an area that is presented to incoming radi-

ation. Cross-sections are calculated from opacity databases, which give the central

wavelengths of electron transitions and their strengths. The final cross-sections are

then determined by adding in various broadening effects, meaning that radiation has

some chance to be absorbed away from the line centres, depending on temperature,

pressure, and random effects.
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Detectors: A detector is meant to collect photons and produce a signal that is pro-

portional to the number of incoming photons by a known amount, meaning that the

number of photons received can be measured. Ideally, a detector should be linear,

meaning that the signal out of the detector (e.g. the charge or voltage produced)

is proportional the number of incoming photons. Deviation from a linear relationship

(non-linearity) can occur, and the dynamic range of a detector is the range of signal

where useful information can be obtained. This region does not necessarily have to

be in the linear regime, as long as the degree of non-linearity can be estimated.

Doppler Broadening: See “Line broadening”.

Doublet: Fine splitting of excited states. For example, the sodium D1 and D2 lines are

both excitations from the ground state (S) to the first excited level (P state). Note that

the name D is historical. The two lines are fine splitting of the P energy level due to

coupling between the electron angular momentum and the nuclear angular momen-

tum, meaning that an electron can be in different states with different momenta. See

Steck (2010) and Rybicki & Lightman (1979) for more information.

Dual-Band: In exoplanet atmosphere radiative transfer modelling, this usually refers

to using two different wavelength components and treating the optical and IR radiation

as the two distinct components.

Dynamic Range: See “Detectors”.

Eccentricity: The degree to which a planet’s orbit deviates from circular. A circular

orbit has e = 0. Hot Jupiters typically have zero eccentricity because they have been

tidally circularised from being so close to their host star. Values of e between 0 and 1

indicate elliptical orbits, while e = 1 indicates a parabolic escape orbit.

Egress: The time during the planetary transit when the planet is leaving the stellar

disc from the observer’s point of view, and only part of the planet is in front of the

stellar disc. This occurs between 3rd and 4th contact.

Emission Spectrum: The spectrum that is obtained by measuring the secondary

eclipse depth of a planet as a function of wavelength. This is the spectrum emitted

by the planet and the name does not necessarily mean that spectral features will be

in emission. Whether or not features are in emission, absorption or not seen at all

depends on the planet’s day-side temperature structure.
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Equation of State: An equation which relates state variables (macroscopically mea-

surable variables that are a function of the current state of the system). For example,

an equation of state can link density to temperature and pressure.

Equilibrium: A system is in equilibrium if there is no net energy exchange around the

system i.e. any energy into the system is balanced by energy out of the system.

Chemical: The case where concentrations in a system do not change over time.

Dynamic: A system is in dynamic equilibrium if compounds in the system are

subject to a reversible reaction but there is no net change in the composition.

The reaction can still be ongoing, but the reaction proceeds with equal rates in

both directions, meaning that there is no observable change in the composition.

Hydrostatic: A fluid is in hydrostatic equilibrium if it is at rest and if the pressure

at any point in the fluid is balanced by the gravitational force. For example, hy-

drostatic equilibrium occurs in a star, where the outward radiation pressure is

balanced by gravity. The fluid in a planetary atmosphere is not at rest, but the

hydrostatic equation is still approximately satisfied if the acceleration is small,

and Pierrehumbert (2010) find that the relation is accurate for large-scale prob-

lems involving planetary atmospheres.

Radiative: The energy received through irradiation is equal to the amount of

energy re-radiated from a system. Also, it can mean that the transfer of energy

through a system by radiation, absorption and re-radiation results in a uniform

surface temperature.

Thermal: The temperature within a system is uniform with time and space. Al-

ternatively, this could mean that two systems (e.g. a star and planet) are con-

nected thermally, but no thermal energy flows between the two systems.

Thermochemical: The energy changes which accompany chemical reactions

and changes of state are such that equilibrium in the system is maintained. If

two different compounds with different specific heat capacities react with one

another, then they will reach a common equilibrium temperature where the en-

ergy lost by one compound is equal to the energy gained by the other.

Thermodynamic: The system is in thermal, mechanical, radiative and chemical

equilibrium and the state of the system does not change with time (mechanical

equilibrium means that no net force is acting on a system). There is no net flow

of matter or energy, no phase changes and no net forces within the system.

Equilibrium Temperature: The expected temperature of the planet if the energy

emitted by the planet is equal to that which it absorbs from the star. A planet’s day

side has different equilibrium temperatures depending on the thermal redistribution

efficiency. I use the term “equilibrium temperature” to mean the case of totally efficient
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thermal redistribution from the irradiated day side of a tidally locked planet to the

night side, meaning that each hemisphere will have the same temperature, unless

otherwise stated. I also assume zero albedo.

Exoplanet: A shortened name for an “extrasolar planet”, a planet outside our solar

system. This definition can also be used to refer to free-floating planets not gravita-

tionally bound to a star.

Gravity Waves: Transverse waves caused by convection overshoot. They are called

“gravity waves” because gravity acts as the restoring force. Additionally, they may be

important in lifting dust into upper atmospheres of planets and brown dwarfs (Freytag

et al. 2010).

Hot Jupiter: A gas giant planet of similar mass to Jupiter, but with a very close orbit

to its host star of ≤ 0.1 AU. Some hot Jupiters have lower densities than Jupiter.

Ideal Gas: A gas which is composed of randomly-moving, non-interacting point par-

ticles. The kinetic energy of ideal gas particles is much more important than inter-

actions between particles. A gas behaves more like an ideal gas for higher temper-

atures, lower densities and smaller molecules. In these cases, the space between

molecules is large compared to the size of the molecules.

Impact Parameter: Projected distance between the path of the centre of the planet

and the centre of the star from the point of view of the observer.

Inclination: The angle between the plane normal to an exoplanet’s orbit and the

observer. An inclination of 90o would mean that the planet will be seen to pass directly

across the centre of the star during transit.

Ingress: The time during which the planet transit has begun, and part of the planet is

in front of the star, but before the point where the whole planet is in front of the stellar

disc.

In-Transit: The portion of a transit light curve where the planet is transiting the star,

usually meant to include ingress and egress.

Lambert Sphere: A reflecting surface where the intensity of reflected radiation is

proportional to the cosine of the angle α between the observer’s line of sight and the

surface normal. The phase function for the geometric albedo is Φλ(α) = cosα (see

Seager 2010).
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Light Curve: A measurement of flux as a function of time. For example a transit light

curve is a measure of flux over time just before, during and after a transit, demon-

strating the flux drop during transit. A variability monitoring light curve is long-duration

monitoring of the flux of a star to observe the degree of starspot-related flux variations.

Limb: The ‘edge’ of a body, in this case usually a star. The word “limb” is used since

the gas does not have a well-defined edge. For transmission spectroscopy, the limb

of the star would be the edge of the photosphere in the wavelength in question.

Limb Darkening: The reduction in intensity of the observed stellar disc near the limb

compared to the centre. The path length for photons emitted at a given stellar altitude

through the stellar atmosphere along the line of sight is shorter near the centre of the

observed disc. Therefore, more photons from the deeper atmosphere escape at the

centre of the disc, while photons observed near the limb emerge from cooler, higher,

regions of the atmosphere. The severity of limb darkening is wavelength-dependent,

and is less pronounced at redder wavelengths.

Line Broadening: Observed spectral lines are not sharp delta functions around the

central wavelength of absorption or emission. Rather, they have a distribution around

that central point depending on certain physical conditions. The mechanisms respon-

sible for spreading out a feature from its central point are referred to as “broadening”

mechanisms. There are various types of broadening, but I will list here the ones which

are included in the Voigt functions which I use to model spectral lines and which are

the main ones to be considered for exoplanet spectra.

Collisional Broadening: Also referred to as “pressure broadening”. If an atom

collides with another atom whilst it is emitting, then the phase of the emitted

radiation is suddenly altered, meaning that information about the frequency of

the emitted radiation is lost (Rybicki & Lightman 1979). Also, forces from other

particles may perturb emitted radiation, but that effect is not considered here.

Doppler Broadening: Doppler broadening occurs because an atom is in thermal

motion whilst it emits or absorbs. Thus, the frequency of emission or absorption

in the atom’s rest frame is shifted when it is observed. The line is spread out

rather than shifted because individual atoms will have different velocities with

varying components and speeds towards or away from the observer.

Natural Broadening: Even without Doppler or collisional broadening, a spectral

line has a certain width due to the uncertainty principle. The spread in energy,

∆E, of a state is related with the time, ∆t, spent in that state by ∆E∆t ∼ ~.
Thus a state with a short lifetime will have a distribution of energies which has

a Lorentz profile. The spontaneous decay of an atomic state proceeds at a rate
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γ, meaning that the line broadening has a Lorentz profile which depends on γ

(Rybicki & Lightman 1979).

Linearity: See “Detectors”.

Natural Broadening: See “Line broadening”.

Occultation: Generally used to describe one object passing in front of the other.

In exoplanet science, the term “occultation” is often used to refer to the secondary

eclipse (the occultation of the planet).

Opacity: A measure of impermeability to radiation. For dominant opacity sources in

exoplanetary atmospheres, there are numerous opacity databases which give opacity

as a function of wavelength depending on which molecules are in the atmosphere.

Optical Depth: A measure of transparency. Rybicki & Lightman (1979) define the op-

tical depth as dτν = ανds, where αν is the absorption coefficient defined by dIν =

−ανIνds. Integrating over the optical path, the intensity of radiation after passing

through the material is given by I/Io = e−τ. In transmission spectroscopy, τeq is the

optical depth at ∆z, such that a sharp occulting disc of radius RP + ∆z produces the

same absorption depth as the planet with its translucent atmosphere.

Oscillator Strength: Rybicki & Lightman (1979) explain that the “oscillator strength”

comes from a classical description of quantum mechanics, where a particle that is

harmonically bound to a centre of force will oscillate sinusoidally. The total energy

extracted from a beam of radiation can be linked to the probability for absorption for a

harmonic oscillator.

Out-Of-Transit: The portion of a transit light curve before ingress and after egress,

which should measure the baseline flux of the star alone.

Phase Curve: An observation where the flux from the planetary system is measured

over the duration of a planet’s orbit. The amplitude of the variation in brightness during

an orbit for a tidally locked planet gives an indication of the difference in temperature

of the planet between the day and night sides. The location in orbital phase of the

brightest point can be used to infer horizontal wind speeds in the planet’s atmosphere,

since strong planetary winds can shift the hottest point away from the sub-stellar point.
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Pixel Binning: The timing pattern of the readout is altered so that charge from mul-

tiple pixels are added together. Binning reduces the spatial resolution of the detector

but can improve the rate of data acquisition. It can also improve read noise and in-

creases the charge capacity and hence dynamic range.

Pulsar: A dense, rotating neutron star which has a strong magnetic field. It emits

beams of radiation where its magnetic field lines converge, and observers at the earth

see pulses whenever this beam is directed towards us.

Radiative Timescale: Characteristic timescale of radiation to move through the plan-

etary atmosphere.

Rainout: The process where a compound condenses and then falls out of the atmo-

sphere due to gravity.

Responsivity: A measure of the signal (e.g. amps) out per watt of signal in. Ideally,

the responsivity (or “response”) should be very similar for all pixels, otherwise the

flux level measured for a source of constant brightness can vary with time as the

source moves across the detector during an observation. Such variations in response

are a problem for time-series observations such as transit and secondary eclipse

observations.

Saturation: The point at which a detector can no longer change its response to

incoming photons, and so no further measurement of photons is possible in a given

exposure. Full-well saturation occurs when a pixel reaches the maximum charge that

it can hold. A-to-D saturation is set by the number of bits in the A/D converter.

Scale Height: In this work, when I use the term “scale height”, I refer to the pressure

scale height, which is the altitude in a planet’s atmosphere over which the pressure

changes by a factor e. Assuming that the atmosphere is in hydrostatic equilibrium and

that it behaves like an ideal gas, the scale height, H, is given by H = kBT/µg, where kB

is Boltzmann’s constant, T is the atmospheric temperature, µ is the mean molecular

weight of the atmosphere and g is the surface gravity.

Secondary Eclipse: The point during a planet’s orbit at which the planet is seen to

pass behind the star from the point of view of the observer. The resulting dimming

can be used to determine the brightness of the planet and hence its temperature or

reflectivity, depending on the observational wavelength.
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Semi-major Axis: The major axis of an ellipse is is its longest diameter, and the

semi-major axis is one half of the major axis.

Shallow-Water Approximation: Shallow water models consider the atmosphere to

be a thin layer such that the horizontal length scale is larger than the vertical length

scale and certain simplifications can be made.

Slit Losses: Light losses due to the PSF of the observational target not being prop-

erly centred within a telescope slit, or being too wide for the slit. In these cases,

a substantial part of the source can be cut off by the slit. If the amount of slit loss

changes over time, it can be very difficult to correct the resulting flux variations.

Starspots: Starspots (a shortened word for stellar spots) are dark spots on the sur-

face of a star where magnetic activity inhibits convection. Starspots are temporary

because the magnetic field density at any given point is constantly changing due to

the differential rotation between the stellar equator and poles. Starspots are cooler

than the surrounding surface, meaning that their intensity contrast with the surround-

ing surface is greater at shorter wavelengths.

Occulted Starspots: Starspots on the stellar surface which are crossed by the

planet during transit from the observer’s point of view. In this case, the planet

blocks less light than when crossing a non-spotted region of the stellar surface,

causing the planetary radius to be underestimated.

Un-occulted Starspots: Starspots on the stellar surface which are not crossed

by the planet during transit from the observer’s point of view. Un-occulted

starspots cause an overall dimming of the star and hence cause planetary radii

measured during transit to be overestimated.

Stratosphere: See “Thermal Inversion”.

Systematic: A contaminating flux variation as a function of some instrumental, Earth-

based or astrophysical origin. A source of correlated noise.

Thermal Inversion: A region of atmosphere where the temperature increases as

a function of increasing altitude. A thermal inversion at around 0.01 bar is referred

to as the “stratosphere” and is typically due to some absorber trapping heat in the

upper atmosphere. Much higher in the atmosphere (P ∼ 10−6 bar or lower), there is a

thermal inversion due to the intense heat from the host star. This region is referred to

as the “thermosphere”.

Thermosphere: See “Thermal Inversion”.
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Transit: If an exoplanet’s orbital inclination is close to 90o with respect to the observer,

the planet is seen to pass in front of the star at certain points during its orbit, obscuring

some of the stellar light. The passage of the planet in front of the star is called a transit

(sometimes “primary transit”).

Transmission Spectrum: The measurement of flux dimming during transit as a func-

tion of wavelength, which measures the spectrum of stellar light filtered through the

planet’s atmosphere. It can be used to measure elemental and molecular constituents

of the planet’s atmosphere.
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D Derivations

D.1 Transit Geometry

Transit Duration as a Function of Orbital Parameters

A planet’s transit across a star will vary with the observer’s viewing angle compared to

the orbital plane of the planet (this angle is called the orbital inclination, i). The planet

will appear to move across the stellar surface at a higher or lower position depending

on the inclination of the planet’s orbit, which will alter the transit duration. Here, I

derive the transit duration as a function of orbital parameters based on the workings

in Haswell (2010). The impact parameter, b, is the vertical distance at mid-transit of

the centre of the planet from the centre of the star as viewed by the observer (see

Figure 1).

b	  

contacts	   	  	  1	  	  	  	  	  2	   3	  	  	  	  	  4	  

bia

Figure 1: Images reproduced from Haswell (2010) showing a planet’s transit across
a star and how its angle of inclination, i, and orbital distance, a, relate to the impact
parameter b.

From Figure 1 it can be seen that b = a cos i, where a is the orbital separation

of the star and planet. Note that I assume the planet’s orbit to be circular. As the

planet crosses the star, the observer sees it at a vertical distance a cos i and horizontal

distance l from the star’s centre as shown in Figure 2.
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a cos i

l

R�
RP

Figure 2: Image showing a planet at first contact with the star reproduced from
Haswell (2010). The parameter l is the horizontal distance between the centre of
the star and the centre of the planet as seen by the observer.

Using Pythagoras’ theorem gives the distance l:

l =
√

(R? + RP)2 − a2 cos2 i. (D.1)

The transit duration as a function of inclination can be worked out from the angle α

that the planet sweeps out as it passes from one edge of the star to the other (1st to

4th contact) from the point of view of the observer. The orbit is illustrated in Figure 3,

where A and B are the edges of the transit as seen by the observer.

i

a

2l

A	  

B	  

α

Figure 3: Image showing a planet transiting a star reproduced from Haswell (2010).
Here, i is the orbital inclination, a is the orbital separation, A and B are the two points
along the orbit between which the observer sees the planet in transit, α is the angle
between these two points, and 2l is the linear distance between them.
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The transit duration, Tdur, is given by

Tdur = P
α

2π
, (D.2)

which is the orbital period, P, multiplied by the angular fraction of the planet’s orbit

where the planet is in transit from the point of view of the observer. The duration will

be smaller for a smaller angle crossed. From the triangle formed by A, B and the

centre of the star, it can be seen that

sin
(
α

2

)
=

l
a
. (D.3)

So, the transit duration becomes

Tdur =
P
π

sin−1
(

l
a

)
. (D.4)

Substituting in for l gives

Tdur =
P
π

sin−1


√

(R? + RP)2 − a2 cos2 i
a

 . (D.5)

Assuming a � R? � RP means that
( √

(R?+RP)2−a2 cos2 i
a

)
is small, so

sin−1


√

(R? + RP)2 − a2 cos2 i
a

 ≈

√

(R? + RP)2 − a2 cos2 i
a

 , (D.6)

which then means that

Tdur ≈ P
π


√

(R? + RP)2 − a2 cos2 i
a

 . (D.7)

Assuming R? � RP ⇒ R? + RP → R? gives

Tdur ≈ P
π


√

R2
? − a2 cos2 i

a

 =
P
π

[(R?

a

)2

− cos2 i
]1/2

. (D.8)
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Parameters for Analytic Transit Models

In order to use the analytic models of Mandel & Agol (2002), the normalised sep-

aration of the centres, z = d/r?, must be calculated. The distance d is shown by

Figure 4, which shows illustrations taken from Mandel & Agol (2002) and reproduced

from Haswell (2010).

a

a sinα

a
co

s
αα

a sinα

α

a
co

s
i

a cosα× cos i

d

Figure 4: Top Left: Image from Mandel & Agol (2002) showing a planet transiting a
star along with various geometrical parameters, including the z parameter required
in their light curve modelling algorithm. Top Right and Bottom: Figures reproduced
from Haswell (2010) showing a planet orbiting a star and how to obtain a value for d
and hence z. The top right plot shows a top-down view of the orbital system and the
bottom plot shows a face-on view which an observer may see of a transiting planet.
Note that Figure 2 is an approximation of the bottom plot for the case near transit,
since near the transit, the factor cosα becomes close to 1 because α is close to zero.
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Using Pythagoras’ theorem, the distance, d, is simply given by

d2 = (a cosα cos i)2 + (a sinα)2. (D.9)

The angle α ranges from 0 to 2π as the planetary phase, φ, ranges from 0 to 1. Thus,

α can be written in terms of planetary phase; α = 2πφ. Knowing the period and

central transit time, the planetary phase of each data point in a transit observation

can be calculated. Substituting in for α and re-arranging gives

d = a[(cos(2πφ) cos i)2 + (sin(2πφ))2]1/2. (D.10)

Then dividing through by R? gives the normalised separation of centres, z:

z =
a

R?

[
(cos(2πφ) cos i)2 + (sin(2πφ))2

]1/2
. (D.11)
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D.2 Derivation of Atmospheric Scale Height

The purpose of the following derivation is to give an expression for the atmospheric

scale height assuming hydrostatic equilibrium and assuming that the atmosphere be-

haves like an ideal gas. Hydrostatic equilibrium means that the pressure at any point

in a fluid at rest is balanced by the gravitational force. Assuming that the density, ρ,

and surface gravity, g, are constant, the hydrostatic equation is as follows (e.g. de

Pater & Lissauer 2010):

dP = −gρdz. (D.12)

In a real atmosphere, the density is not constant and there is also a dependence

of the density on temperature, but the assumption used here is valid in the case of

the atmosphere being small compared to the size of the planet. The fluid is also not

at rest, but the equation is still approximately satisfied if the acceleration is small,

and Pierrehumbert (2010) find that the relation is accurate for large-scale problems

involving planetary atmospheres. For an atmospheric region of height H, Equation

(D.12) becomes

P = gρH. (D.13)

The quantities P and ρ change throughout the atmosphere, but in spectroscopy

each different wavelength measurement can be thought of as sampling one of dif-

ferent homogeneous regions of constant P and ρ, and Equation (D.13) is valid. Re-

arranging Equation (D.13) gives H = P/gρ, and means that the height of the atmo-

sphere can be evaluated for a constant P, g and ρ.

In transmission and emission spectroscopy, the pressure in the atmospheric

region being sampled is not always known, so the equation for H must be re-written.

For high altitude regions, a good approximation of the equation of state is that of an

ideal gas, meaning that PV = NkBT ⇒ P = nkBT , where n is the number density of

the gas and kB is Boltzmann’s constant. Substituting this into Equation (D.13) gives

H = nkBT/gρ, (D.14)

which is equivalent to

H = kBT/µg, (D.15)

where µ is the mean molecular weight of the atmosphere. The height H can be con-

sidered to be the characteristic height of a region of atmosphere of constant T , P and

ρ. It is the atmospheric scale height, and it can be seen below that this atmospheric
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scale height is the height over which the atmospheric pressure changes by a factor of

e.

D.3 Derivation of the Barometric Law

This derivation is aimed at finding a function which links the pressures, P, at each

altitude, z, in the atmosphere to some reference pressure, Po, at some reference

altitude. The quantity of interest here is dP/P. The barometric law here is derived

from hydrostatic equilibrium and the ideal gas law. The equation of state for an ideal

gas, P = nkBT can be written as P = ρkBT/µ. Substituting the ideal gas equation of

state into the hydrostatic equation (Equation (D.12)) and dividing both by P gives

dP = −gρdz⇒ dP
P

=
−gρdz
ρkBT/µ

=
−gµdz
kBT

. (D.16)

Integrating and then substituting in for the scale height using Equation (D.15) gives:

∫ P

Po

dP
P

= −
∫ zo+∆z

zo

gµdz
kBT

⇒ ln(P/Po) = −
∫ zo+∆z

zo

gµdz
kBT

⇒ P = Po exp
(
−

∫ zo+∆z

zo

gµdz
kBT

)
= Po exp

(
−∆z

gµ
kBT

)
= Poe−∆z/H. (D.17)

This equation is also given by Chamberlain & Hunten (1987) and Fortney (2005).

D.4 Determining Day-Side Temperature from Secondary Eclipse

Depth

The derivations in this Section are included for information and are mostly reproduced

from Haswell (2010). The flux from the planet compared to that of its host star at a

given wavelength is given by Haswell (2010) as

fday,λ(α)
f?,λ

=

(RP

a

)2

pλΦλ(α) +
Bλ(Tday)
Bλ(T?)

(
RP

R?

)2

. (D.18)

The first term is the reflected light contribution. The fraction of starlight reflected is

a function of wavelength, which is expressed in the wavelength-dependent geometric

albedo, pλ. The amount of light reflected to an observer varies with phase angle, α,

where α = 0 when the planet passes behind the star. Φ(α) is the phase function

that gives the flux at phase angle α. This varies from 0, when the dark face of the

planet is viewed around inferior conjunction (in front of the star), to 1, where the

planet is behind the star (secondary eclipse or superior conjunction). The second
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term is the thermal emission contribution, where Bλ(Tday) is the emitted blackbody

spectrum of the planet, and Bλ(T?) is the brightness temperature of the star, estimated

as a function of wavelength by knowing the star’s spectral type (Haswell 2010; Cowan

et al. 2007). Here, a is the distance of the planet from the star, RP is the radius of the

planet and R? is the radius of the star. For IR observations, observers can neglect

the reflection component and treat the planet as a blackbody emitter. Also, the flux

from the day side of the planet is equal to the secondary eclipse depth, ∆FS E, that

is observed at the corresponding wavelength, so fday,λ can be substituted with ∆FS E.

Also note here that I refer to f?,λ simply as F. This gives the following equation:

∆FS E

F
=

Bλ(Tday)
Bλ(T?)

(
RP

R?

)2

. (D.19)

The blackbody functions for the star and planet are given by Planck’s law:

Bλ(Tday) = 2hc2

λ5
1

ehc/λkBTday−1
and Bλ(T?) = 2hc2

λ5
1

ehc/λkBT?−1 , (D.20)

where h is Planck’s constant, c is the speed of light in a vacuum, λ is the wavelength

of observation and kB is Boltzmann’s constant. Substituting into Equation D.19 gives

∆FS E

F
=

(
RP

R?

)2 (
2hc2

λ5

1
ehc/λkBTday − 1

)
/

(
2hc2

λ5

1
ehc/λkBT? − 1

)
=

(
RP

R?

)2 ehc/λkBT? − 1
ehc/λkBTday − 1

.

(D.21)

Then it is a matter of re-arranging to get the day side temperature as a function of

secondary eclipse depth:

ehc/λkBTday =
(
exp

(
hc

λkBT?

)
− 1

)
F

∆FS E

(
RP
R?

)2
+ 1

⇒ Tday = hc
λkB

[
ln

[(
exp

(
hc

λkBT?

)
− 1

)
F

∆FS E

(
RP
R?

)2
+ 1

]]−1
.

(D.22)

D.5 Day-Side Temperature as a Function of Different Recircula-

tion Factors

These workings derive the formulae in Chapter 1 relating the day side temperature

of a planet to that of the star as a function of some efficiency of redistribution and an

albedo. These derivations do not include a derivation of the factor due to the beaming

effect, which is discussed in more detail in Spiegel & Burrows (2010) and references

therein.

Firstly, I derive the day-side temperature as a function of the geometrical factor

f . The derivation is based on the workings in Spiegel & Burrows (2010), and more
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details can be found there and in the references therein. The luminosity of the star is

given by

L? = 4πR2
?σS BT 4

?, (D.23)

where R? is the radius of the star, σS B is the Stefan-Boltzmann constant, and T? is

the temperature of the star. The energy received at the planet is given by assuming

that the surface area of the planet receiving the flux is a disc of area πR2
P. Therefore,

the flux received at the planet is

Fin =
πR2

PL?
4πa2 =

πR2
P4πR2

?σS BT 4
?

4πa2 =
πR2

PR2
?σS BT 4

?

a2 , (D.24)

where a is the orbital distance from planet to star. Spiegel & Burrows (2010) define

the luminosity of the planet as

LP =
π

f
R2

PσS BT 4
day, (D.25)

where Tday is the planet’s day-side temperature. It can be seen that, for totally efficient

redistribution, f must equal 1/4, and the area emitted from is then 4πR2
P, the total

surface area of the planet. Combining the two equations gives:

πR2
PR2

?σS BT 4
?

a2 =
π

f
R2

PσS BT 4
day ⇒ T 4

day = f
(R?

a

)2

T 4
?. (D.26)

In the presence of some of the light being reflected, only the non-reflected fraction

of the stellar flux is absorbed and re-emitted by the planet. If AB is the Bond albedo,

then the fraction of stellar flux absorbed by the planet is (1− AB), and Equation (D.26)

becomes

T 4
day = f (1 − AB)

(R?

a

)2

T 4
?. (D.27)

Secondly, I derive the day side temperature assuming that some fraction, Pn,

of the stellar flux incident on the day side is redistributed to the night side. Both the

above formalism and the following one are used in the literature. This derivation is

based on the workings in Haswell (2010) and more details can be found there. As

before, the stellar flux incident on the planet is given by

Fin =
πR2

PR2
?σS BT 4

?

a2 . (D.28)

If the planet reflects some fraction of the incident stellar light, then the stellar flux

absorbed by the planet is
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Fin = (1 − AB)
πR2

PR2
?σS BT 4

?

a2 . (D.29)

Assuming equilibrium and that the two hemispheres of the planet have equal surface

area gives

(1 − AB)
πR2

PR2
?σS BT 4

?

a2 = 2πR2
PσS BT 4

day + 2πR2
PσS BT 4

night, (D.30)

where Tday is the temperature of the planet’s day side and Tnight is the temperature of

the planet’s night side. Knowing how much energy reaches the planet and the fraction

of energy distributed to the night side, it can be seen that

(1 − Pn)Fin = 2πR2
PσS BT 4

day and PnFin = 2πR2
PσS BT 4

night. (D.31)

Therefore, for the day side temperature, substituting into Equation (D.31) using Equa-

tion (D.29) gives:

(1 − Pn)(1 − AB)
πR2

PR2
?σS BT 4

?

a2 = 2πR2
PσS BT 4

day

⇒ T 4
day =

1
2

(1 − Pn)(1 − AB)
(R?

a

)2

T 4
? (D.32)

D.6 Equations for Grating Spectrometers

Here, I derive the grating equations for a transmission and reflection grating based on

the derivations given in Palmer (2005). Firstly, consider light which is incident on a

transmission grating at an angle perpendicular to the grating surface. Figure 5 shows

the setup.

d

x

θ

θ

Figure 5: Illustration of the path of light through a transmission grating. The light is
incident on the grating at an angle perpendicular to the grating surface, and is then
deflected by the grating with an angle θ.

In order to have constructive interference, the light from the two incident rays

must be in phase with one another. This can only happen if the path difference, x, is a
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whole number of complete wavelengths. This means that x = mλ, where m = 0,1,2,3...

From Figure 5, it can be seen that the distance x is given by x = d sin θ. Therefore,

the points at which maxima occur are given by:

mλ = d sin θ m = 0, 1, 2, 3... (D.33)

This is one form of the grating equation. The grating equation is different if the light

incident on the grating is at an angle, α, to the grating normal. I will illustrate this case

using a reflection grating, but the principle is the same for a transmission grating.

Figure 6 shows a reflection grating with incoming light incident at an angle α to the

grating normal.

βα

β

β

d

α
α

Figure 6: Illustration of the path of light through a reflection grating, adapted from
Palmer (2005). The light is incident on the grating at an angle α to the grating normal.
The light is then reflected so that it is at an angle β to the grating normal. The left
picture shows the setup as a whole, while the right picture shows a zoomed-in portion
so that it is easier to see how the path difference between the two light beams is
calculated.

In the case of incident light at an angle to the grating normal, there is a path

difference between the two incoming light beams and between the two outgoing light

beams. In order to have constructive interference, the total path difference must be

an integer number of wavelengths. The path difference between the incoming light

beams can be seen from Figure 6 to be d sinα, and the path difference between the

outgoing light beams is d sin β. The total path difference is then d sinα + d sin β. As

before, maxima occur where the path difference is equal to mλ, which means that

maxima occur when

mλ = d(sinα + sin β), (D.34)

which is the more general grating equation.
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