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Abstra

Ele ron Beams with Orbital Angular Momentum

E are beams of freely propagating electrons that possess orbital angular
momentum. Recently predicted and experimentally veri ed, electron vortices are hoped to lead to
new developments in several areas, in particular electron microscopy, as well as other areas as
diverse as spintronics and quantum information. is thesis introduces and examines key concepts
relating to electron vortices, and as an introduction, the major developments relating to electron
vortices over the past few years are outlined and discussed.

e Bessel beam is derived as a suitable solution to the Schrödinger equation for an electron
beam carrying orbital angular momentum. e linear and orbital angular momenta of such a beam
are discussed alongside the use of electron vortices in manipulation of nanoparticles. Being a
charged particle the electron vortex carries electromagnetic elds; the magnetic eld is found to
have an axial component, unique to the vortex beam. Coupling between the spin and orbital
angular momentum of the electron propagating within its own eld is found to be negligible in
typical electron microscope contexts.

Electron vortices are found to have a similar form as the more widely known optical vortices, but
key differences between electrons and photons lead to fundamentally different behaviour in many
circumstances. e main differences between electron and optical vortices are outlined throughout
this thesis. Interactions between the electron and optical vortices and ma er, in the form of a
hydrogenic atom, are considered. In contrast to the optical vortex, interactions between atomic
ma er and the electron vortex are found to lead to transfer of orbital angular momentum, opening
the possibility of using electron vortices in the electron microscope to probe magnetism at nano- or
atomic-scales. e premise and requirements of such experiments are discussed.
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1
Introdu ion

T ‘ ’ refers to a beam of particles - whether electrons, photons,
or otherwise - that is freely propagating, and has the property of quantised orbital angular

momentum about its axis of propagation. Optical vortices have been a subject of much interest
over the last two decades, a er the publication of the seminal work of Allen et al. in [ ], in
which the quantised orbital angular momentum of a Laguerre-Gaussian laser mode was examined,
and a method for producing such beams proposed (the earlier discussion of optical vortices in laser
modes by Coullet et al. [ ] did not emphasise the quantisation of the orbital angular momentum
about the propagation axis). Since then, optical vortices have led to many diverse applications
[ , ], including optical tweezers and spanners for various applications [ – ], including
micromanipulation [ ]; classical and quantum communications [ ]; phase contrast imaging in
microscopy [ , ]; as well as further proposed applications in quantum information and
metrology [ , ]. e discussion of photonic spin and orbital angular momentum in various
situations, and the similarities and differences between the two has led to new ways of thinking
about, and examining orbital angular momentum in optics - the spin and vortex angular
momentum can not be clearly separated outside of the paraxial approximation [ – ], which
leads to the possibility of entanglement of the two degrees of freedom [ , ].

e idea of particle vortices was rst considered in by Bialynicki-Birula et al. [ – ], with
the speci c properties of electron vortices and methods of their generation considered in , by
Bliokh et al. [ ], by analogy with the free orbital angular momentum of the optical vortex states.
Orbital angular momentum is well known in electrons in bound states - such as the hydrogenic
electron states and similar structures; the suggestion of freely propagating electron states with
quantised orbital angular momentum was novel. e work [ ] suggested several principles by
which electron vortex beams may be generated - two examples are edge dislocations in crystals
acting as diffraction gratings, and spiral-thickness wave plates. Both these methods were



demonstrated experimentally shortly a erwards, in electron microscopes [ – ].
Electron vortex beams are hoped to lead to applications in microscopial analysis, particularly for

electron energy loss spectroscopy (EELS), in which the orbital angular momentum of the beam
will provide new information about the crystallographic, electronic and magnetic composition of a
sample [ , ]. Magnetic EELS has already been demonstrated [ ], and it is hoped that the high
resolution achievable in the electron microscope will lead to the ability to map magnetic
information at atomic or near-atomic resolution, as discussed in Chapter . Creating particular
superpositions of vortex states could open possibilities of investigation of directional bonds
through energy loss spectroscopy of crystalline materials [ ]. Additionally, the phase structure of
the vortex suggests applications in high resolution phase contrast imaging, as required for
biological specimens with low absorption contrast [ ]. Applications are not restricted to
microscopy - the orbital angular momentum of the beam may also be used for manipulation of
nanoparticles, [ , ], leading to electron spanners analogous to the widely used optical tweezers
and spanners. ere may also be applications of the electron vortex that are relevant to quantum
information, in particular the electron vortex may be used to impart angular momentum into
vortices in Bose-Einstein condensates. Certain of these applications will be discussed in more
detail in Section . , and throughout this thesis.

e remainder of this chapter will provide an introduction to vortices and their general features,
as well as an outline of the main experimental and theoretical developments that have occurred
since in this fast expanding eld. e properties of electron vortices will be speci cally
considered, along with methods of their generation. e growing literature relating to the
application of electron vortices and additional considerations will also be reviewed.

. O T C

is thesis is organised as follows: the remainder of this chapter constitutes an introduction to
vortices, speci cally electron vortices, with a discussion of the various methods generating electron
vortices within the transmission electron microscope (TEM). Applications of electron vortices are
discussed, in particular the growing body of literature concerning the use of vortex states in EELS
for magnetic and other chiral information is reviewed. Other aspects of the evolution of the vortex
state in different conditions are also presented, such as propagation in external elds and potentials,
or vortex-vortex or vortex-plane wave collisions. Particular solutions and speci c physical
properties of the Bessel-type electron vortex are introduced in Chapter , and these normalised
solutions are used throughout the thesis to estimate the magnitude of particular effects for a typical
electron vortex, as would be created in a TEM. Also discussed are optical vortex solutions of a
similar spatial distribution, so as to enable comparisons to be made between the behaviour of the
electron and optical vortices in certain situations. Since the electron is a charged particle, the
motion associated with the electron vortex will lead to electronic and magnetic elds, with
characteristics particular to the vortex. ese elds are discussed with estimated magnitudes in
Chapter . e nature and origin of the linear and orbital angular momentum carried by both
optical and electron vortices is explored in Chapter , with contributions to the momentum of the
electron vortex due to the electromagnetic elds included.



Many of the potential applications of the electron vortex will rely on their interactions with
ma er. Inelastic interactions between a vortex and a hydrogenic atom are considered for the optical
vortex and the electron vortex in Chapter and Chapter respectively. Comparison of the
interactions shows that while the optical vortex may not exchange orbital angular momentum with
the atomic electron, this is possible for the electron vortex, which opens up possibilities of using
electron vortices for magnetic electron energy loss spectroscopy. e effect of the spin of the
electron is considered in Chapter , in which the coupling of the spin and orbital angular
momentum of single vortex electrons is considered. Finally in Chapter , the ndings of this thesis
are summarised with reference to their potential for applications, and further development of the
eld of electron vortex physics

. V E B

Electron vortices exhibit the expected behaviour of a phase vortex as is common to the optical
vortices, but also have their own unique properties that affect their interactions with ma er and
elds. e interaction of the electron vortex with atomic ma er is described in detail in Chapter ,

and the in uence of certain elds is considered in Chapter . Presented here are some of the
general properties of the vortices, how they arise in wave interference, and an introduction to the
speci c properties of electron vortices.

. . V V D

Vortices in beams and wavefronts were rst described by Nye and Berry in [ ] as
dislocations in the wavefronts observed in interfering sound waves, though the analysis applies to
all kinds of waves, including optical and ma er waves. e dislocations are de ned as points at
which the amplitude of the wave is zero, with a phase change of a multiple of 2π along a circuit
about the dislocation. For two interfering waves A and B travelling at an angle, two particular types
of dislocations were described in [ ], by analogy with defects in crystallography: the edge
dislocation, in which the two travelling waves interfere so as to periodically generate an ‘extra’
phasefront, and the screw dislocation, in which lines of destructive interference arise parallel to the
common axis of the beams. e phasefronts are shown schematically in Fig. . . Mixed
dislocations, in which both the edge and screw types are apparent, are also possible; however it is
the screw dislocations that give rise to the helical wavefronts of the vortex beam of current interest.
For a screw dislocation, the phase of the two travelling waves, A and B must be arranged such that
there is destructive interference at the crossing of A and B, and the two waves are amplitude
modulated in anti-phase in the direction perpendicular to their travel (the y direction for the waves
in Fig. . . ). e resulting interference pa ern has a helicoid phasefront about each single
dislocation line, given in a cylindrical geometry r(ρ, ϕ, z) as:

ψ(r) = kρei(kz−ωt−ϕ), ( . )

where k is the momentum of the wave and ω is the angular frequency. e vortex beams discussed
here take the form of a single screw dislocation line.



Such a screw dislocation may exist in the phase front of beams of particles or photons. e
optical vortices studied for the past two decades [ , ] have the same phase structure as particle
vortices, such as the electron vortices that are the main focus of this thesis; since the speci c
properties of the beam will differ due to the different physical characteristics, the general dynamics
of the vortex - such as creation and annihilation, motion and collisions - may not always have the
same form. Vortices may be created and annihilated by wave interference, and a time dependence
of the interfering elds will lead to motion of the vortex, for example if the wavelength of one of the
waves A or B is much larger than other, then the vortex line will move in a continuous periodic
fashion [ ]. Additionally, the hydrodynamic formulation of quantum mechanics allows for the
spontaneous creation and annihilation of pairs of vortices in the probability ‘ uid’ of the quantum
particle [ – ]. More complicated vortex structures, involving looped and kno ed vortex lines,
may also be created, either spontaneously or through interference, and their behaviour has been
discussed in [ , ].

. . N -R R E V

e possibility of vortices existing in freely propagating particle waves was put forward in by
Bialynicki-Birula and collaborators [ – ]. Electron solutions to the Schrödinger equation were
considered explicitly by Bliokh in [ ], before the rst observation of such electron vortices
in [ – ]. e particle vortex is an eigenfunction of the angular momentum operator, with a
helical current density trajectory, additionally the charged nature of the electron lends the electron
vortex a magnetic momentµµµ = gµBlẑwith the gyromagnetic ratio g = 1 taking the classical value
for an orbiting mass [ ].

In an external magnetic eld the magnetic momentµµµ leads to a Zeeman interaction, spli ing the
energy of the vortex states having orbital angular momentum aligned or anti-aligned along the
direction momentum of the beam. In any external eld, the gross motion of the vortex electron
follows the same curved trajectory as that of a plane-wave electron, and the vortex structure also
curves so that the vortex axis follows this classical trajectory. As a result, an extra phase shi is
necessary to describe the evolution of the vortex phase due to the curved trajectory distorting the
vortex phasefront [ ]. is distortion is described by the Berry curvatureBBB(p) = ∇×AAA(p)

whereAAA(p) = i ⟨ψ(p)|∇p|ψ(p)⟩ is the associated gauge eld, or Berry connection. e phase
shi γ is termed the Berry phase, and is found by integrating the curvature over the relevant
momentum surface:

γ = −
∫
S

BBB(p) · dSp = 2πl, ( . )

so that the phase γ has the form of a quantised ‘ ux’ of the ‘magnetic-monopole’-like eldBBB(p), for
a ‘monopole’ of strength l [ ].

Solutions to the Klein-Gordon and Dirac equations for electrons with orbital angular
momentum have been wri en down for several situations - freely propagating relativistic vortices
[ , ], electrons in a cylindrically symmetric potential [ ] and in a circularly polarised
electromagnetic eld [ ]. e freely propagating relativistic vortices show spin dependent
perturbations of the current density, leading to a non-zero intensity at the core for one spin
polarisation, and a slight increase in the radius of the central dark core for the other [ ]. In



principle, this is observable as a deviation of the intensity pro le from the expected, scalar intensity,
however the magnitude of the effect is such that in current microscopes such an effect is not
measurable [ ]. Additionally, in the paraxial limit, the relativistic effects become negligible [ ],
further hindering observation in the electron microscope. Unlike the solutions to the
Schrödinger-Pauli equation the relativistic vortex is no longer an eigenstate of Sz andLz separately,
but instead the total angular momentum Jz = Sz + Lz . Selecting a particular Jz eigenstate using
holographic or other methods to generate vortices (see below) is not possible, as the effect relies on
discrimination between the two spin states - on passing through a typical electron optics system the
two spin states behave the same way so that direct generation of a Jz eigenstate cannot be achieved
for an un-polarised electron beam [ ]. On the other hand, this is precisely the reason why the
eigenvalues ofLz remain a good quantum number for electron vortices generated in electron
microscopes - in the un-polarised beam ⟨Lz⟩ coincides with ⟨Jz⟩.

e effect of a strong, circularly polarised laser eld on the dynamics of a relativistic particle
described by either the Klein-Gordon or the Dirac equation has also been investigated [ ], and it
is found that although the average value of the orbital angular momentum is conserved, the effect of
the laser causes spin precession and spin- ips, so that the beam is no longer an eigenstate state of
⟨Jz⟩. At high values of orbital angular momentum, the effect of spin precession on the total orbital
angular momentum is less signi cant, and ⟨Jz⟩ ≈ l. e effect of strong laser elds on vortex
electrons with large l has applications in both high- eld non-linear quantum electrodynamics, such
as in radiative processes due to the high magnetic moment, and also high energy particle physics, as
the eld provides a method by which vortex electrons or positrons could be accelerated to
ultrarelativistic velocities to investigate the effects of orbital angular momentum in collisions [ ].



(a) Edge dislocations

(b) Screw dislocations

Figure . . : Schematic representation of edge and screw dislocations in wavefronts
resulting from interference of two waves A (red) and B (blue) propagating with a
relative angle 2α in the z-x plane. Points of peak intensity are indicated by solid
lines, minima by dashed lines. In (a) A and B are amplitude modulated (indicated by
thickness of the lines) such that the amplitude of A increases along the propagation
direction, while B decreases, such that the waves have the same amplitude along the
x-axis. Above (below) the x-axis the amplitude of A (B) is greater than that of B
(A), so that, due to the destructive interference of A and B along the axis, new wave-
fronts appear to be generated at the x-axis. ese edge dislocations are indicated
by ticks along the x-axis. In (b) the same two waves A and B are now amplitude
modulated in the y direction, with A (B) increasing (decreasing) in the positive y
direction so that their amplitudes match in the y = 0 plane, as shown. e verti-
cal black lines indicate the screw dislocations; in the y= plane the amplitude along
these lines is zero, while the amplitude modulation causes the phasefront of the re-
sulting interference pa ern to wrap around these lines, in a corkscrew fashion.



. G E V B

In the past few years several methods have been applied in the generation of electron vortices in a
TEM, including spiral phase plates, holographic diffraction masks and mode converters. e
principles of vortex generation using these methods will be outlined below. In order to illustrate the
details of vortex generation and propagation though a physical electron optics system, some basic
considerations of the optical system in the electron microscope are rst discussed, with reference to
points of speci c importance for generation of coherent vortex states.

. . E O

e electron microscope system consists of three principal parts - the illumination system, the
specimen stage and the imaging system. An overview of an electron beam propagating through
these three stages is given in Fig. . . . Of principal importance for electron vortex microscopy is
the illumination system, consisting of the electron source and a focusing condenser system, in
which coherent, focused electron probes are generated. Some key points of the condenser lens and
apertures are discussed in view of the concerns for the efficient production of tightly focused vortex
probes of high quality.

T E S

e electron source in an electron gun is a ne tip or lament cathode from which electrons are
emi ed through thermionic or eld emission. e electrons generated at the gun are accelerated by
a high voltage, usually between 50-300 keV, through a narrow aperture, in order to limit the angular
spread of the beam. e beam current through the aperture is typically only of the emission
current [ ]. e particular source determines several key beam properties such as current,
brightness and energy spread. While a full discussion of the various beam sources is beyond the
scope of this thesis, the effects of energy spread and nite source size will be discussed, as they are
very important in the generation of high quality vortex probes, affecting the spatial and temporal
coherence of the beam.

In the emission process, electrons with a range of kinetic energies are produced, due to thermal
uctuations of the source. For thermionic emission from heated cathodes this energy range is

typically 1-3 eV, whereas for Scho ky or eld emission processes the range is much smaller,
typically 0.2-0.7 eV [ ]. e energy ranges stated refer to the full width at half maximum
(FWHM) of the energy distribution of the emi ed electrons, typically described by a
Maxwell-Boltzman distribution [ ]. e energy range leads to temporal incoherence within the
beam, as the electrons do not all have the same frequency. ough values of the energy spreading is
small compared to the acceleration voltage of the beam, this range causes deviations from the mean
energy so that the electrons in the beam have varying speeds, and leads to a spread of the electron
wavepacket along the optic axis [ ]. is affects their transmission though the electron optics
systems, which depends on the electron velocity, as well as leading to a smearing of interference
pa erns generated in diffraction, as various wavelengths are interfering. Another contribution to
the partial-temporal coherence of the beam is the Boersch effect [ ], in which electron-electron



Figure . . : Schematic overview of the main elements of the transmission electron
microscope operating in bright- eld mode. Electrons are produced by an electron
gun and accelerated into the microscope by voltages of 50-300 keV. e virtual cross
over is the position of the virtual electron source. e beam of energetic electrons
is then focused into a small probe, and projected onto a sample in the specimen
stage. e electrons sca ered through the sample at small angles are refocused by
the objective lens, and magni ed into an image.



repulsion in regions of high current density, such as close to the electron gun, leads to energy shi s
within the beam. Any variations in the accelerating voltage will also lead to deviations from the
mean electron energy.

An ideal electron source would be a point emi er, emi ing a perfectly spatially coherent wave
with a spherical wavefront pro le. In practical electron microscopes the electron source has a nite
size, leading to only partial spatial coherence of the beam, since the wavefronts emi ed from
different regions of the source are slightly out of phase. is is particularly important in diffractive
effects, as any detail on the order of the source size cannot be resolved as the beam is not coherent
over such length scales. e spatial distribution of the electron emission my be modelled as a
Gaussian distribution, with the source width given by the FWHM of the distribution. [ – ]

Due to fringe eld effects at the anode used for accelerating the electrons, the beam is bent
through the aperture at the anode, and, for ray tracing purposes, may be considered to originate at a
virtual source some 20 cm or so from the electron gun [ ]. e size of this virtual source is
typically 40 µm [ ], and it is the imaging of this virtual source that affects the spatial coherence -
the size of the virtual source relative to the size of the beam projected onto the sample - the probe
size - determines the level of spatial coherence within the probe. If the probe is much larger than
the virtual source then the beam is coherent; when the probe size is of the order of the size of the
virtual source then the beam is incoherent [ ].

T C L S

e condenser lens deals with focusing the electron source onto the sample in the specimen plane,
with a suitable probe current and area for the given application [ ]. At least two lenses are
employed for these purposes, allowing for very ne control of the size of the beam, and the
magni cation. e rst lens is used to demagnify the virtual electron source, increasing the spatial
coherence of the beam. is requires a strong magnetic eld, and the focal length of the lens is as
small as 2mm, resulting in a projected virtual source size of 0.1-1µm [ ]. is virtual source is
then the object for the second condenser lens, which projects the source onto the sample. A
two-lens condenser system is shown in Fig. . . .

e second condenser lens and the condenser aperture are important for forming a probe of the
required diameter and current. e focus of the lens and the size of the aperture determine the
angle at which the electrons intersect the sample, with the correct focus giving the highest current
density and smallest probe diameter [ ]. is is required for high magni cation imaging, and
reduction of radiation damage to other areas of the sample. e focused situation is shown in
Fig. . . b. e back focal plane of the lens coincides with the specimen plane, with the beam
converging onto the sample at an angle of 2αc. e convergence semi-angle αc, o en simply called
the convergence angle, is the maximum angle of deviation of the beam from the optic axis. is is
always measured at the sample plane, even if the focal plane of the image is elsewhere, as in the
under- and over- focused situations depicted in Fig. . . a and Fig. . . c. From this it can be seen
that a larger convergence angle results in a smaller beam size, as the largest αc occurs for the fully
focused condition. It can also be seen that the nite size of the source leads to a broadening of the



Figure . . : Schematic of a two-lens condenser system. e virtual electron source
has a diameter d1. e C1 lens demagni es this virtual source to produce a smaller
probe, focused by the C2 lens. e aperture in the C2 lens adjusts the convergence
angle of the beam, and the size of the resulting probe in the specimen plane.

probe size even in the fully focused condition, leading to a limit on the probe diameter.

T O L S

e imaging system focuses the beam transmi ed through the sample onto the imaging and
viewing system of the microscope. e imaging system consists of a series of lenses, apertures and
diaphragms that allows selected parts of the beam to be collected. e rst lens, the objective lens,
is the principal lens from which the image is formed, and must be very precise - subsequent lenses
magnify the image formed by the objective lens onto the viewing system. e objective aperture is
relatively large compared to the apertures of the successive lenses in the imaging system, since the
high resolution requires a smaller aperture. is means that any aberrations in the objective lens
must be corrected for, or they will signi cantly affect the image quality, whereas the smaller angles
in the subsequent lenses allow for the introduction of fewer aberration effects.

e objective aperture is inserted into the back focal plane of the objective lens. e aperture
blocks all electrons travelling along trajectories making an angle with the optic axis that is larger
than the objective aperture angle αo. is is illustrated in Fig. . . . Adjusting the aperture angle
determines the allowed sca ering angles of the observed electrons, such that a low αo admits only
those electrons that have been sca ered along or close to the optic axis. A forked holographic mask
(see below) may be placed inserted into the objective lens as the objective aperture, and the beam
transmi ed through the sample is then separated into vortex components [ ].



(a)Under-focus (b) Focus (c)Over-focus

Figure . . : Focusing in the second condenser lens. e situations of under-focus,
focus and over-focus are shown in (a), (b) and (c) respectively. e convergence
angle αc is measured as the maximum angle of deviation from the optic axis of those
electrons that converge on the axis at the specimen plane. e focused situation
leads to the largest convergence angle and the smallest probes size dp in the speci-
men plane. In the under- and over- focused situations the focal point does not coin-
cide with the specimen plane, leading to smaller values of αc, and a larger probe size
dp. Effects of nite source size broadening are indicated (blue dashed lines), for the
demagni ed source width d2. Equivalently, reducing the aperture size gives a similar
effect in decreasing αc, and also reduces the current reaching the sample.

Figure . . : e objective aperture is placed in the back focal plane of the objective
lens. e size of the aperture determines the maximum sca ering angle αo admi ed
to the imaging optics.



L A

e lenses used to focus the electron beam use electric and magnetic elds to de ect and converge
the beam, based on the Lorentz force. e main focusing lenses applied for the condenser and
objective lenses are cylindrically symmetric magnetic elds, generated by current carrying wire
coils with specially designed polepieces so that the eld is inhomogeneous within a short length.
Strong lenses, with short focal lengths, require high magnetic elds, up to 2T [ ]. e varying
radial component of the inhomogeneous eld causes the electrons to spiral in towards the z axis,
focusing the beam along this axis. Changing the current in the coils changes the eld strength and
adjusts the focal length of the lens. Various aberrations cause deviation from the perfect lens
behavior, which affect the probe size and the imaging resolution when they occur in the condenser
and objective lenses respectively. A few examples of the main aberrations affecting production of
vortex beams will be discussed below. It is also worth noting here that, similar to a Gaussian beam,
a er passing through a focal point the electron beam will acquire a Gouy phase shi of 2π [ , ].

Since the focusing action relies on the Lorentz force, the velocity of the electrons is important, as
electrons at different velocities will ‘see’ a lens with a different focal length. e partial temporal
coherence of the beam will thus cause the beam to not be fully in focus, leading to a ‘disk of
minimum confusion’, as opposed to a point of focus. is is known as chromatic aberration. e
radius of the disk of confusion may be estimated for a beam with a certain energy spread∆E
passing through a lens with chromatic aberration coefficientCc [ ]

rCc =
1

4
αCC

∆E

E

1 + E
E0

1 + E
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Relativistic factor

( . )

where α is the maximum angle of deviation from the optic axis on entrance to the lens,E is the
average beam energy, andE0 is the rest energy of the electron. e relativistic factor indicated is
approximately 1 for electrons of energy less than 200 keV. For weak lenses,CC ≈ f , the focal length
of the lens, with a minimum aberration coefficient ofCC ≈ 0.6f for high eld lenses [ , ].

e temporal coherence of the beam is affected by the source, as discussed above, but chromatic
aberrations are also important in the objective lens, due to sca ering processes in the sample plane
leading to a range of energies that must be focused onto the image plane.

Spherical aberrations describe the deviation of a lens from a perfect lens which focuses all
parallel rays passing through the lens to a single point. Spherical wavefronts passing through a
spherical lens remain spherical, though they are inverted; for example diverging spherical
wavefronts are transformed to converging spherical wavefronts on exiting the lens. In a lens with
spherical aberrations, rays passing through the outer edges of the lens tend to be over-focused, with
the effect increasing farther away from the optic axis, so that the wavefronts are distorted from
spherical. Like the chromatic aberrations, this causes the focal point to be broadened into a disk, as
the rays originating from the edge of the lens are over-focused. e effect of spherical aberrations is
described by an additional phase factor eiχS [ , ] with

χS =
CSkzr

4

f 4
. ( . )



On focusing a beam with α the maximum angle of deviation from the optic axis on entrance to
the lens, the radius of the disk of confusion at the focal point due to the spherical aberrations can be
estimated as [ ]

rSc =
1

2
CSα

3, ( . )

withCS the coefficient of spherical aberrations, typically of the order of 0.5− 2mm [ , ]. In
modern electron microscopes correction of spherical aberration is possible via the use of multipole
lenses [ ], which negate this broadening effect. Double aberration corrected microscopes have
spherical aberration correcting components in both the probe forming condenser lenses as well as
the image forming lens system.

e nal lens aberration to be discussed here is axial astigmatism, which arises due to a breaking
of the cylindrical symmetry of the lens eld, due to imprecisions in machining of polepieces or
other effects. is leads to there being different focal points along the optic axis for rays in the x-z
and y-z planes. Between these two points will be a disc of minimum confusion, so that the width of
the beam in the two planes is the same, and the beam is circular, rather than the elliptical pro le
expected elsewhere. e radius of this disk is given by

rAc =
1

2
∆fα ( . )

where∆f is the axial distance between the two focal points, of the order of 0.1-1 µm [ ]. Axial
astigmatism may be corrected for with the use of weak quadrupole lenses to de ect the beam back
to a circular cross section. Using such a stigmator the de ection along the two axes may be adjusted
independently, and in certain cases it may prove useful to have an astigmatic lens.

C I

As mentioned above, the energy spread at the source leads to a beam with only partial temporal
coherence. e spatial coherence of the beams is also an important factor in electron imaging,
particularly where diffraction effects are key. e electron source is small but nite, which leads to
only partial spatial coherence within the beam, as the electron source is not truly point-like. e
relative size of the condenser and objective apertures is important for determining the spatial
coherency of the beam; for coherent conditions the convergence angle must be smaller than the
aperture angle αc << αo [ ]. Alternatively, the diameter of the virtual source in the condenser
aperture must be much smaller than the diameter of the beam probe, in order that the effects of
partial coherence are minimised [ ]. For the small demagni ed virtual source diameter imaged
onto the sample plane by the second condenser lens, the small angle approximation is valid, and the
half-angle of incoherence θInc is approximately the radius of the source. Magni cation and
demagni cation of the source in the rst condenser lens thus affects the spatial coherence of the
beam.

e coherence of the beam is very important for the generation of probes with high quality
vortex structure, particularly for the diffractive methods described below. If the beam is very
incoherent, then the interference as the beam diffracts through the holographic mask will not lead
to pure states, but mixed vortex states with ill-de ned angular momenta. In order to quantify the



Figure . . : e spiral phase plate has a smoothly varying thickness in a helical
shape, such that there is as step between the thinnest and thickest parts of the plate.

e height of the step, and the material the plate is constructed from determine the
change in orbital angular momentum for a given wavelength. Image adapted from
[ ].

partial-coherence of the beam, the source may be modelled as a Gaussian distribution with full
width at half maximum of order 0.1 Å [ , ].

. . S P P

Spiral phase plates are constructed from refractive material having a thickness that changes
continuously, giving a helical shape to the surface of the plate. Generation of optical vortices using
spiral phase plates was rst demonstrated in the mid- s [ , ]. Spiral phase plates may be
produced for millimeter wavelengths down to optical wavelengths [ , , ], however due to
precise refractive index and wavelength matching requirements the application of spiral phaseplates
is not as versatile as the holographic masks discussed below.

e main fabrication considerations for the spiral phase plate production of the smoothly
varying optical depth - usually by varying the thickness of the waveplate - since this is directly
related to the angular momentum to be conferred to the beam. For a phase plate with spiral height
h, as in Fig. . . , the change in orbital angular momentum between the incident and transmi ed
beam∆l is

∆l = (n2 − n1)
h

λ
, ( . )

where n1 and n2 are the refractive indices of the external and phase plate materials respectively, and
λ the vacuum wavelength of the beam. As can be seen, it is therefore important to balance the
phase plate material and the step height for the intended wavelength, so as to produce the desired
orbital angular momentum change. is is the limiting factor for the fabrication of spiral phase
plates suitable for electron beams; since the wavelength is so small - order of picometres - the step
height must also be of this order.

e stepped phase plate used by Uchida and Tonomura was made of spontaneously stacked
akes of graphite, leading to a phase plate that changed thickness in steps - rather than continuously

[ ]. e edges of the steps cause extra phase features, such as phase jumps, to appear at different
points in the beam cross-section - in addition to the sharp 2π phase change of the desired vortex
structure. is was observed in Uchida and Tonomura’s experimental results via interference
pa erns and in-plane phase pro le. e transmi ed beam thus did not demonstrate the required
characteristics of a pure vortex state with integer orbital angular momentum, but was the rst



experimental demonstration of a freely propagating (mixed) vortex state with a phase singularity
and orbital angular momentum.

Due to the method of obtaining the phase plate, the defects in the phase structure of the beam
cannot be well controlled. us the spiral phase plate for electrons does not lend itself well to
reproducibility of results, as the particular arrangement of the graphene akes cannot be properly
controlled. Additionally, being made of carbon, under the in uence of the high energy electron
beam the akes will be subject to damage and deformation, and the phase plate will lose its key
structure. So, even if a suitable spot of graphene may be found, it will not remain useful for
extended periods of beam illumination.

. . H M

Holographic reconstruction is a well known technique in both optics and electron optics
[ , , ]. By interfering a wave diffracted from an object, and a non-diffracted component of
that same wave, increased resolution is achieved by reconstructing the image from the interference
pa ern of the two waves [ ]. e same principles of holography may be used to reconstruct an
image or wavefunction from an input reference wave by passing the input wave though a hologram.

e hologram consists of the interference pa ern between the reference wave and the desired
output, whether that output contains an image of an object, or a particular wave mode of interest.

e holographic techniques employed in vortex optics and electron vortex optics rely on generating
a vortex mode from an input plane wave, by passing the plane wave through a holographic mask
consisting of the interference pa ern between the vortex mode and the plane wave.

Wave interference pa erns are o en complicated, and very difficult to reproduce exactly, so that
is it usually more practical to construct binarised holograms by selective clipping, resulting in a
pa ern of steps or rectangular fringes of varying widths, such that the phase and amplitude
information may be encoded into the hologram in a variety of ways [ ]. For the construction of
vortex modes, we are interested in the phase variation of the wave, rather than any particular spatial
variation of the mode, so the holograms to be generated concentrate on modifying the phase of the
incident beam, though the aperture and the phase singularity ensure that the resulting beam has the
desired Bessel-like or Laguerre-Gaussian-like amplitude pro le.

e amplitude of a Bessel-type vortex mode travelling in the z direction with wavenumber
k(ignoring any normalisation factors) is given by

ψl(r) = Jl(k⊥ρ)e
ilϕeikzz, ( . )

where Jl(x) is a Bessel function of the rst kind. e hologram pa ern is generated through
interference of this mode with a reference plane wave travelling at an angle, where kx is the
component of the plane wave momentum orthogonal to the z direction:

ψp(r) = eikxx. ( . )

Any component of the plane wave momentum in the z direction does not contribute to the



interference pa ern. e interference is constructed by superposition:

I(r) = |ψl + ψp|2. ( . )

is interference pa ern is particular to the beam of interest. For the phase vortex, the
characteristic pa ern is a edge dislocation, with l edges - also known as a fork dislocation. e
interference pa ern may then be binarised by clipping the pa ern, for example

Iholo(r) =

1 I ≥ 1, r ≤ Rmaxorr > Rmax

0 I < 1, r ≤ Rmax

( . )

for a maximum aperture radiusRmax. e interference pa ern and corresponding binary
holographic mask for an l = 1 Bessel-type vortex are shown in Fig. . . . e binary mask for an
l = 3 Bessel beam is given in Fig. . . , showing the corresponding three edge dislocations. is
mask pa ern is then embedded into something opaque to the radiation of interest - a printed lm
[ , ] or a spatial light modulator [ ] for optical beams; or focused ion beam (FIB) etching of
metal or silicon nitride lms for electrons [ , ] - and placed into the path of a electron beam.
Diffraction of the beam though the mask produces the desired vortex beams.

(a) (b)

Figure . . : Interference pa erns for an l = 1 Bessel beam interfering with a
plane wave. High intensity is indicated by black, zero by white. e characteristic
interference fork can be seen in the centre of each image. (a) - the continuous in-
terference pa ern, within an aperture of radiusRmax. (b) - the binarised, apertured
interference pa ern. For both masks, the parameters used areRmax =

α1,1

k⊥
, and

kx = 15k⊥, with k⊥ = 2.3× 1010 m−1. In each gure, high normalised intensity is
indicated by black, zero by white.

e far- eld diffraction pa ern resulting from transmission of a plane wave through the
holographic mask is given by the Fourier transform of the mask. is produces a non-diffracted,
zero-order beam, along with the a series of vortex beams and their complex conjugates. e mask
itself is not chiral, and so, unlike a phase plate, cannot impart orbital angular momentum to the



Figure . . : e binarised, apertured interference pa ern for an l = 3 Bessel vor-
tex interfering with a plane wave. High intensity is indicated by black, zero by white.

e central fork dislocation has three prongs. the parameters used areRmax =
α3,1

k⊥
,

and kx = 15k⊥, with k⊥ = 2.3× 1010 m−1.

transmi ed beam by directly modulating the phase of the wavefront. Instead, the mask
decomposes the input plane wave into a basis of le -handed and right handed vortices, so that the
total orbital angular momentum of the incident plane wave is conserved.

e Fourier transforms of the l = 1 continuous and binary masks of Fig. . . and the binary
l = 3mask of Fig. . . are given in Fig. . . , Fig. . . and Fig. . . respectively, along with the
corresponding phase. e direct Fourier transform is given in Fig. . . a and Fig. . . a; plots of
the logarithmic intensity display the inner features of the diffracted beams more clearly in
Fig. . . b and Fig. . . b. It can be seen that the process of discretising the mask leads to a series of
diffracted beams, with various orders of orbital angular momentum. e resulting phase indicates
that the nth diffracted beam has orbital angular momentum nl~, as is clear on looking at the phase
of the second order diffracted beams of Fig. . . c, which have a phase change of 12π.

e various diffraction orders propagate from the mask at some angle ϕs to the centre of the
mask, so that in the far- eld the beams are well separated. e magnitude of kx relative to kz
determines the angle that the diffracted beams exit the hologram, such that a large kx increases the
separation between the different diffracted orders [ , ]. e angle of the rst order diffracted
beam is

ϕs =
λ

d
=
kx
kz

( . )

for grating separation d. e nth order diffracted beam emerges at an angle nϕwhile the zero-order
beam propagates along the original axis of the incident wave. A particular diffraction order of
interest may be realigned to this zero axis by illuminating the hologram with a beam with transverse
momentum nkx [ ]. e transverse momentum of the vortex beam itself k⊥ is determined by the



(a)

(b)

(c)

Figure . . : e far eld diffraction pa ern and phase distribution of the continu-
ous l = 1 holographic mask of Fig. . . a. (a) shows the diffracted beams, only the
zero and rst order beams are apparent. e additional rings arise from diffractive
effects, since the masks are designed using only the inner ring of the Bessel function.

e log intensity plot of (b), show the ne structure of the centre of the diffracted
beams, though at this scale the central minima of the rst order beams are not ap-
parent. e phase of the beams is shown in (c), the opposite direction of change of
phase of the two sidebands can be seen. In (a) and (b) high intensity is indicated by
white, zero by black; in (c) the rainbow scale indicates phase change from 0 (red) to
2π (purple).



(a)

(b)

(c)

Figure . . : e far eld diffraction pa ern and phase distribution of the binary
l = 1 holographic mask of Fig. . . b. (a) shows the diffracted beams, with several
diffraction orders present. e log intensity plot of (b), shows the ne structure of
the centre of the diffracted beams, the central minima of the higher order diffracted
beams are apparent. e phase of the beams is shown in (c), the opposite direc-
tion of change of phase of the two sets of sidebands can be seen, with the nth order
beams displaying a phase change of 2πn. In (a) and (b) high intensity is indicated
by white, zero by black; in (c) the rainbow scale indicates phase change from 0 (red)
to 2π (purple).



(a)

(b)

(c)

Figure . . : e far eld diffraction pa ern and phase distribution of the binary
l = 3 holographic mask of Fig. . . . (a) shows the diffracted beams, with several
diffraction orders present. e log intensity plot of (b), shows the ne structure of
the centre of the diffracted beams, the central minima of the higher order diffracted
beams are apparent. e phase of the beams is shown in (c), the opposite direc-
tion of change of phase of the two sets of sidebands can be seen, with the nth order
beams displaying a phase change of 6πn. In (a) and (b) high intensity is indicated
by white, zero by black; in (c) the rainbow scale indicates phase change from 0 (red)
to 2π (purple).



size of the mask aperture; for the Bessel beam we have

k⊥ =
αl,1

Rmax
( . )

with αl,1 ≈ 3.81 the rst zero of the Bessel function Jl(x). A similar relationship applies for the
Laguerre-Gaussian modes, with αl,1 replaced by the relevant radius of the p = 0

Laguerre-Gaussian mode at z = 0.
e procedure described above may be used to produce holographic masks for

Laguerre-Gaussian vortex modes; however the difference between the binary masks and Fourier
transforms produced is very small [ ]. e interference pa erns have a slightly different spatial
form, however the differences are mostly eradicated by the binarisation process. Whether the
resulting beams are Bessel-like or Laguerre-Gaussian-like then depends on the diffraction
characteristics as the beam propagates.

As can be seen, the production of phase holograms is much more versatile and controllable than
the use of the spiral phase plates as described above. Even for the discrete binary masks, the beams
produced have integer orders of angular momentum in all cases, as they are the vortex ‘harmonics’
of the incident beam - by de nition they are phase vortices of 2πl. e masks may be constructed
out of materials that are resistant to beam damage, and will have a longer useful lifetime than a
spiral phase plate of graphene - in addition the results are directly reproducible, and in principle any
order of orbital angular momentum may be speci ed. On the other hand, it should be noted that
the mask itself will block much of the incoming beam, so that only of the incident intensity is
transmi ed. Approximately of the incident intensity is channelled into the zero order beam,
with the higher order beam decreasing in intensity. e rst order diffracted beams have
approximately 1

8
of the incident intensity.

. . F M

Forked apertures as described above have been used to generate electron vortices in transmission
electron microscopes (TEM) [ , , , ]. e rst proof of principle demonstration involved a
5 µm diameter mask cut from platinum foil, with a single fork dislocation generating le and right
handed l = 1 beams. e second instance of this holographic vortex generation also involved a
mask with a 5 µm aperture, but with a much reduced grating period d [ ], corresponding to an
order of magnitude increase in kx of the plane wave used in calculating the interference pa ern.

e silicon nitride lms used by McMorran et al. allowed for FIB milling of very ne features, so
that the beam produced had a large angular separation, and also enabled the ne features of higher
order masks to be reproduced - a forked mask of topological charge l = 25was also demonstrated.
For structural stability of the mask, the edge dislocations were not cut directly into the centre of the
mask; instead the very centre of the mask was le solid, and the dislocations occurred at a small
radius. is did not seem to signi cantly impair the function of the mask, and vortices with clear
central dark cores were observed, with the fourth order diffracted beam carrying 100~ orbital
angular momentum [ ], demonstrating the versatility of the uses of holographic masks over spiral
phase plates. e phase structure of the resulting beams was con rmed by observation of forked
Fresnel interference fringes of opposite orientation for the two different vortex helicities [ ], and



by the persistence of the central singular core of the vortex on propagation and diffraction [ ]. A
beam that simply has an annular pro le will spread radially both inwards and outwards, obliterating
the dark core at a certain distance from the focal point. A beam with a phase singularity must
preserve this singularity through the length of the beam, as the orbital angular momentum must be
conserved.

e rst vortex beams produced using the forked masks were of the order of micrometre
diameters [ , ], however the forked mask holographic technique has been used to demonstrate
that very small, atomic scale vortices may be generated in an electron microscope giving atomic
resolution in scanning transmission electron microscopy (STEM) [ , ]. As discussed above,
the electron optics system is not perfectly coherent, so that the theoretical ideal of a point-like
probe is not experimentally achievable, not to mention the necessity of a nite beam radius for the
vortex beam. However, having a small spot size available for vortex beams is expected to be useful
in STEM applications such as spatially resolved EELS, so that magnetic information can be
accessed at the atomic scale. In a conventional TEM set-up, it is possible to make electron probes of
diameter . Å [ , ], using a highly coherent source with high convergence angle and corrective
lenses adjusting for spherical aberrations. Such an arrangement was used to generate l = 1 vortices
with a FWHM of 1.2 Å [ ]. is diameter is larger than that for a similarly focused non-vortex
probe, due to the presence of the vortex core singularity; however, analysis of the intensity pro le of
these Ångstrom beams shows that the intensity of the vortex core is signi cantly increased from
zero intensity, and in the smallest beams the central minimum of the vortex is completely washed
out [ ]. is is due to nite sources size effects and a level of incoherence in the electron source
[ , ]. e effect of this is to degrade the integrity of the vortex produced - due to the relatively
high level of incoherence at these small scales, the probe formed is a mixed state, rather than a pure,
coherent vortex state. Defocusing the probe leads to an apparent reduction in the central intensity -
however this is not an improvement of the vortex state, since the incoherence remains [ ]. e
Ångstrom scale vortices a ainable in current generation TEM are as such not suitable for
experiments that require high quality vortex states. On the other hand, the nanometre scale
vortices achieved using a lower convergence angle show a diffraction-limited situation where the
nite source size does not impair the vortex characteristics [ ].

. . S M

e holographic mask production techniques outlined above may also be applied with different
reference waves. A common choice in optics is a wave with a spherical wavefront, sharing an axis
with the desired mode. is also produces a characteristic interference pa ern, a spiral with l arms,
as shown for the l = 1 and l = 3 vortices in Fig. . . , alongside the corresponding binarised
mask. e action of these holographic masks on an incident plane wave is very similar to that
described above for the forked mask, however instead of the beams being separated by an angle,
they are separated along the propagation direction. e reference spherical wave of Fig. . . a and
Fig. . . d is a Fresnel zone plate function, with focal length f . e vortex and zero-order modes
transmi ed through the spiral hologram produced using this reference spherical wave will focus at
different points separated by a distance f [ , ] - when the beam as a whole is properly focused
the zero-order beam will be in the focal plane, while the rst order diffracted beams will also be



focused at a distance f in front and behind the focal plane. For electron microscopy, this has the
advantage that over- or under-focusing the beam will enable the different vortices to be brought
into focus onto the focal plane, where they may then be utilised with minimum interference from
the other orders in the beam [ ].

e use of a spiral holographic mask has been demonstrated for electron vortices [ ]. In order
to produce a stable structure, the binary mask created using FIB milling of platinum lm was
designed to have eight reinforcing struts subtending the diameter of the mask. It was found for
simulations and experimental results that this did not signi cantly impair the integrity of the
vortices produced [ ]. However, one issue with the application of a spiral mask is that the coaxial
presence of the different diffraction orders leads to a relatively large background signal, causing the
intensity of the centre of the vortex to be increased from zero [ ]. In order to reduce this effect as
much as possible, the focal length of the reference Fresnel zone plate function must be very long.
Achieving this requires very ne features in the holographic mask - similar to a large kx giving a
high diffraction angle ϕs, and decreasing the grating separation (Eq. ( . )), a long focal length f
requires the arms of the spiral to decrease in separation rapidly toward the edges of the aperture.
Additionally a highly coherent beam with a large convergence angle is required, stretching the
limits of current microscope and FIB technology.

(a) (b) (c)

(d) (e) (f)

Figure . . : Interference pa erns and masks of vortices interfering with spherical
waves. (a) - in-plane intensity pa ern for a spherical wave, with spherical wavefront
propagating outwards; binarisation of this intensity pa ern, forming a Fresnel zone
plate, is shown in (d). (b) and (e) show the continuous and binarised interference
pa erns respectively for an l = 1 vortex interfering with the spherical wave. (c) and
(f) show the same for the l = 3 vortex.

. . O M G E V

ough the use of the holographic masks is currently the most widespread method for generating
electron vortices, there are many other possible methods for producing electron beams with orbital



Figure . . : e experimental setup of a mode converter for an electron vortex. A
Hilbert phase plate is place in the front focal plane (FFP) of the astigmatic lens, so
that a rotated Hermite-Gaussian mode is projected through the lens. e astigmatic
lens focuses the x component of the beam zR in front of the back focal plan (BFP),
and the y component zR behind. e Laguerre-Gaussian beam pro le is formed in
the back focal plane, with the beam widths in the x and y directions the same at this
point. Image from [ ].

angular momentum. e holographic masks are versatile and relatively easy to produce; however,
they also have their drawbacks, principally that the mask itself diminishes the intensity of the
transmi ed beam by , resulting in the desired vortices having an intensity of≈ of the
original plane wave -≈ of the remaining intensity is passed to the zero order, non-vortex mode,
with the rest distributed between the various higher order modes. Additionally, since several
modes are produced, it is difficult to isolate a particular mode of interest for further application.
Other methods of generating vortices may overcome these limitations, leading to high intensity,
single mode electron vortex sources suitable for various applications.

E V M C

A mode converter for electron beams has been described [ ], acting in an analogous way to laser
mode converters in optics. e Laguerre-Gaussian optical vortex mode may be described as a
linear superposition of two Hermite-Gaussian modes with a phase difference of π

2
. e

Hermite-Gaussian modes do not themselves carry orbital angular momentum, however by
exploiting the difference in Gouy phase for astigmatic Hermite-Gaussian modes, such a
superposition can be produced, resulting in a Laguerre-Gaussian mode with well de ned orbital
angular momentum and phase singularity [ ]. e experimental procedure for electron vortices
described by Scha schneider et al. [ ] relies on a lens with variable astigmatism, so that the focal
points of the x and y transverse parameters may be set independently. Se ing one focus to a
Rayleigh range zR in front of the back focal plane, and one zR behind leads to a circular beam
pro le in the back focal plane, where the vortex mode is to be observed, with a relative Gouy phase
between the transverse beam pro les. is arrangement is shown in Fig. . . is may then be
used to generate a Laguerre-Gaussian mode from a Hermite-Gaussian mode. e transverse axes of
the Hermite-Gaussian mode must be rotated by an angle of 45◦ to the transverse axes of the beam,
so the astigmatism acts on the two x and y component modes.

An approximation to a Hermite-Gaussian mode is generated using a Hilbert phase plate, which
imparts a phase-shi of π between the two halves of the beam, similar to the phase difference of π



between the two lobes of the Hermite-Gaussian mode. On passing through the astigmatic lens of
the mode converter, the difference in Gouy phase between the two sides of the beam alters the
phase shi to π

2
, so that at the back focal plane, a Laguerre-Gaussian pro le is obtained [ ]. A

proof-of-principle experimental result has been demonstrated, however though a phase singularity
is apparent at the centre of the back focal plane, the resulting pro le does not have rotational
symmetry, and so is not a pure Laguerre-Gaussian mode. e discrepancy from the simulated
results arises due to defocus effects and, importantly, strong beam absorption in transmission
through the Hilbert plate [ ]. Nevertheless, the electron vortex mode converter is an a ractive
prospect if these effects can be overcome, as it enables the generation of electron vortices of high
intensity, of up to of the incident plane wave intensity, as opposed to≈ using the
holographic masks. Additionally, the mode converter may be applied in reverse, leading to a
method of discriminating between the handedness of the incident vortex mode, by observing the
relative rotation of the resulting Hermite-Gaussian mode. is will be useful in, for example,
examining transfer of orbital angular momentum in experiments involving interactions with
various forms of ma er.

S O A M C

Another possibility is the generation of electron vortices from spin-polarised electron beams using
so-called ‘q- lters’. q- lters, or q-plates have been applied in optics since [ ], and have
applications in quantum information [ ], e effect relies on a spatially varying optic axis,
achievable by pa erning of liquid crystal arrays. Passing circularly polarised light beam through the
q-plate will result in a switch of the spin orientation of the beam, and a gain of orbital angular
momentum±q. For electron beams, the q- lters work via a similar principle, requiring spatially
varying electric and magnetic elds transverse to the beam propagation direction, in various
multipolar con gurations [ ]. ese elds must exist over a particular distance in the optics
system, so that they act on the beam as it propagates. e direction and magnitude of the electric
and magnetic elds vary according to the same pa ern, with a relative angle of π

2
, and eld

magnitudes matched so that the average Lorentz force is negated. e particular eld pa erns for
some different values of q are shown in Fig. . . . If the length of the lter is correctly matched to
the beammomentum then a spin polarised beam passing though the lter will a ain orbital angular
momentum of l′ = l ± q, depending on the input polarisation±s [ , ]. e lter works for
annular beams, so that it is more efficient to add or subtract q units of orbital angular momentum
from a vortex beam, rather than create a vortex beam from a plane wave.

High brightness spin polarised electron microscopes are currently being developed [ ];
application in the current generation of electron microscopes would involve non-spin polarised
states so that the beam produced will be a superposition of modes with s = −1, l′ = l + q and
s = +1, l′ = l − q. On the other hand, the fact that the change in orbital angular momentum±q
is correlated with the input spin polarisation opens the possibility of using such lters to produce
spin-polarised vortices or plane waves from unpolarised input vortices [ ].



Figure . . : e spatial variation of the electric (upper, red) and magnetic eld
(lower, blue) vectors in a cross-section of a q- lter for some values of q. (a) - q =
−2; (b) - q = −2; (c) - q = 1; (d) - q = 2. For a given q- lter the particular eld
pa ern of the electric and magnetic eld differs only in a rotation of π2 . Images from
[ ].

D C

It has been shown that, under certain conditions in an electron microscope, the formation of
caustics through diffraction catastrophes [ ] leads to arrays of vortices - more speci cally,
vortex-antivortex pairs are formed in the presence of caustics [ ]. ough this effect is highly
unlikely to lead to an efficient method of producing pure electron vortex states, it allows for the
possibility of creating topologically complex -dimensional phase structures, including loops and
knots [ ] in electron waves [ ], in order to study the complex behaviour of the topological
features, and how they behave under the in uence of a periodic potential, such as in propagation
through crystalline materials.

. . V P E O

In order that useful analysis may be carried out using vortex beams in electron microscopy
situations, it is necessary that the evolution of the vortex state as it passes through the various
electron optical systems is well understood. is includes whether the state is preserved as it
propagates, and the in uences of the aberrations and other effects of the lenses and imaging
systems.

e evolution of the vortex beam passing through the focal point was investigated in [ ], and is
shown in Fig. . . . e vortex state has a phase singularity through the beam axis, which has an
indeterminate phase, so the beam intensity throughout the axis must be zero. As can be seen in the
focal series of Fig. . . , the vortex beam produced using the holographic mask has a core null
intensity that remains upon defocusing. As suggested above, the persistence of the dark core is
indicative of a vortex state possessing orbital angular momentum, rather than simply an annular
ring structure. e focal behaviour of the vortex appears to be Gaussian, with the radius of the
vortex core increasing by a factor of approximately

√
2 over a Rayleigh range from the focal point

[ ], as expected for a Laguerre-Gaussian type beam, suggesting that the Gaussian beams and
paraxial Gaussian optics used to describe the beam-lens systems to a rst approximation [ ]



Figure . . : e evolution of the vortex beam passing through focus. e image
of the le shows a focal series of the−1, 0 and 1 order beams of an l = 15mask.

e do ed green line shows the positions at which the line pro les were taken,
shown in the image on the right. ese line pro les show clearly that the centre of
the beam contains a minimum, that is not washed out by defocus, which indicates a
true vortex state. Image adapted from [ ].



(i.e. without defects and aberrations) are also appropriate for the vortex beams.
e effect of spherical aberrations and partial spatial coherence on the vortex in the electron

microscope has been determined both theoretically and experimentally [ , , ]. Simulations
of the resulting far eld intensity pro les of a partially coherent electron beam diffracting through a
forked mask in the aperture of a condenser lens with spherical aberrations have been performed
[ , ]. e effect of spherical aberrations is to increase the radius of the vortex, so that the
intensity peak of the vortex ring occurs at a larger distance from the centre, and the peak itself is
broadened [ ]. is effect increases for larger mask apertures as expected, as more rays passing
through the edges of the lens are admi ed through the aperture [ ].

As already discussed, the effect of incoherent illumination is to increase the intensity of the
central dark core, and degrade the quality of the vortex state, resulting in a mixed, rather than pure,
vortex [ , ]. e effect of varying spatial coherence can be simulated by modelling the source as
a Gaussian distribution, with the size of the source projected onto the aperture given by the
standard deviation of the Gaussian distribution [ , ]. When the radius of the projected source is
over of the aperture radius, the minimum of the vortex cannot be discerned [ ], so that there
is a trade-off between the narrow apertures that will reduce the effects of spherical aberrations, and
the larger ones that reduce the effects of the nite source broadening. Simulations of the vortex
state in the electron microscope incorporating spherical aberrations and partial spatial coherence
show good agreement with experimental results, so that existing analytical techniques in TEM may
be directly applied to the vortex beams [ ].

. A E V B

Several experimental applications have been suggested for the electron vortex, particularly in
analytical TEM and STEM. ese include obtaining magnetic and other chiral information from
various samples with atomic resolution using EELS, and improvements in phase contrast
microscopy. e experimental and theoretical progress towards such aims will be discussed, in
particular the key aspects and considerations of magnetic imaging at nanometre to atomic scales. A
signi cant issue affecting such a measurement is the contribution from atoms that are do not lie on
the axis of the vortex. Further complicating ma ers is the fact that TEM and STEM samples, while
necessarily thin, are typically on the order of 50nm thick, and propagation through crystalline
structures signi cantly affects the vortex characteristics.

. . E E L S V B

e rst demonstration of the forked holographic mask technique to generate electron vortices was
accompanied by experimental results illustrating the possibility of using vortex beams to obtain
magnetic information using EELS [ ]. A dichroism effect was observed in a thin lm (50nm) of
magnetised iron, magnetised in the direction of the optic axis, due to positioning within the lens
elds. e experiment involved a region of the lm with a diameter of approximately 250nm. e

incident electron beam was a plane beam, rather than a vortex; the beam transmi ed through the
sample is decomposed into vortex components by a forked mask placed at a small defocus from the
back focal plane of the objective lens. is set up, and the resulting dichroism signal is shown in



Fig. . . . e defocus of the beam onto the mask allows a larger patch of coherent beam to diffract
through the mask. Individually, the l = 1 and l = −1 beams are imaged on the detector by means
of a selective aperture and a magnetic prism to separate the different energies from interaction with
the sample. Comparing the energy loss spectra of the two |l| = 1 vortex components of the

(a) (b)

Figure . . : e experimental arrangement and results of the dichroism experi-
ment performed by Verbeeck et al. [ ]. e experimental arrangement is shown in
(a) e incident beam is a plane wave - a er passing through the iron lm sample
the resulting beam is transmi ed through a forked aperture in the objective lens,
decomposing the post-interaction electrons into the vortex components. A second
aperture selects a particular vortex component to be imaged, while the magnetic
prism selects for electrons of particular energies to be detected, allowing a range of
energies to be scanned, and the energy loss due to the interaction to be determined.
Comparing the observed energy loss of the two different senses of rotation of vortex
gives the dichroism signal of (b), where it can be seen that at different energies one
or other of the two vortex components is absorbed preferentially. Images from [ ].

transmi ed electron beam shows a dichroism signal, in which one or other of the vortices is
preferentially absorbed at particular energies. ese energies correspond to the L2 and L3 edge
transitions in iron [ ], in which electrons in the iron are promoted from the 2p atomic states [ ].

e vortex electron energy loss spectrum corresponds well to similar absorption spectra of
circularly polarised x-rays, so that the magnetism of the sample is clearly indicated by the energy
loss dichroism, as in x-ray magnetic circular dichroism (XMCD) experiments [ ]. is
experiment gave a proof-of-principle result that vortex beams may be used in magnetic dichroism
experiments in the electron microscope.

In order to determine the mechanism and selection rules of the interactions involved in the
experiment above, the interaction between an electron vortex and atomic ma er was investigated
[ – ] (see also Chapter ). e principal contribution to the interaction was determined to be
the Coulomb interaction between the atomic and vortex electrons, acting as a perturbation to the
atomic electron state, and the selection rules for the interaction were found to take the same form



in the dipole approximation as those of the circularly polarised x-rays used in XMCD. Of note is the
difference in selection rules between the optical vortex and the electron vortex - the mechanism of
the interaction is very different in each case and as such the result that orbital angular momentum
associated with the electron vortex may be directly transferred into the internal atomic motion is in
contrast to the optical vortex case, in which only spin angular momentum may be transferred
[ , – ] (see also Chapter ).

Due to the extrinsic nature of the orbital angular momentum of the vortex state [ ], a rigorous
treatment taking into account the displacement of the atom from the vortex axis is necessary to
interpret the results of vortex based EELS in terms of the change in orbital angular momentum of
the incoming beam [ ] (see also Section . ). is was not an issue in the experiment performed
by Verbeeck et al. e magnetisation within the iron sample is along the optic axis, so that the
orbital angular momentum of the vortex beams along the axis of magnetisation of the atom is the
same as along the vortex axis¹. Since these axes are parallel, the complications described in Chapter
regarding the extrinsic nature of the orbital angular momentum of the vortex beam are not

apparent.
Since the demonstration of the possibility of the use of vortices for magnetic dichroism

experiments there has been much discussion as to whether vortex based magnetic dichroism will
soon be achievable in electron microscopes [ , – ]. Of particular interest is the use of vortices
as atomic scale probes in STEM, the use of which will lead to the ability to map the magnetism (or
other chiral activity) across the whole area of a sample with atomic resolution, potentially
identifying the magnetic moment of single atoms or columns of atoms.

A major issue with such a goal is the size of the vortex relative to atomic scales. High resolution
of 0.141 nm has been demonstrated using electron vortex beams in high angle annular dark eld
STEM [ ], though the signal to noise ratio using vortex beams in this case was much worse than
that of a non-vortex beam. In order to resolve magnetic information at atomic resolution is
necessary to have probes that are able to address single atoms, so that high quality vortices of
Ångstrom scale are necessary. e demonstration of vortex beams with Ångstrom diameter [ ] is
suggestive of the opportunities of producing vortex STEM probes with atomic resolution, however
as discussed above source size effects signi cantly degrade the quality of the vortex. e smallest
possible vortex beams are those consisting of a single ring (rather than several nodes) for which
|l| = 1, with higher values of k⊥, as determined by the size of the aperture with phase defect. e
maximum resolution of a scanning vortex probe is given as d ≈ 2Rc +∆R, whereRc is the radius
of the peak intensity of the vortex beam, and∆R is the FWHM of this peak. It has been suggested
that for a vortex beam with typical scanning probe parameters - αc = 30mrad and electron energy
E = 100 keV - the aberration corrected resolution limit is d ≈ 1.14 nm [ ]. Increasing the
electron energy to 300 keV, and αc = 40mrad gives d ≈ 0.462 nm. ese values of d are an order
of magnitude larger than similar non-vortex probes, and not low enough for atomic resolution, for

¹ e vortices measured in this experiment originate from the holographic mask, so that they are generated at
an angle to the optic axis. In this particular set up this is not a problem, as the vortex components of the beam are
separated a er interaction with the sample - so that at the point of interaction, the axis of the iron magnetisation and
the axis of the beam are the same, namely the optic axis of the microscope. If this experiment were to be performed
with the mask before the sample, then the results would be different, as the change in axis leads to the breaking of
rotational symmetry [ ]. Is is therefore important to nd a way to generate vortices aligned with the microscope
axis, to avoid such issues



which an acceleration voltage of 2MV is purportedly necessary [ ]. Nevertheless, it may be
possible to generate appropriately scaled vortices in the next generation of electron microscope
with smaller source sizes and higher acceleration voltages.

e theoretical possibility of application of vortices to magnetic dichroism has been considered
both on the ‘medium’ scale of 1-10 nm [ ] and the atomic scale [ ]. For both situations the
spatial dependence of the atom-vortex interaction in which orbital angular momentum is
exchanged has been considered in order to determine any observable dichroism due to
magnetisation in the atom. In both the nanometre and atomic scales the interaction is found to be
strongly dependent on the position of the atom relative to the axis of the vortex, due to previously
indicated complications regarding the extrinsic nature of the orbital angular momentum of the
vortex. It is found that when the atom is removed from the beam axis, there are several channels by
which the interaction may proceed, involving various forms of orbital angular momentum
exchange. is greatly complicates the interpretation of sca ering results for an incident electron
vortex beam.

For the medium, nanometre scale, simulations of a particular interaction channel using an
incident vortex with a radius of 0.9 nm demonstrate that when the atom is on or near the beam
axis, a clear difference is observed between the outgoing states of the l = 1 and l = −1 vortices.

is difference is manifest in the spatial intensity of the sca ered states. However, when the atom is
displaced from the beam axis the effect of the dichroism is greatly reduced and the transmi ed
intensity pro les appear the same [ ]. Additionally, when the vortex is incident on a
homogeneous sample, contributions from the atoms all around the beam axis destroy the
asymmetry observed in the intensity of the transmi ed beams, and the dichroism is no longer
apparent. us Scha schneider et al. conclude that this renders any dichroism unobservable on the
nanometre scale, including nanoparticles larger than 1.5 nm [ ].

e spatial dependence of the interaction between an atom and an atomic scale vortex does not
present such an insurmountable problem for atomic resolution dichroism. e speci cs of the
inelastic interaction between an atom and an electron vortex are discussed in Chapter , but the key
points are summarised as follows: the displacement of the atom from the beam axis leads to
multiple channels by which orbital angular momentum may be exchanged between the beam and
the atom, and each of these channels has a different strength and spatial dependence. e exchange
of orbital angular momentum does not necessarily exhibit conservation of angular momentum
about the beam axis, due to the extrinsic vortex angular momentum. However in examining the
varying strengths of the different interaction channels it is found that the on-axis dipole
interactions for which the orbital angular momentum is strictly conserved are the strongest, with
the contributions from the other channels and higher multipoles an order of magnitude less. is
leads us to suggest an experimental set up that could be used to perform STEM EELS of magnetic
materials with atomic resolution, as detailed in Section . . . Using a confocal microscopy
arrangement, to further reduce the off-axis contributions, an electron vortex is sca ered through a
magnetic sample. e resulting transmi ed beam may then be passed through a vortex analyser in
the form of a forked holographic mask or similar. is analyser allows the selection of a particular
channel of interest, and an energy spectrum can be obtained through ltering though a magnetic
prism. Using such an arrangement, the incident vortex probe may be scanned over the sample,



leading to an atomic resolution energy loss spectrum map that may be compared to the similar
spectrum obtained using the vortex with opposite winding number. Further details regarding the
experimental arrangement and expected observations are discussed in Section . . . It should be
noted here that this experiment will be very demanding on the microscope speci cations, requiring
a highly coherent atomic scale beam in a scanning confocal arrangement in addition to the
complications of energy ltering of the selected mode a er the vortex analyser. Such an experiment
will require development of the necessary technology. It is also worth noting that a post-sample
vortex analyser could be used with the medium scale EELS experiment described above, to lter
out the different channels and isolate the dichroic components of the transmi ed beams. e
spatial structure of the beam - which is signi cantly altered by the passage through the forked mask
- is then not necessary to determine the relative strengths of the interaction with the two vortices.

is experiment is slightly less demanding, since the vortex probe need not be atomic sized,
however the issue with alignment and selection of the particular vortex modes for both scanning
and spectrum collection remains.

Vortex EELS may also have potential in determining the magnetic response - susceptibility and
permeability - of various materials, as a tool for characterisation of metamaterials [ ]. e
electrical response of a sample may be measured by examining surface plasmons using EELS
[ , ], and EELS with vortex beams would be a complementary technique, allowing both electric
and magnetic responses to be measured in a single experiment. Simulations show that the magnetic
signal obtained using a vortex beam is an order of magnitude smaller that typical EELS signals,
which should still be measurable, and since the resonances occur at different energies the electric
and magnetic information may be separated out [ ]. Such a technique could be applied to study
magnetic plasmon resonances of metallic nanostructures with high resolution.

Another method by which atomic resolution magnetic information might be achievable in the
STEM involves the sca ering of non-vortex probes through ultra-thin lms, producing a phase
gradient when the beam is transmi ed through an atom with a non-zero magnetic moment [ ].

e transmi ed beam is then a mixed vortex state, which may be observed in the electron
diffraction pa ern by a shi and smearing of spots in the electron diffraction pa erns; the direction
and size of the shi is sensitive to spin polarisation of the atom. A proof-of principle experimental
result has been obtained [ ], allowing for the possibility of application of this method in the
reconstruction of the single atom magnetic moments, subject to minimisation of dri , noise,
aberrations and other factors that affect such a sensitive measurement.

. . V P M

In order that experiments involving vortices be appropriately interpreted, it is necessary that the
way the vortex propagates through crystalline structures is well understood. Any electron probe
propagating through a crystal will experience strong elastic sca ering from Coulomb interaction
with the atomic nuclei, proportional to the thickness of the sample and tilt relative to the beam axis.
Multislice simulations of the vortex state propagating through the crystal demonstrate the change
in phase and amplitude of the beam as it passes through various thicknesses of material [ , ]. It
is found that the phase and amplitude of the resulting wave exiting the crystal depends not only on
the thickness of the crystal, but also the location of the vortex axis relative to the atoms in the



crystal cell. e sca ering potential of the atomic columns distorts the phase structure of the beam,
and the beam is also channeled along the positive potential of the column [ ], though the beam
remains well localised [ ]. e potential of the crystal nuclei perturbs the structure of the vortex,
leading to tilts and shi s of the vortex axis [ ].

e distortion of the phase front causes the orbital angular momentum of the beam to cease to
be well de ned, since the orbital angular momentum operator does not in general commute with
the perturbing crystal potential, leading to local values of angular momentum that may be
signi cantly different from that of the incident vortex [ , ]. is leads to the generation of
vortex loops within the crystal, originating along the atomic columns. ese are manifest as
vortex-anti-vortex pairs in the x-y plane as the vortex forming the loop propagates in the
z-direction and then turns back on itself [ ]. In addition to the loops formed in the propagating
wave, it is found that higher order vortices with l > 1may be decomposed into lower order
vortices in propagation, with the particular spli ing determined by the value of l and the symmetry
of the sca ering potential [ ]. is is related to the extrinsic nature of the orbital angular
momentum as discussed above, and indicates that atoms at different depths within the sample will
be subject to modes with different orbital angular momentum [ ], similar to the cases discussed
for atoms that are far from the beam axis. For relatively thick samples then, particular care must be
taken in analysis requiring direct observation of phase and intensity contrast; however ltering the
separated sca ered vortex states will go some way to ameliorating the phase complications.

. D F

e freely propagating vortex as introduced in Section . . is the simplest example of a vortex
state. In general, the vortex will move under the in uence of external elds, in the presence of other
vortices, or both [ – , , ]. e speci c case of an electron vortex with magnetic moment µ
in a magnetic eld was mentioned above; here the effect of such a eld, or other types of potential,
on vortices with a general form is remarked upon.

Understanding the interaction and dynamics of the electron vortex in external elds is
particularly important in electron microscopy applications, where various elds are required to
focus the beam. Any shi s of the beam motion or distortion of the intensity due to interaction of
the eld must be accounted for in the interpretation of data collected using the vortex beam. e
effects of the electron vortex in external elds typical of magnetic lenses has been discussed by
several authors [ – ] and angular momentum dependant rotations due to the elds have been
observed in the electron microscope [ ].

In addition, the electron vortex is found to possess intrinsic electric and magnetic elds, due to
the helical trajectory of the charge current density [ ]. e orbital angular momentum of the
beam leads to the presence of a component of the magnetic eld in the z direction, as well as the
azimuthal component and the radial electric eld expected for a linearly propagating charge. Full
details of the derivation and characteristics of the eld of a Bessel-type electron vortex are given in
Chapter .



Figure . . : e dynamics of a ring shaped vortex line in a spherically symmetric
harmonic trap. e vortex rotates at the trap frequency ω, and expands and contracts
with a frequency of 2ω. Image from [ ].

. . M C

emotion of charged vortices in a uniform magnetic eld has been considered in a general case by
Bialynicki-Birula et al. [ ]. e rotation of the vortex line - described above as the classical
electron trajectory in magnetic eld - is observed as a precession of the vortex line about an axis
parallel to the direction of the eld. Vortices in other types of external elds have also been studied
- in particular the harmonic and rotating harmonic traps [ – ] that are important for the
con nement of Bose-Einstein condensates in which quantised vortices can be sustained [ ]. e
dynamics of vortices in such environments depend on the particular con gurations of the vortices
under study, for example it is found that a vortex ring in a spherically symmetric harmonic trap
rotates and expands, as shown in Fig. . . . e behaviour of vortices in a rotating harmonic
oscillator depends strongly on the con guration of the trap and the vortices. Examples given in
[ ] concern two parallel vortices, with co- and counter-circulation. In the rst case, the vortex
lines remain parallel and linear as they rotate with the trap, whereas the behaviour of the
counter-circulating vortices is much more complicated - leading to distortion of the vortex lines
[ ]. e treatment of [ , ] is quite general, concerning solutions to the Schrödinger equation
that contain one or more vortex lines, rather than individual twisted particle states. For a
Bose-Einstein condensate this description is appropriate, although interactions between the
constituent particles modify this single wavefunction picture. Studying the behaviour of vortices in
wave elds of particles with interactions - both long-range harmonic and short-range sca ering
interactions - shows that interatomic forces do not signi cantly alter the qualitative behaviour,
displaying the universal features of vortex physics [ ].

e evolution of wave elds containing several vortices may be very complex, even if there are
otherwise no external potentials acting [ , , , ]. Annihilation of two counter-circulating
vortices may occur or, indeed, creation of a vortex and anti-vortex pair, while vortex lines taking the
form of a ringmay be spontaneously created or annihilated [ , ]. Two vortices approaching each
other will distort, and intersect - at the point of intersection the vortex lines ‘swap’ [ , , ], as
shown in Fig. . . , a process termed ‘reconnection’ of vortex lines by Berry et al. . For two vortices



Figure . . : Dynamics two vortex lines crossing or ‘reconnecting’. Two curved
vortices approach each other; in the rst panel of the second row one vortex is above
the other, without intersecting. A er the point of intersection (between h and
sixth panels, second row) it can be seen that the separated vortices do not follow
the same trajectories as before the collision. e two vortices swap sides, in a vortex
reconnection. Image from [ ].

existing in the same plane, the reconnection is nal, and the two vortices propagate away from the
collision having been apparently re ected at an angle of π

2
. e more general case of non-coplanar

vortices shows a double reconnection event, so that the net result is that a er the collision, the
vortices continue on their original trajectory [ ]. Such reconnection events also occur in the
collision of three vortex lines, in which reconnection leads to the creation of a ring vortex that is
subsequently spontaneously annihilated; as well as collisions between a line and a ring, and two
rings [ ]. e result in each case is the apparently unperturbed motion of each of the vortices,
except in the vicinity of the collision, where the multiple reconnection events make the behaviour
very complicated indeed [ ]. Such dynamics might have implications for the behaviour of the
superpositions of vortices in elds, or motion of the electron vortex through a crystal potential.

Collisions between vortices and plane waves may also be considered [ ]. In the general case,
for scalar beams of particles or photons head on collision events between vortex beam and plane
wave can be shown to result in sca ered states consisting of a vortex and a plane wave, or two
vortices [ ]. e linear and angular momentum of the two sca ered states is entangled, though
since the orbital angular momentum of the vortex is an extrinsic quantity the total orbital angular
momentum conservation of the two nal states is non-trivial, and the resulting angular momentum
depend strongly on the sca ering angles involved. Such sca ering events could potentially be
useful in generating various species of entangled vortex pairs, including electron-electron and
electron-photon entangled states. In addition it may be possible to generate vortex proton states by
colliding a vortex electron beam with high energy protons, opening up the possibility of exploring
vortex states in high energy particle physics [ ].

. . P E F

Solving the Schrödinger equation in the presence of a magnetic eld directed along z gives two
possible results, depending on the particular eld - a single line of ux along z gives a Bessel
function [ ], while a uniform eld leads to a Laguerre-Gaussian solution [ – ]. e
Laguerre-Gaussian solutions in the uniform eld are of particular interest as they resemble the
electron vortices propagating in microscope elds. e particular characteristics of the



Laguerre-Gaussian beam, such as the waist and Rayleigh range, depend on the strength of the eld,
such that [ , ].

w0 = wB = 2

√
~

|eB|
; zR = zB =

2
√
Em

|eB|
. ( . )

In both eld arrangements, the vector potential of the eldA circulates about the z axis, having the
form of a vortex. Depending on the direction ofB, the circulation of the vector potential may be in
the same direction as, or counter to the direction of circulation of the vortex, which may either
increase or diminish the orbital angular momentum relative to the freely propagating state. e
canonical angular momentum of the Laguerre-Gaussian solutions in the presence of elds becomes
[ ]

⟨Lz⟩ = ⟨r× (p− eA)⟩ = ~ (l ± 2p± |l| ± 1) , ( . )

where the± relates to the direction of the magnetic eld. Due to this, electron vortices of opposite
topological charge l are affected quite differently by the presence of the eld, and ⟨Lz⟩+l ̸= ⟨Lz⟩−l.

e energy of the solutions in the magnetic eld form Landau levels, determined by [ , ]

E =
~2k2z
2m

+ ~ωL(2p+ |l|+ 1)− l~ωL ( . a)

=
~2k2z
2m

− ~ωL ⟨Lz⟩ ( . b)

with ωL the Larmor frequency ωL = |e|B
2m

. e second and third terms of Eq. ( . a) are
respectively the contributions from the Gouy phase and the Zeeman interaction between the
electron magnetic moment and the external eld. is effect can be combined into the effect of a
Zeeman interaction between the eld and the total angular momentum ⟨Lz⟩, as shown in
Eq. ( . a). e Zeeman and Gouy terms lead to phase shi s∆θ acquired as the beam travels in
the z direction, in addition to the usual propagation phase kzz:

∆θ = ~ωL ((2p+ |l|+ 1)− l) z. ( . )

is phase shi results in rotation of the beam as it propagates through the eld [ – ]. For the
cylindrically symmetric vortex modes, such rotation is not observable; however the rotation is
observable for superpositions of vortices, which in general have discrete rotational symmetry.

ere are two classes of vortex superposition - superpositions of vortices having opposing
topological charge for which the net topological charge is zero, i.e. l1 + l2 = 0; and the more
general case involving vortices having differing topological charges with l1 + l2 ̸= 0.

e resulting intensity pa erns of the superpositions of the±lmodes have a ‘petal’-like
structure, with 2|l| nodes forming a ring. As the beam propagates through the eld, the two
different±lmodes are affected differently by the eld, leading to an l-dependent rotation ϕl =

∆θ
z

.
e combined rotation of the two modes lead to a phase difference that varies with propagation

[ , ],

∆ϕ = ±
√

m

2E
ωLz, ( . )



where the± relates to the direction of the magnetic eld. is causes the petal interference pa ern
to rotate as the mode propagates, with a longitudinal dependence characterised by the Larmor
frequency. e situation for the superpositions with net topological charge displays different
behavior depending on whether the resulting angular momentum is aligned or anti-aligned with
the magnetic eld. When the eld is aligned the resulting rotation of the interference pa ern is
double that of Eq. ( . ), and characterised by the cyclotron frequency ωc = 2ωL, whereas for the
anti-aligned case the combined effect of the Zeeman and Gouy phase contributions leads to no net
rotation [ ]. e three different cases of rotation - with characteristic frequencies ωc, ωL and zero
- are experimentally observable [ ].

In the lens system of the electron microscope, the effects of the Zeeman and Gouy phase shi s
may be almost completely decoupled and independently adjusted [ ]. As mentioned above, the
Gouy phase is known as a phase shi when the Gaussian beam passes through focus, and has the
strongest effect in the second condenser lens when the beam is sharply focused with a wide
convergence angle and the Rayleigh range is small. is allows the effect of the Gouy phase to be
observed by altering the defocus. e condenser lens does not produce signi cant magni cation,
so that the magnetic eld is relatively weak compared to the high magni cation imaging lens. us,
while the Zeeman phase shi is not eliminated in the condenser lens, its effect is considerably
smaller than within the imaging system, and is less signi cant than the Gouy phase. Similarly, the
imaging system produces a strong Zeeman interaction due to the high eld, but since the beam is
projected at large magni cation onto the image plane, the Gouy phase shi is negligible.

Superpositions of the different vortex modes may be created using speci cally designed
holographic masks as described above. In [ ] the behaviour of the superposition of the l = ±3

modes was observed to show the expected rotation due to the Zeeman interaction (the Gouy phase
does not contribute to the rotation in this case as it is equal for both the vortices). e non-zero
orbital angular momentum superpositions were also observed using an aperture to block off half
the mask - of the resulting three diffracted beams, one had net angular momentum of 3, one−3 and
the other zero. us, the three different rotations with characteristic frequencies ωc, ωL and zero
described above were con rmed [ ].

If the Laguerre-Gaussian mode is not an eigenstate of the eld, but instead has a widthw0 ̸= wB

then in addition to the rotation of the beam, the width of the beam may also be affected as it
propagates through the eld [ ]. e waist of the beam oscillates with characteristic frequencywc

betweenw0 and the eld-characteristic widthwB . is oscillation is due to the interplay of
diffractive effects acting to expand the beam, which are dominant at the small widths with
w < wB , and the constraining of the beam by the magnetic eld, which is the dominant effect at
w > wB [ ]. For more complicated superpositions of eigenfunctions of the eld, and for other
modes that are not eigenmodes the rotation of the beam and such width oscillations will take more
complicated forms, characterised by frequencies between 0 < ω < wc and possible distortion of
the shape of the beam. [ ].



2
Vortex Solutions

A description of the behavior of the electron vortex requires a suitable
wavefunction. Similarly, in order to make relevant comparisons between the electron and

optical vortex, it is necessary to compare vortices of similar spatial distribution. e Bessel beam
vortex is chosen as the particular distribution to compare the optical and electron vortices as it has
the simplest spatial distribution suitable for carrying orbital angular momentum, so that the
relevant behaviour will be due solely to the vortex. e electron and optical vortex solutions
demonstrated here will be used throughout the rest of this thesis to compare the interaction
between the two kinds of vortices and atomic ma er, and determine the mechanical and
electromagnetic properties of the electron vortex.

In this chapter the principal features of a vortex beam and some particular classes of vortex
beams are discussed. Section . presents some general properties of vortex beams, and the
necessary conditions for vorticity. e Bessel beam is derived as a suitable optical and electron
vortex mode function in Section . , and the speci c properties of Bessel beams are discussed, with
reference to the constraints of the paraxial approximation. e Laguerre-Gaussian beam is also a
suitable mode function for paraxial electron and optical vortices, as shown in Section . . e
electron and optical solutions shown here, and applied throughout the rest of this thesis, are given
within the paraxial approximation and, for the case of the electron vortex, the non-relativistic limit.

ese approximations are discussed in Section . . At several points throughout this thesis, it will
be useful to demonstrate results using a ‘typical’ electron vortex beam based on experimental
parameters - a normalised wavefunction describing such a beam is de ned in Section .



. V

Optical vortices were rst described by Nye and Berry [ ] in light re ected from a rough surface.
Interference causes phase structure within the resulting wave that is topologically different to the
incident plane wave. ese phase structures were characterised as edge, screw, or
mixed-dislocations, in analogy with crystal defects. e vortices described here in optical and
electron waves are of a screw type - in which the phase front of the wave describes a helix about the
axis of propagation [ ] such that the phase is dependent on the angular position about the axis.

e topological charge l quantises this winding such that there are l twists about the beams axis, or
equivalently a phase change of 2πl during a full rotation about the axis, as shown in Fig. . . . e
phase factor of eilϕ that gives rise to this helical phase structure is a characteristic feature of orbital
angular momentum. e vortex beam propagating in the z direction then has the general form

ψl(r, t) = u(ρ, z)eilϕeikzze−iωt, ( . )

whereψ(r, t)may stand for the electron wavefunction in the case of electron vortices, or for the
optical vortex the electric eld mode function such thatE(r, t) = ψε̂εε for some wave polarisation
vector ε̂εε.

e helical phase structure leads to the phase at the core of the beam being indeterminate - since
it is connected to all possible phases of the wave. is central phase singularity is not physically
viable, and is compensated by the intensity of the wavefunction being zero at the location of the
singularity - throughout the centre of the vortex. is has led to the nickname of ‘doughnut’ beams
for a particular class of vortex beam - the Laguerre-Gaussian vortices with radial index p = 0, being
a bright ring surrounding a central, dark core.

A zero-intensity at the centre of the beam is not sufficient to describe a vortex - there must be
some topological difference between an area of the beam containing the vortex, and an area that
does not [ ]. For the present purposes, the topology of the vortex describes the connectedness of
the phasefronts. e phasefront of the vortex is topologically distinct from that of a plane wave, as
one cannot be transformed into the other through continuous deformations. Similarly, the l = 1

phasefront cannot be deformed into the l = 2 or any other l phasefront, so that the winding
number lmay also be termed the topological charge, characterising the ‘strength’ of the vortex. e
phasefront of any vortex is characterised by eilϕ, leading to a phase singularity along a line through
the origin. A closed loop integration of the normalised probability current density j(r) along a path
C encircling this line gives a quantised value [ ]

Γ =

∮
C

j(r) · ds = 2π~
m

l, ( . )

wherem is the mass of the particle. For the vortex beam given in the form Eq. ( . ) we have the
normalised probability current density

j(r) =
i~
2m

ψ∗
l ∇ψl − ψl∇ψ∗

l

|ψl|2
= − ~

m

(
l

ρ
ϕ̂ϕϕ+ kzẑ

)
. ( . )



(a) Spiral phase front for l = 1 (b) Phase change in
the plane for l = 1

(c) Spiral phase front for l = 3 (d) Phase change in
the plane for l = 3

Figure . . : e phase character of l = 1 and l = 3 vortex beams. (a) shows
the phasefront of an l = 1 vortex - the phasefront wraps around the axis once.

e phase change on rotation about the z axis is 2π, leading to a phase jump, as
shown in the plane in (b). For the l = 3 vortex there are three surfaces of constant
phase, each wrapping once around the axis as shown in (c). is leads to three phase
discontinuities, as shown in (d).



Integrating this about a loop enclosing the z axis gives−2π~
m
l, while any other closed path gives

zero, showing the topological distinction between a region of space containing the vortex and one
that does not. us, on traversing the z-axis an additional phase of 2πl is acquired.

. B F V S

e relevant equations of motion for electrons and photon in free space or linear media are the
Schrödinger and vector Helmholtz equations respectively. Suitable vortex solutions will be derived
for optical and electron vortices, and their properties discussed. e Schrödinger and Helmholtz
equations have the same functional forms, so that the electron vortex wavefunctions will be found
to have the same spatial dependence as the components of the electric eld vector of the optical
vortex. Suitable vortex solutions are described below in the paraxial approximation and, for the
electron vortex, the non-relativistic limit.

e Bessel function is a solution to both the full Schrödinger andHelmholtz equations, and their
paraxial forms. e Bessel beam will be derived as a solution to the full equation, with the speci c
requirements for the paraxial and non-paraxial solutions discussed below in Section . .

. . N -R E V S

e Schrödinger equation for a free electron of energy E reads

i~∂tψ(r, t) = Eψ(r, t) = − ~2

2me

∇2ψ(r, t). ( . )

We look for freely propagating solutions having the phase factor eilϕ, as associated with the vortex.
It is natural to describe beam-like solutions in a cylindrical coordinate system, choosing
propagation along the z-axis, such that the solutions will have the form

ψ̃l(r, t) = Nlu(ρ, z)e
ilϕeikzze−iωt, ( . )

withNl a normalisation factor, and frequency ω = E
~ . e simplest solution exhibiting vortex

structure will have u(ρ, z) = u(ρ); applying Eq. ( . ) gives

Eu(ρ)eilϕeikzze−iωt = − ~2

2me

(
1

ρ
∂ρ (ρ∂ρ) +

1

ρ2
∂2ϕ + ∂2z

)
u(ρ)eilϕeikzze−iωt ( . )

= − ~2

2me

(
u′′(ρ) +

1

ρ
u′(ρ)− l2

ρ2
u(ρ)− k2zu(ρ)

)
eilϕeikzze−iωt, ( . )

which reduces to the second order differential equation

u′′(ρ) +
1

ρ
u′′(ρ) + k2u(ρ)− l2

ρ2
u(ρ)− k2zu(ρ) = 0, ( . )



where the relationship k2 = 2meE
~2 has been used. Additionally, the relationship between the

longitudinal and transverse momenta of the particle is k2 = k2⊥ + k2z , so that

u′′(ρ) +
1

ρ
u′′(ρ) + k2⊥u(ρ)−

l2

ρ2
u(ρ) = 0. ( . )

is has the form of the differential equation

y′′(x) +
1− 2a

x
y′(x) +

((
bcxc−1

)2
+
a2 − p2c2

x2

)
y(x) = 0, ( . )

with
a = 0, b = k⊥, c = 0; ( . )

i.e. Bessel’s differential equation. e solutions to Eq. ( . ) are of the form y = xaZp(bx
c) [ ],

giving
u(ρ) = Zl(k⊥ρ), ( . )

whereZl(k⊥ρ) is a generic Bessel function of order l - either of the rst kind Jl(k⊥ρ), or second
kind Yl(k⊥ρ), or a linear combination of the two. e Bessel functions of the second kind have a
singularity at the origin and are therefore not suitable solutions for a physical beam wavefunction.

e Bessel functions of the rst kind, with the exception of J0(x), have a magnitude of zero at the
origin, and so meet the criteria for carrying orbital angular momentum as described above. e full
wavefunction of the Bessel-type electron vortex is then

ψB
l (r, t) = NlJl(k⊥ρ)e

ilϕeikzze−iωt ( . )

up to a normalisation factor. Normalisation of the electron vortex Bessel function is described in
Section . .

. . O V S

e full vector Helmholtz equation for the electric eld in free space has the form

∇2E(r, t) + k2E(r, t) = 0. ( . )

For an optical vortex, the solutionsE(r, t) represent the electric eld vector for a polarised
electromagnetic wave. Choosing a Cartesian coordinate system, with transverse polarisation unit
vector ε̂εε and propagation along the z-axis, the vortex solutions take the form:

Ẽl(r, t) = u(x, y, z)eil arctan(y,x)eikzze−iωtε̂εε. ( . )

where we allow the polarisation vector to have the general form ε̂εε = αx̂+ βŷ. Again, it is possible
to restrict the spatial mode function u(x, y, z) to be a function of x and y only. Applying the



Helmholtz equation to the solution with mode function u(x, y) gives

∇2Ẽx(r, t) + k2Ẽx(r, t) = 0; ( . )

∇2Ẽy(r, t) + k2Ẽy(r, t) = 0, ( . )

each describing a scalar Helmholtz equation. We are looking for cylindrically symmetric solutions
such that Ẽx(r, t) = Ẽy(r, t), and |α| = |β|, allowing for the possibility of circular polarisation.
From here it is more convenient to switch to cylindrical coordinates. e mode function is a
function of ρ only, as the vortex structure requires ϕ dependence only in the phase factor eilϕ. is
gives

k2u(ρ)eilϕeikzze−iωt = −
(
1

ρ
∂ρ (ρ∂ρ) +

1

ρ2
∂2ϕ + ∂2z

)
u(ρ)eilϕeikzze−iωt ( . )

= −
(
u′′(ρ) +

1

ρ
u′(ρ)− l2

ρ2
u(ρ)− k2zu(ρ)

)
eilϕeikzze−iωt, ( . )

which may be wri en in the same form as Eq. ( . ) above; thus the solutions take the same form as
that of Eq. ( . ) to give the Bessel solutions:

EB
l (r, t) = E0Jl(k⊥ρ)e

ilϕeikzze−iωtε̂εε, ( . )

whereE0 is the eld amplitude. Since the orbital angular momentum of the optical vortex is
quantised as l~ per photon, it is sensible to quantise the optical eld itself. With â†k,l and âk,l
respectively the creation and annihilation operators for a Bessel photon of momentum k, we may
write

ÊB
l = ε̂εεE0Jl(k⊥ρ)

(
eilϕeikzze−iωtâk,l + e−ilϕe−ikzzeiωtâ†k,l

)
. ( . )

It will be useful to have the optical Bessel vortex in the form of a vector potential. e vector
potential is found using

EB
l (r) = −∇Φ(r)− ∂tA

B
l (r), ( . )

as the scalar potential is zero for an optical eld with no charges. us, the vector potential for the
optical vortex can be wri en as

AB
l (r) =

iE0

ω
Jl(k⊥ρ)e

ilϕeikzze−iωt. ( . )

is vector potential eld may also be quantised, so that we may now write

ÂB
l (r) = ε̂εε

iE0

ω
Jl(k⊥ρ)

(
eilϕeikzze−iωtâk,l + e−ilϕe−ikzzeiωtâ†k,l

)
. ( . )

. . G P B B

Bessel beams have been known in optics since ; the zero order beam that carries no orbital
angular momentum was rst observed [ ], and the higher order beams with angular momentum
followed shortly a er [ ]. Since the spatial distribution does not change with propagation, such
beams exhibit non-diffractive properties - there is no radial spread of the beam as it propagates in



(a)

(b)

Figure . . : e behaviour of the rst few Bessel functions. e Bessel function of
the rst kind Jl(ρ) oscillates about zero with a decreasing amplitude. Bessel func-
tions with l = 0, 1, 2 are shown in (a), and l = 1, 5, 10, 15 are shown in (b). e
l = 0 Bessel function has a maximum at ρ = 0, and so is unsuitable for carrying
orbital angular momentum. For l ̸= 0, the Bessel function has a node at ρ = 0,
with the maxima of successive Jl(ρ) decreasing in magnitude with l and occurring at
larger values of ρ.

the z-direction. e sense in which Bessel beams are non-diffracting is that the central maximum
or minimum persists with very li le spreading [ ].

e Bessel functions of the rst kind are a class of oscillatory functions denoted by Jl(x), where
the order lmay take any value. Since we are interested in physical vortex solutions with well de ned
quantised orbital angular momentum, we concentrate on functions with integer l, as the Bessel
function diverges at x = 0 for non-integer l and so does not satisfy vortex criteria. e order of the
beam is identi ed with the angular momentum within the beam, as is made apparent in Chapter .

e behaviour of the rst few Bessel functions are shown in Fig. . . . Unlike the higher orders, the
zeroth Bessel function does not meet the criteria for carrying orbital angular momentum, due to a
maximum at the origin, J0(0) = 1. e points at which are the magnitude of the function is zero
are denoted the zeros of the Bessel function, so that αl,n is the nth zero of the Bessel function, with
Jl(αl,n) = 0. e oscillations about zero decrease in amplitude with x, so that Jl(∞) = 0;
however the integral between successive zeroes - or the area under each node - has the same value.



(a) l = 1 (b) l = 3

Figure . . : Plots of the intensity of a Bessel beam with (a) l = 1 and (b) l = 3.
Intensity is given by |ψB

l (r)|2 for the electron wavefunction, or |EB
l (r)|2 for the

optical Bessel vortex. For the electron Bessel beam with k⊥ = 2.3 × 1010 m−1,
as discussed in Section . , the above plots have a scale of 0.66 nm to each side. e
Bessel modes having l < 0 will have the same intensity distributions as shown
above, however the phase (not shown) will have the opposite sign.

For a beam with intensity proportional to J2
l (x), the successive maxima and minima of the

Bessel functions lead to a series of rings about the origin, with each ring carrying the same power,
or current in the case of electrons [ ]. is structure is depicted in Fig. . . . As can be seen, the
magnitude of successive rings decreases, such that most of the power of such a beam will be
concentrated in the rst few inner rings about ρ = 0. However, the in nite number of rings within
a Bessel function implies in nite power being carried by the beam, which is of course physically
unrealistic. What is meant by a physical Bessel-type beam is a beam that has amplitude modulation
similar to a Bessel function, over a nite radius, and whose core components behave
non-diffractively over a reasonable, but nite, propagation length [ ]. ese are achievable by
several methods in optics including axicon lenses, annular apertures and holograms [ ]. us far,
the observed electron vortex beams appear to be Laguerre-Gaussian in pro le , with a well de ned
waist at the focal point [ ] (Laguerre-Gaussian vortex beams are discussed in more detail below);
however if the Rayleigh range is sufficiently large then the beam may be described as approximately
Bessel-like.

e optical and electron Bessel beams given above each have the spatial distribution

ul(r) = Jl(k⊥ρ)e
ilϕeikzz. ( . )

e Fourier transform of the Bessel beam ul(r)will be found by applying the Fourier-Bessel
transform for cylindrically symmetric functions [ ]. Writing r(ρ, ϕ, z) and k′(k′⊥, φ, k

′
z), the



Fourier transform of Eq. ( . ) is

ũl(k
′) =

1

(2π)3

∫
d3rJl(k⊥ρ)e

ikzzeilϕe−ik′·r

=
1

(2π)3

∫ 2π

0

dϕ

∫ ∞

−∞
dz

∫ ∞

0

dρρJl(k⊥ρ)e
ilϕei(kz−k′z)ze−ik′⊥ρ(cosφ cosϕ+sinφ sinϕ)

=
δ(kz − k′z)

(2π)2

∫ 2π

0

dϕ

∫ ∞

0

dρρJl(k⊥ρ)e
ilϕe−ik′⊥ρ cos(ϕ−φ); ( . )

writing− cos(φ− ϕ) = cos(π − ϕ+ φ), and le ing α = π − ϕ+ φ

ũl(k
′) =

δ(kz − k′z)

(2π)2

∫ 2π

0

dα

∫ ∞

0

dρρJl(k⊥ρ)e
ik′⊥ρ cosαe−ilαeilφeilπ

=
δ(kz − k′z)i

−l

(2π)

∫ ∞

0

dρρJl(k⊥ρ)J−l(k
′
⊥ρ)e

ilφeilπ ( . )

where we have made use of the Bessel function integral identity [ ]

Jν(x) =
1

2πiα

∫ 2π

0

dαeix cosαeiνα. ( . )

e Bessel function of order−lmay be wri en as a Bessel function of positive order using the
following identity [ ]:

J−ν(x) = eiνπJν(x); ( . )

so that we now have

ũl(k
′) =

δ(kz − k′z)i
−l

(2π)
dϕ

∫ ∞

0

dρρJl(k⊥ρ)Jl(k
′
⊥ρ)e

ilφ. ( . )

Finally, the Bessel function orthogonality relation [ ] is applied∫ ∞

0

Jν(αx)Jµ(βx)xdx =
1

α
δ(α− β)δν,µ; ( . )

so that the Fourier transform of the Bessel beam function Eq. ( . ) is given as

ũl(k
′) =

i−l

2π

eilφ

k⊥
δ(kz − k′z)δ(k⊥ − k′⊥). ( . )

e physical interpretation of this momentum representation is of a superposition of plane waves
of varying k⊥ such that k =

√
k2⊥ + k2z for each wave. For a given kz the possible k⊥ lie on a ring

on the surface of constant k, so that there is a cone of plane waves that constitute the Bessel beam
[ , ], the phase of which is given by eilφ. is is shown in Fig. . . . e picture of the Bessel
beam as waves propagating on a cone relates nicely to the generation of vortices as screw
dislocations discussed in Section . . . e interference pa ern of two waves propagating at an
angle 2θ to each other contains a series of screw dislocations parallel to the z axis. By having not
merely two interfering waves but a cone, the zero-amplitude lines along the screw dislocation are
swept out into cylinders, forming the nodes of the Bessel beam. is conical propagation leads to



Figure . . : e Fourier transform of the Bessel beam results in a set of waves of
xed kz and varying kx and ky , such that k⊥ =

√
k2x + k2y . e vortex Bessel beam

illustrated here has a phase factor eilφ, so that the phase changes by 2πl on rotation
about the kz axis. is is illustrated for l = 1. e relationship between kz and k⊥
xes the cone angle θ.

another interesting property of the Bessel beam; namely that the original spatial distribution is
reconstructed a er propagation past an obstruction [ , ].

. L -G V S

e Bessel beams described above are the simplest type of vortex beam, as their spatial
distributions depend only on the transverse distance from the beam axis. In practise, this ideal is
not the case in laser and electron optics systems that are described by Gaussian beams (up to
aberration corrections) [ , ]. e Laguerre-Gaussian beams have a Gaussian envelope,
modi ed by a Laguerre polynomial distribution and a phase factor so that they are suitable for
carrying orbital angular momentum. e Laguerre-Gaussian solutions will be given in the paraxial
approximation for the electron vortex using the Schrödinger equation, but as before, these results
will be directly applicable to the optical vortex solutions.

By analogy with the paraxial Helmholtz equation [ ] we have the paraxial Schrödinger
equation

(∇2 + k2)ψl → (∇2
T + 2ik∂z)ψ

LG
l = 0 ( . )

with the Laguerre-Gaussian wavefunction taking the form

ψLG
l (r, t) = u(ρ, ϕ, z)eikzze−iωt. ( . )



Figure . . : e general features of a Gaussian beam near focus. e beam has a
characteristic widthw0, and the width increases away from the focal plan (here set
at z = 0) according tow(z). e Rayleigh range, zR, is the distance at which the
beam width has increased fromw0 to

√
2w0. On the le hand side of the gure the

curvature of the wavefronts is sketched - close to z = 0 the wavefronts are planar,
i.e.R(z) → ∞, while for large z the wavefronts approach a spherical pro le, such
thatR(z) ≈ z for z ≫ zR. e minimum radius of curvature isR(zR) = 2zR.

e Gaussian beam parameters of beam widthw(z) and Rayleigh length zR are de ned as [ ]

w(z) = w0(z)

√
1−

(
2z

kzw2
0

)2

; ( . )

zR =
kzw

2
0

2
. ( . )

e beam widthw(z) describes the spread of the beam away from the focal point, or waist, at
which the beam width has a minimum denoted byw0. e widthw(z) is de ned as the radius at
which the intensity is 1/e of the maximum intensity in that plane. e Rayleigh length describes
the distance from the focal point at whichw(z) =

√
2w0. e wavefronts associates with Gaussian

beams are curved; at zR from the beam waist, the radius of curvature of the beam is 2zR. ese
features are illustrated in Fig. . . . e Laguerre-Gaussian solution takes the form [ , ]

ψLG
l (r, t) =

NzR√
z2R + z2

(√
2ρ

w(z)

)l

Ll
p

(
2ρ2

w2(z)

)
eikzze−iωt

× exp

{
− ρ2

w2(z)
− ikzρ

2z

2(z2R + z2)
+ ilϕ+ i(2p+ l + 1) arctan

(
z

zR

)}
, ( . )

whereLl
p(x) is the generalised Laguerre polynomial, with azimuthal index l and radial index

p ≥ 0. ese describe modes with the Gaussian beam pro le in the z-direction, as depicted in
Fig. . . , and a radial beam pro le that varies with the indices p and l. e azimuthal index l
indicates the orbital angular momentum of the beam, similar to the Bessel beam above, and may
take any integer value. e radial index speci es the number of rings in the radial intensity
distribution, such that the beam has p+ 1 nodes, for |l| > 0 (for l = 0, the beam has a central
spot, and p additional nodes). Laguerre-Gaussian distributions are shown in Fig. . . for various
orders of l and p. As can be seen, the modes with |l| > 0 have a central minimum, and Eq. ( . )



has the appropriate eilϕ phase factor, indicating that the Laguerre-Gaussian modes are suitable
vortex functions. Another phase factor of interest is the Gouy phase, given by the factor
exp

{
i(2p+ l + 1) arctan

(
z
zR

)}
, which describes the phase change of the Gaussian beam a er

passing through focus. e Gouy phase is common to all beams with Gaussian distributions, and
re ects phase inversion on passing through the focal point [ ]. ough the Gouy phase change is
dependent on l, it does not contribute to the orbital angular momentum of the beam, and does not
affect the vortex features of the beam.

(a) LG00 (b) LG10 (c) LG20

(d) LG01 (e) LG111 (f) LG21

(g) LG02 (h) LG12 (i) LG22

Figure . . : Intensity distribution pa erns for the LGpl modes, shown in the
z = 0 plane. Intensity is given by |ψLG

l |2. e concentric ring structure of the
orbital angular momentum carrying modes is clear, with p + 1 nodes (or spots).
Colour scale shows the intensity variation within individual modes (not the relative
intensity variation across all modes). e Laguerre-Gaussian modes having l < 0
will have the same intensity distributions as shown above, however the phase (not
shown) will have the opposite sign.

e Bessel mode electron wavefunction and electric eld distribution will be used in the rest of
the work presented within this thesis. e Bessel function is simpler to work with, as the
z-dependence is restricted to the wave propagation factor. e features of interest are those arising
due to the vortex phase factor of eilϕ, which is the sole ϕ dependence of both mode functions, so
the Bessel function will illustrate the appropriate vortex behavior. We note that, with one exception,
the qualitative results of the following chapters will apply directly to the Laguerre-Gaussian optical
and electron modes; application of the appropriate methods discussed will yield the correct



quantitative results for the Laguerre-Gaussian modes. However, the results of Section . rely on a
particular property of the Bessel function, so that in order to extend this to the case of the
Laguerre-Gaussian beam, the beam must be expanded as a series of the Bessel function basis states.

. B S P H E

e paraxial approximation of ray optics consists of rays travelling at a small angle to the
propagation axis and polarised in the transverse direction, such that the variation of the beam’s
spatial distribution along the axis is small [ , ]. For the optics case this leads to the paraxial
Helmholtz equation (

∇2
T + 2ik∂z

)
u(r) = 0 ( . )

which, for the Bessel beam, is equivalent to the transverse variation restriction imposed on the
mode function u(ρ) and u(x, y) for the electron and optics derivations above respectively. In
optics, the problem with the paraxial approximation is that, for a mode polarised in, say, the
x-direction, the spatial distribution should not then have any dependence on x in order to satisfy
Maxwell’s equations [ ]. For Gaussian beams, this is resolved by considering the full mode
function as an expansion in a small parameter, the beam widthw0, to nd that the paraxial beams
are the zeroth order terms in the expansion [ , ]. us, the paraxial Helmholtz equation and its
solutions are valid in this limit, and provide a very good approximation to the experimental
intensity pa erns of laser modes of Gaussian and Laguerre-Gaussian modes [ , ].

e Bessel beams are not Gaussian, and so do not require the speci c paraxial equations, being
solutions to the full Schrödinger and Helmholtz equations as shown above. ey satisfy the
paraxial requirement that the distribution function vary slowly with z - indeed, the Bessel mode
function is z-invariant - however the rays are not directed along the z-axis, as shown in Section
. . . e momentum representation of the Bessel function in Fig. . . gives a clear idea of the

paraxial approximation for the Bessel beam - the angle θ of the cone of the k-vectors must be
restricted to small angles such that k⊥ ≪ kz [ ].

. . R E V

e electron vortex Bessel beam described above was found in the non-relativistic limit, via the
Schrödinger equation. e full, non-paraxial, relativistic electron vortex wave solutions were
described by nding vortex solutions to the Dirac equation [ ] (the Dirac equation is discussed
further in Chapter ). For electrons with spin polarisation given by the -spinorw, the relativistic



vortex solutions take the form

Ψl =
1√
2

[(√
1 + m

E
w

κσz cos θw

)
eilϕJl(k⊥ρ)

+ i


0

0

−βκ sin θ
0

 ei(l−1)ϕJl−1(k⊥ρ) + i


0

0

0

ακ sin θ

 ei(l+1)ϕJl+1(k⊥ρ)

]
eikzz−iωt

( . )

with

w =

(
α

β

)
; κ =

√
1− m

E
, ( . )

with |α|+ |β| = 1 and angle θ describing the opening angle of the cone of Bessel plane waves as
discussed in Section . . . It can be seen that two ‘extra’ modes arise in the relativistic electron
vortex solutions, making the relativistic electron vortex a mixed state of l and l ± 1 Bessel modes
for spin s = ±1. ese modes give contributions in the small components of the Dirac spinor; in
the non-relativistic limit κ→ 0, and in the paraxial limit we have sin θ → 0 so that these modes
vanish and the pure lmode is recovered.

Bliokh et al. describe the existence of these modes Jl±1(k⊥ρ) as a manifestation of coupling
between the spin and orbital angular momenta of the electron, leading to a spin-dependent
spli ing of the beam energy states, but also a difference in spatial distribution of the charge and
current densities [ ]. However, this is not the traditional spin-orbit interaction of the electron in a
radial eld, as in the familiar spin-dependent energy spli ing of the electron orbiting the hydrogen
nucleus [ ], though the symmetry properties under parity transformations remain the same
[ ]. e energy spli ing of the non-relativistic electron vortex due to its intrinsic electric eld is
discussed in Chapter .

Instead, the spin-orbit coupling described in [ ] arises from the electron motion through a
gauge eld - the Berry connection - associated with the adiabatic parallel transport of the electron
state vector about a closed circuit in a parameter space [ , ]. e Berry connection has a
non-zero curl - the Berry curvature - which means that the gauge eld has some circulation. If the
Berry curvature turns out to be zero, then the ‘Berry connection’ is not a proper gauge eld and can
be compensated by an appropriate gauge transformation. Integration of the Berry curvature around
the closed circuit in the parameter space yields extra phase factor which cannot be eradicated
though choice of gauge - the Berry phase. e Berry connection leading to the spin-orbit coupling
effect of [ ] is a relativistic and non-paraxial effect, arising from the momentum dependence of
the axis about which the spin and orbital angular momenta are de ned.



. . N -P O V

e electric eld of a non-paraxial light beam propagating in the z-direction should take the form
[ , ]

ENP = (ET(x, y) + Ez(x, y, z)) e
ikzz

= {(αx̂+ βŷ)ET(x, y) + ẑEz(x, y, z)} eikzz, ( . )

withET(x, y) andEz(x, y, z) chosen such that∇ · ENP = 0. Each component of Eq. ( . )
must satisfy the Helmholtz equation - solving this results in the Bessel mode solutions [ ]

ENP =

∫ k

0

dk⊥

(
(αx̂+ βŷ)Jl(k⊥ρ)e

ilϕ

+ ẑ
k⊥

2(k2 − k2⊥)
1
2

(
(iα+ β)Jl−1(k⊥ρ)e

i(l−1)ϕ

− (iα− β)Jl+1(k⊥ρ)e
i(l+1)ϕ

))
K(k⊥)e

iz(k2−k2⊥)
1
2 .

( . )

e integral over k⊥ leads to non-paraxiality, as this is equivalent to varying the cone angle
0 ≤ θ ≤ 2π. ese solutions show features similar to the non-paraxial, relativistic electron vortex
Bessel modes, namely a coupling of the spin polarisation degree of freedom (controlled byα and β)
and the orbital angular momentum. However, due to the transversality condition the z polarised
waves propagate in the x-y plane, rather than along the z-axis as is the case for the electron modes.
We note that the non-paraxial solutions for transverse magnetic modes have been demonstrated in
[ ] and that the non-paraxial Laguerre-Gaussian modes are also presented in [ ]

. N E V W

e electron vortex Bessel beam described above must be properly normalised in order to describe
realistic electron vortices in an electron microscope. ere are several ways of achieving
normalisation, depending on the particular beam of interest. Firstly, the in nite Bessel beam is
considered, which is taken to be a beam described by Eq. ( . ) that is of in nite radial and axial
extent. Secondly, a semi-in nite beam of in nite axial extent but nite radial width is considered,
and nally a nite beam restricted both radially and axially. e restriction of the radial extent of
the beam implies a nite number of rings of high intensity - ignoring the creation of rings due to
other factors in the electron optics, holographic masks may be designed to reproduce a certain
number of rings of the Bessel beam.

e nite and semi-in nite beams may be related to the experimentally measurable beam
parameters of energy and axial current. We de ne the ‘typical’ electron vortex beam to have the



following properties:

Beam energy: W = 200 keV;

Beam current: Iz = 1µ A;

Axial wavevector: kz = 2.29104× 1012 m−1;

Radial wavevector: k⊥ = 2.29104× 1010 m−1.

such that k⊥ = 0.01kz , well within the paraxial approximation. e normalisation is shown for
beams having l = 1, but the same procedure may be applied for beams having l > 1, as is required
in Chapter .

. . I N

e in nite Bessel beam described by Eq. ( . ) is normalised using delta functions such that

⟨ψv(r) |ψ′
v(r)⟩ = δl,l′δ(k⊥ − k′⊥)δ(kz − k′z). ( . )

Applying this normalisation condition gives

⟨ψv(r) |ψ′
v(r)⟩ = |N |2

∫ 2π

0

ei(l−l′)ϕdϕ

∫ ∞

−∞
ei(kz−k′z)zdz

∫ ∞

0

Jl(k⊥ρ)Jl′(k
′
⊥ρ)ρdρ ( . )

= |N |24π2δl,l′δ(kz − k′z)

∫ ∞

0

Jl(k⊥ρ)Jl′(k
′
⊥ρ)ρdρ. ( . )

is last integral can be evaluated using the Bessel function orthogonality condition of Eq. ( . ),
so that Eq. ( . ) becomes

⟨ψv(r) |ψ′
v(r)⟩ = |N |24π

2

k⊥
δl,l′δ(kz − k′z)δ(k⊥ − k′⊥). ( . )

Comparing this with Eq. ( . ) gives

|N |2 = k⊥
4π2

( . )

as the squared modulus of the normalisation factor. is factor must have the units of inverse
volume - writing the delta functions in terms of dimensionless quantities will allow this to be
checked. We have the relationship

δ(αx) =
1

|α|
δ(x), ( . )

which allows us to write
δ(k⊥ − k′⊥) =

1

k̂ρ
δ(κρ − κ′ρ) ( . )



where κ⊥ and k̂⊥ represent the magnitude and direction of the radial wavevector respectively.
Similarly, for the axial wavevector

δ(kz − k′z) =
1

k̂z
δ(κz − κ′z). ( . )

Each of the delta functions now clearly has the units of a length [L], so that the full vortex
wavefunction is now given by

ψv(r) =

√
k⊥
2π

Jl(k⊥ρ)e
ilϕeikzz, ( . )

with the appropriate dimension of [L]−
3
2 .

. . S -I N

As noted above, the in nite Bessel beam is unphysical. e normalisation process here will focus
on a beam with a xed diameter, but no constraint on the z-axis - i.e the single vortex electron
stretches out to in nity. e beam diameter is given as 2ρl,1, where

ρl,1 =
αl,1

k⊥
( . )

and αl,1 is the rst zero of the Bessel function of order l, so that only the single high intensity inner
ring is present, physically similar to placing an aperture in front of the beam. e semi-in nite
Bessel beam wavefunction is described as

ψv(r) = NlJl(k⊥ρ)e
ilϕeikzzΘ(ρl,1) ( . )

withΘ(x) the Heaviside step function. e normalization factorNl is different to that of the
in nite Bessel beam above, so that this apertured wavefunction must be now normalized. e
normalization condition is now

⟨ψv |ψ′
v⟩ = δl,l′δ(kz − k′z); ( . )

substituting the wavefunction of Eq. ( . ) gives

⟨ψv |ψ′
v⟩ = |Nl|2

∫ 2π

0

ei(l−l′)ϕdϕ

∫ ∞

−∞
ei(kz−k′z)zdz

∫ ρl,1

0

Jl(k⊥ρ)Jl′(k⊥ρ)ρdρ ( . )

= |Nl|24π2δl,l′δ(kz − k′z)

∫ ρl,1

0

J2
l (k⊥ρ)ρdρ ( . )

= |Nl|24π2δl,l′δ(kz − k′z)
1

k2⊥
Il ( . )

where the last integral has been wri en in the dimensionless form

Il =

∫ αl,1

0

J2
l (x)xdx, ( . )



to be evaluated numerically for an l = 1 beam:

I1 = 1.91. ( . )

e normalization factor for the beam with typical energy described above is thus

Nl =
k⊥

2π
√
Il

( . )

with correct units of [L]−
3
2 as before. Evaluating this for the l = 1 beam gives

N1 = 3.34× 109 m− 3
2 . ( . )

. . F N

An electron vortex beam created in an electron microscope will have nite length, as well as width.
e nite beam may be related to the axial electric current Iz , denoting the ux of the axial

component of the current density through a cross section of radius ρl,1:

Iz = 2πe|Nl|2
Il

k2⊥

(
~kz
m

)
, ( . )

where Il is the same as Eq. ( . ). Standard normalisation techniques give the result

Nl =
k⊥√
2πLIl

, ( . )

whereL is the nite linear extent of the electron wavefunction; however, rearranging Eq. ( . )
allows the normalisation factorNl to be found in terms of the beam current Iz , a measurable
quantity;

N2
l =

Izk
2
⊥m

2πeIl~kz
. ( . )

For the l = 1 beam this gives
N1 = 4.06× 1010 m− 3

2 . ( . )

e axial extent of the electron may now be approximated by

L =
e~kz
meIz

, ( . )

= 4.25× 10−2 m. ( . )

is classical calculation indicates the spatial separation of point-like electrons travelling at
approximately 0.8c. In the transmission electron microscope the samples are of a typical thickness
of 10− 100 nm, so that only one electron is interacting with the sample at any one time [ ], and
our single electron normalised wavefunction is an appropriate description of the beam in the region
of the sample. As a rst approximation, the full, multi-electron beam is viewed as a ‘stack’ of these
single electron wavefuctions passing sequentially though the electron optics and the sample.

ough the quantum nature of the electron leads to a spatial spread of the wavefunction - so that the



electron probability distribution is not the point-like Dirac delta distribution implicitly assumed in
Eq. ( . ) - the relatively large separation of≈ 4 cm indicates that the effects of electron-electron
interactions, such as the repulsive Boersch effect, may be neglected at these currents.

e electron beam in an electron microscope is not truly monochromatic, and the electrons
within the beam have an energy spread of order of 0.1-1 eV, depending on the electron source
[ ]. is energy spread affects the temporal coherence of the electron, leading to a broadened
wavepacket with envelope spanning some length δz [ ]. In the rest of this thesis we will assume
monochromatic electron beams so as to simply illustrate the dynamics arising due to the existence
of the vortex.



3
Vortex elds

T beam consists of charged particles, with net motion in the z-direction
of propagation. is implies that they should have associated electric and magnetic elds, as

any linear current would, but there are also characteristics of the eld that arise due to the speci c
vortex properties of the beam. ese elds are explored for electron Bessel vortices of various
values of l, in order to demonstrate the effect of winding number on the eld characteristics, and
illustrate those features arising due to the orbital angular momentum within the beam.

e electric and magnetic elds are found from the charge and current density of the electron
wavefunction using Maxwell’s equations. e general expressions for the charge and current
densities of the vortex beam are shown in Section . . Section . shows the derivation of the
general form of the electric eld of the Bessel vortex from the charge density, while the magnetic
eld is found from the beam’s current density, as shown in Section . . e expressions achieved

for each eld are then applied to speci c cases of Bessel beam - varying the winding number l and
the physical extent of the beam using the normalised wavefunctions of Section . - with the results
shown in Section . .

e expressions found for the electric and magnetic elds of the electron vortex, speci cally the
nite beam with l = 1, have been published in [ ].

. C C D

e eld of the electron vortex will be found from the charge and current density of the Bessel
beam by careful application of Maxwell’s equations. Using standard quantum mechanical



techniques [ ] the electron vortex wavefunction has charge density ρ̃l(r) given by

ρ̃l(r) = −e|ψv(r)|2

= −e|N |2J2
l (kρρ), ( . )

and current density J̃(r) of the form

J̃l(r) = −e ~
2mei

(ψ∗
v∇ψv − ψv∇ψ∗

v)

= −e|N |2 ~
me

J2
l (k⊥ρ)

(
l

ρ
ϕ̂+ kzẑ

)
. ( . )

e electric and magnetic elds of the vortex may now be found for the electron vortex described
by the Bessel function of order l. e Bessel function distribution gives a cylindrically symmetric
charge and current density, each varying only as a function of radial distance ρ. is indicates that
the electric and magnetic elds will each also have such cylindrical symmetry.

ese charge and current densities will be determined for the cases of the in nite, semi-in nite
and nite Bessel beams discussed in Section . , and expressions for the electric and magnetic
elds found. For the in nite beam, the densities are given by the exact expressions above, however

the beams of nite radial extent require slight modi cations in order to convey the correct spatial
distribution. is is accomplished by writing the wavefunction of the apertured beam in the form

ψ◦
l (r) = ψl(r)Θ(ρl,1 − ρ) ( . )

whereΘ(x) is the Heaviside step function representing the beam having a nite width, with a cut
off at the rst zero of the lth order Bessel function ensuring a smooth, continuous wavefunction.

e corresponding charge and current densities have the similar form

ρ̃◦l (r) = ρ̃l(r)Θ(ρl,1 − ρ); ( . )

J̃l
◦
(r) = J̃l(r)Θ(ρl,1 − ρ), ( . )

so that the general methods shown below are applicable to each of the normalised vortex beams.

. E F

e electric eld will be found from the charge density ρ̃ using Gauss’ law:∫
S

E(r) · dS =
1

ε0

∫
V

ρ̃(ρ)dV. ( . )

Due to the cylindrical symmetry of the beam, a suitable surface S will be a cylinder of constant
radius ρ, and heightL, centred on the origin. For the Bessel beam of in nite length it is clear that
there will be no net eld in the z direction¹ so that the electric eld has a single component in the

¹ e beam of nite length described in Section . has a radius of order 10−10 m, and a length of order 10−2

m. Provided the area of interest is towards the centre of the beam, this ratio is sufficiently large to ensure that the z
component of the resulting eld is very small. Additionally, as described above, the beam in an electron microscope



radial direction, and we may write

∫ 2π

0

∫ L
2

−L
2

E(ρ)ρdzdϕ = −e|N |2

ε0

∫ 2π

0

∫ L

0

∫ ρ

0

J2
l (kρρ

′)ρ′dρ′dzdϕ. ( . )

e full electric eld is thus given by

E(ρ) = −ρ̂ρρe|N |2

ε0ρ

∫ ρ

0

J2
l (kρρ

′)ρ′dρ′. ( . )

Evaluating this² gives the electric eld for the in nite Bessel beam of order l:

E(ρ) = −ρ̂ρρe|N |2

2ε0
ρ
(
J2
l (k⊥ρ)− Jl−1(k⊥ρ)Jl+1(k⊥ρ)

)
( . )

as the electric eld of the electron Bessel beam. is is valid for any l, so may also be applied to the
non-vortex Bessel beam of l = 0.

. M F

Evaluation of the magnetic eld is slightly more involved, and requires a more careful choice of
limits in the use of the integral form of Ampère’s law:∮

∂S

B(r) · dl = µ0

∫
S

J̃(r) · dS+ µ0ϵ0

∫
S

∂E(r)

∂t
· dS. ( . )

e electric eld has no time dependence, so the second term on the right hand side of Eq. ( . )
may be discarded. e remaining may now be split into three separate expressions, detailing the
magnetic eld arising from each component of the current. e current passing through each of the
surfaces in Fig. . . gives a contribution to the line integral of the component of magnetic eld in
the direction of the path, so that identifying the eld and current components relevant to each
surface allows us to write:

µ0

∫
S1

J̃z(r)ρdϕdρ =

∮
∂S1

[Bϕ(r)ρdϕ+Bρ(r)dρ] ( . )

µ0

∫
S2

J̃ρ(r)ρdϕdz =

∮
∂S2

[Bϕ(r)ρdϕ+Bz(r)dz] ( . )

µ0

∫
S3

J̃ϕ(r)dρdz =

∮
∂S3

[Bρ(r)dρ+Bz(r)dz] ( . )

where the expressions on the right hand side of Eqs. ( . ), ( . ) and ( . ) indicate the line
integrals sketched around the surfaces of Fig. . . . ese expressions may now be evaluated
piecewise, for chosen limits, to obtain the full magnetic eld. e cylindrical symmetry of the
situation allows us to infer that the magnetic eld components, like the electric eld, are functions

is considered to consist of a constant current of these electron wavefunctions of nite length, passing through the mi-
croscope in succession. Accordingly, the elds experienced by a thin TEM sample will be constant in the z direction,
so that the results derived here are applicable to the physical case, necessitating only a suitable multiplicative factor.

²Evaluation of this expression is achieved though symbolic integration using Mathematica.



of ρ only. However, so as to de ne the line integrals clearly, the magnetic eld components will be
given as explicit functions of position, i.e.B(ρ, ϕ, z).

(a) Surface S1 (b) Surface S2

(c) Surface S3

Figure . . : e surfaces (shaded) over which the current density components are
integrated, bounded by the paths (blue, direction indicated with arrows) over which
the magnetic eld is integrated. (a) corresponds to Eq. ( . ), (b) corresponds to
Eq. ( . ), and (c) corresponds to Eq. ( . ).

. . A C

Writing Eq. ( . ) in full gives:

µ0

∫ ρ2

ρ1

∫ ϕ2

ϕ1

J̃z(r)ρdρdϕ =

∫ ϕ2

ϕ1

Bϕ(ρ1, ϕ, z1)ρ1dϕ+

∫ ρ2

ρ1

Bρ(ρ, ϕ2, z1)dρ∫ ϕ1

ϕ2

Bϕ(ρ2, ϕ, z1)ρ2dϕ+

∫ ρ1

ρ2

Bρ(ρ, ϕ1, z1)dρ. ( . )

Reversing the limits of the nal integral over ρ, and recognising thatBρ(ρ, ϕ2, z1) = Bρ(ρ, ϕ1, z1)

due to the symmetry of the current density the two integrals over ρ on the right hand side cancel,
leaving

µ0

∫ ρ2

ρ1

J̃z(r)ρdρ = ρ1Bϕ(ρ1, ϕ, z1)− ρ2Bϕ(ρ2, ϕ, z1). ( . )



Choosing limits will allowBϕ to be found - choosing ρ1 = 0; ρ2 = ρ is a natural choice, which
gives the general form

Bϕ(ρ) = eµ0~
kz|Nl|2

me

1

ρ

∫ ρ

0

J2
l (k⊥ρ

′)ρ′dρ′. ( . )

e remaining integral is identical to that of Eq. ( . ); explicitly the azimuthal component of the
magnetic eld of the in nite beam is then

Bϕ(ρ) = eµ0~
kz|Nl|2

2me

ρ
(
J2
l (k⊥ρ)− Jl−1(k⊥ρ)Jl+1(k⊥ρ)

)
. ( . )

. . A C

From Eq. ( . ), we have

µ0

∫ ρ2

ρ1

∫ z2

z1

J̃ϕ(r)dzdρ =

∫ ρ2

ρ1

Bρ(ρ, ϕ, z1)dρ+

∫ z2

z1

Bz(ρ2, ϕ, z)dz

+

∫ ρ1

ρ2

Bρ(ρ, ϕ, z2)dρ+

∫ z1

z2

Bz(ρ1, ϕ, z)dz. ( . )

Once again, the contributions involvingBρ(ρ, ϕ, z)may be eliminated to give

µ0

∫ ρ2

ρ1

J̃ϕ(r)dρ = Bz(ρ2, ϕ, z)dz −Bz(ρ1, ϕ, z)dz. ( . )

Here, the limits are again chosen so as to eliminate one of the terms on the right hand side. e
in nite Bessel beam may be thought of as a set of concentric in nite solenoids, so that the
contribution to the eld in the z direction at ρ comes from the circulating current J̃ϕ enclosed
within the radius ρ. e magnetic eld should tend to zero as ρ→ ∞, since Jϕ(∞) → 0, giving a
sensible limit as ρ1 = ρ; ρ2 = ∞. is gives

Bz(ρ) = eµ0~
l|Nl|2

me

∫ ∞

ρ

J2
l (k⊥ρ

′)

ρ
dρ′. ( . )

Evaluating this³ for an in nite Bessel beam of order l gives

Bz(ρ) = eµ0~
|Nl|2

2me

(
1−

4−lρ2l2F3

[
{l, l + 1

2
}; {l + 1, l + 1, 2l + 1};−ρ2

]
l2[Γ(l)]2

)
, ( . )

where pFq[{a1 . . . ap}; {b1 . . . bq}; z] is the generalised hypergeometric function, and Γ(x) the
gamma function. is general form reduces to a series of products of Bessel functions for particular
values of l.

³Evaluation of this expression is achieved though symbolic integration using Mathematica.



. . R C

In both the calculations above, the radial component of the magnetic eld was neglected without
issue. is suggests that there is no radial component to the net magnetic eld generated by the
vortex current; continuing the analogy of the vortex beam with a solenoid shows that this is the
case. e current density of Eq. ( . ) has a helical form. A classical helical current carrying in nite
wire is expected have a magnetic eld directed through the centre of the helix in the z-direction due
to the circulating current, as well as a eld in the azimuthal direction, due to the linear charge
transport. No radial component is expected, unless the helix itself is deformed, breaking the
cylindrical symmetry.

. S E M F B B

e electric and magnetic eld expressions found above are used to nd the quantitative
electromagnetic elds of the normalised Bessel beam wavefunction of Section . . e elds for
each case of the in nite and nite beams (the semi- nite beams shows the same spatial variation,
with reduced magnitudes due to the different normalisation factor) are evaluated for l = 0, 1, 3

and 10, so as to show how the characteristics of the eld change with increasing orbital angular
momentum. Comparison with l = 0will indicate the speci c characteristics that are unique to the
vortex beam with orbital angular momentum.

. . I B

e in nite beam has the straightforward spatial form

ψl(r) =

√
k⊥
2π

Jl(k⊥ρ)e
ikzzeilϕ. ( . )

e general results of Eq. ( . ), Eq. ( . ) and Eq. ( . ) are directly applicable to the in nite
beam. e resulting elds for various values of l are plo ed in Fig. . . and Fig. . . , for each
beam having transverse momentum k⊥ = 2.3× 1010 m−1. ese plots were generated in
Mathematica by straightforward substitution into the relevant expressions.

e electric eld and the ϕ-component of the magnetic eld have a similar spatial distribution -
as can be seen each node of the beam leads to a local maximum of the eld amplitude at a radius
enclosing the node. is gives the elds an oscillatory character. It is clear that the amplitudes of
Eρ andBϕ tend to a nite value, due to the charge and current densities having a non-zero value
everywhere except at ρ→ ∞. e z-component of the magnetic eld exists only for those beams
with l > 0 - as discussed above this eld component arises due to the circulation of current within
the beam, which requires vortex characteristics. is axial eld has a maximum at the centre of the
beam, dropping off quickly to approach zero. is eld also shows oscillations; again, the total
current contained within each node is the same, so that the local current density within each ring is
greatly reduced with ρ, and the oscillations quickly become small.

e magnetic eld plots of Fig. . . show the two components of the magnetic eld on the
same graph. Note thatBz(ρ) is two orders of magnitude smaller thanBϕ for all values of l. e



eld magnitudes are found to decrease with increasing l, due to the overall decrease in amplitude of
the Bessel beam probability wavefunction, as shown in Fig. . . . e spatial variation of the elds
is plo ed in the z = 0 plane in Fig. . . ; the electric eld plots for each value of l are plo ed with
colour scale relative to the electric eld for the l = 0 beam, and similarly the plots of bothBϕ(ρ)

are scaled toBϕ(ρ) for l = 0. eBz(ρ) plots are scaled to ofBϕ(ρ) for l = 0 in order to
ensure that detail is visible. e magnitudes of the elds found for the in nite beam are very small,
since the in nite beam represents a single electron wavefunction spread over all space, so the charge
and current densities are very small. When the extent of the electron wavefunction is restricted, as
with the nite beam, the magnitude of the eld become more reasonable.

. . F B

As indicated above the wavefunction of a nite beam normalised with respect to a total axial
current, Iz has the form

ψ◦
l (r) =

√
Izk2⊥me

2πe~kzIl

Jl(k⊥ρ)e
ikzzeilϕΘ(ρl,1 − ρ). ( . )

Evaluating the elds for such apertured Bessel beam of order l = 0, 1, 3 and 10 and
k⊥ = 2.3× 1010 m−1 gives the elds shown in Fig. . . and Fig. . . . In order to obtain to
correct spatial distributions for the elds, the expressions Eq. ( . ), Eq. ( . ) and Eq. ( . ) were
re-evaluated using the charge and current densities for the apertured wavefunction, as given in
Eq. ( . ) and Eq. ( . ).

e main difference compared to the in nite elds of Section . . is that the elds are no longer
oscillatory, and tend to zero since the current and charge density are both zero outside of ρl,1. e
single node of the apertured Bessel beam leads to single maximum in each of theEρ(ρ) andBϕ(ρ)

elds, which then fall off to zero since no further change or current density is enclosed. Similarly,
Bz(ρ) is now exactly zero at ρl,1, as there is no current outside this radius to contribute to the eld.

e relative magnitudes of the elds of the nite Bessel beam are shown in Fig. . . . Again, the
increase in l leads to a decrease in the overall eld strength; however the overall magnitude is much
larger than that of the in nite elds, and closer to what would be expected for an experimentally
realisable electron vortex. e magnetic elds are of the order of 10−6 T for the azimuthal eld,
and 10−8 T for the z-component. ese elds are very small, but scale linearly with current, so that
larger elds could be produced experimentally. e z-component is particularly interesting, as it is
unique to the vortex beam, and is very localised in a region of Å order. is indicates that the vortex
beam could potentially nd applications in investigation quantum mechanical phase effects due to
localised magnetic elds and ux quanta, such as the Aharonov-Bohm effect [ ].



(a)Eρ(ρ), l = 0 (b)Bϕ(ρ), l = 0

(c)Eρ(ρ), l = 1 (d)Bϕ,z(ρ), l = 1

(e)Eρ(ρ), l = 3 (f)Bϕ,z(ρ), l = 3

(g)Eρ(ρ), l = 10 (h)Bϕ,z(ρ), l = 10

Figure . . : e electric and magnetic elds of the Bessel beam of in nite radial
and axial extent. For beams with l = 0, 1, 3 and 10 the electric elds are shown in
(a), (c),(e) and (g) respectively, with the magnetic elds shown in (b), (d),(f) and
(h). Note that the z-components of the magnetic elds are two orders of magnitude
smaller than the ϕ-component.



(a)Eρ(ρ), l = 0 (b)Bϕ(ρ), l = 0

(c)Eρ(ρ), l = 1 (d)Bϕ(ρ), l = 1 (e)Bz(ρ), l = 1

(f)Eρ(ρ), l = 3 (g)Bϕ(ρ), l = 3 (h)Bz(ρ), l = 3

(i)Eρ(ρ), l = 10 (j)Bϕ(ρ), l = 10 (k)Bz(ρ), l = 10

Figure . . : Density plots of the electric and magnetic elds for the in nite Bessel
beam. Plot colour ofEρ(ρ) andBϕ(ρ) is scaled to the corresponding elds of the
l = 0 beam, with high eld shown as yellow, and low as dark blue (order reversed for
negative electric eld). Bz(ρ) is plo ed scaled to in order to show detail.



(a)Eρ(ρ), l = 0 (b)Bϕ(ρ), l = 0

(c)Eρ(ρ), l = 1 (d)Bϕ,z(ρ), l = 1

(e)Eρ(ρ), l = 3 (f)Bϕ,z(ρ), l = 3

(g)Eρ(ρ), l = 10 (h)Bϕ,z(ρ), l = 10

Figure . . : e electric and magnetic elds of the Bessel beam of nite radial and
axial extent. For beams with l = 0, 1, 3 and 10 the electric elds are shown in (a),
(c),(e) and (g) respectively, with the magnetic elds shown in (b), (d),(f) and (h).
Note that the z-components of the magnetic elds are two orders of magnitude
smaller than the ϕ-component.



(a)Eρ(ρ), l = 0 (b)Bϕ(ρ), l = 0

(c)Eρ(ρ), l = 1 (d)Bϕ(ρ), l = 1 (e)Bz(ρ), l = 1

(f)Eρ(ρ), l = 3 (g)Bϕ(ρ), l = 3 (h)Bz(ρ), l = 3

(i)Eρ(ρ), l = 10 (j)Bϕ(ρ), l = 10 (k)Bz(ρ), l = 10

Figure . . : Density plots of the electric and magnetic elds for the in nite Bessel
beam. Plot colour ofEρ(ρ) andBϕ(ρ) is scaled to the corresponding elds of the
l = 0 beam, with high eld shown as yellow, and low as dark blue (order reversed for
negative electric eld). Bz(ρ) is plo ed scaled to in order to show detail.



4
Linear andOrbital AngularMomenta of the Vortex

Beam

E optical vortex beams both possess quantised orbital angular momentum. e
precise density distribution of this orbital angular momentum depends on the structure of

the beam, and its distribution. In this chapter, the linear and angular momenta of the electron and
optical Bessel and Laguerre-Gaussian vortices are derived and discussed. It is found that for an
optical vortex beam with either the Bessel or Laguerre-Gaussian distribution has totalmomenta -
both linear and axial - in the z-direction only, despite the presence of other components in the
momentum density. is is also found for the electron vortex beam case. Since both the optical and
electron vortices are shown to induce rotational motion, in particles acting under their in uence
[ , , , ] the conclusion must be that the momentum density of each vortex is important.
For the optical spanner effect, it is the momentum density of the elds penetrating the particle that
produces the rotation [ ], whereas for the electron vortex, the rotation is thought to be a
mechanical effect arising due to elastic collisions between the object and the vortex mass current
density [ ].

Knowledge of the momentum densities of the electron and optical vortices is therefore
important for discussion of the rotation of particles in such elds. e linear and angular
momentum densities of an optical vortex of general distribution are given in Section . , leading to
the total linear and angular momenta. e linear and angular momentum densities of the electron
vortex are also found, however the electron vortex is found to have two contributions - one
mechanical, due to the mass ux, and one electromagnetic, due to the elds associated with the
electron vortex. ese are evaluated and compared in Section . . Finally, the magnitude of the
rotation of a nanoparticle induced by the mechanical in uence of the electron vortex is estimated in
Section . , and the potential use for electron vortices to investigate friction forces on nanoscale



particle is discussed.

. O V

e momentum density of an electromagnetic eld can be found from the energy ux density of
the eld, the Poynting vector S. For a periodically varying eld, such as the case of the optical
vortices considered here, the Poynting vector must be averaged over a wave-cycle

SSS =
1

µ0

⟨E×B⟩ . ( . )

For the linear momentum density, we have

PPP =
1

c2
SSS ( . )

= ε0 ⟨E×B⟩ . ( . )

Similarly, the angular momentum density is found to be

LLL = r×PPP ( . )

= ε0r× ⟨E×B⟩ . ( . )

e total linear and angular momenta of the beam will be found by integrating the corresponding
density over the extent of the beam. is will be applied to the optical vortex solutions of Chapter
, here given in the form:

E(r, t) = E0u(ρ, z)e
ilϕeikzze−iωtε̂εε, ( . )

for some polarisation ε̂εε. e functions u(ρ, z)may be either the Bessel or the Laguerre-Gaussian
mode functions without the phase factor eilϕ+ikzz:

uB(ρ) =Jl(k⊥ρ); ( . )

uLG(ρ, z) =
zR√
z2R + z2

(√
2ρ

w(z)

)l

Ll
p

(
2ρ2

w2(z)

)
× exp

{
− ρ2

w2(z)
− ikzρ

2z

2(z2R + z2)
+ i(2p+ l + 1) arctan

(
z

zR

)}
. ( . )

e linear and angular momentum densities will be found for optical vortices of the form given
in Eq. ( . ) for circularly polarised elds having spin σ = ±1. e polarisation vector εεε is then

ε̂εε =
x̂+ iσŷ

2
( . )

=
eiσϕρ̂ρρ− iσe−iσϕϕ̂ϕϕ

2
. ( . )



giving

E(r, t) =
E0

2
u(ρ, z)eikzze−iωt

(
ei(l+σ)ϕρ̂ρρ− iσei(l−σ)ϕϕ̂ϕϕ

)
. ( . )

e magnetic eld of the optical vortex is found from the electric eld vector using Faraday’s law

∇× E = −∂B
∂t

; ( . )

giving the corresponding magnetic eld as

B =
E0e

ikzze−iωt

2ω

[
ρ̂ρρσei(l−σ)ϕ (ikzu+ ∂zu)− iϕ̂ϕϕei(l+σ)ϕ (ikzu+ ∂zu)

− ẑ

(
σ

ρ
ei(l−σ)ϕu+ σei(l−σ)ϕ∂ρu+

(l + σ)

ρ
ei(l+σ)ϕu

)]
. ( . )

e electric and magnetic elds may now be used to nd the momentum density, using

PPP =
ε0
2
(E∗ ×B+ E×B∗) . ( . )

e linear momentum density of the optical vortex is found to be

PPPOV =
ε0E

2
0

4ω

[
ϕ̂ϕϕ

{
2
(l + σ)

ρ
u∗u+

σ

ρ
u∗u

(
e2iσϕ + e−2iσϕ

)
+ σu∗∂ρu

(
e2iσϕ + e−2iσϕ

)}

− ρ̂ρρiσ
(l + σ)

ρ
u∗u

(
e2iσϕ − e−2iσϕ

)
+ 4ẑkzu

∗u

]
, ( . )

which simpli es to become

PPPOV =
ε0E

2
0

2ω

[
ρ̂ρρ
(l + σ)

ρ
u∗u sin(2ϕ)

+ ϕ̂ϕϕ

{
(l + σ)

ρ
u∗u+

σ

ρ
u∗u cos(2ϕ) + σu∗∂ρu cos(2ϕ)

}
+ 2ẑkzu

∗u

]
.

( . )

From this, we may now nd the total linear momentum, by integrating over all space. However, the
momentum density must rst be given in a fully independent coordinate representation, as the
precise directions ρ̂ρρ and ϕ̂ϕϕ depend on position. It will be convenient to express the unit directions
in independent Cartesian coordinates, but perform the integration using cylindrical polar
coordinates. e unit direction ρ̂ρρ can be expressed in Cartesian coordinates as

ρ̂ρρ =
x√

x2 + y2
x̂+

y√
x2 + y2

ŷ,

= cosϕx̂+ sinϕŷ; ( . )



similarly, the unit ϕ̂ϕϕ direction is wri en as

ϕ̂ϕϕ = − y√
x2 + y2

x̂+
x√

x2 + y2
ŷ,

= − sinϕx̂+ cosϕŷ. ( . )

e total linear momentum of the beam is now given as

P =

∫
dV x̂ (Pρ cosϕ− Pϕ sinϕ) + ŷ (Pρ sinϕ+ Pϕ cosϕ) + ẑPx. ( . )

It can be seen that, regardless of the speci c functional form ofPρ orPϕ, the integration over ϕwill
yield zero for all x̂ and ŷ terms. us the linear momentum is found to be in the ẑ direction only:

POV = ẑ
ε0E

2
0

ω
kz

∫
u∗udV, ( . )

which, for a properly normalised single photon wavefunction gives the result

POV = ẑ~kz. ( . )

e angular momentum density of the beam may also now be found, by applying Eq. ( . ) to
the linear momentum density of Eq. ( . ),

LLLOV = −ρ̂ρρzPϕ + ϕ̂ϕϕ (zPρ − ρPz) + ẑρPϕ. ( . )

e angular momentum density then has the form

LLLOV =
ε0E

2
0

2ω

[
− ρ̂ρρz

{
(l + σ)

ρ
u∗u+

σ

ρ
u∗u cos(2ϕ) + σu∗∂ρu cos(2ϕ)

}

+ ϕ̂ϕϕ

{
z
(l + σ)

ρ
u∗u sin(2ϕ)− 2ρkzu

∗u

}

+ ẑρ

{
(l + σ)

ρ
u∗u+

σ

ρ
u∗u cos(2ϕ) + σu∗∂ρu cos(2ϕ)

}]
.

( . )

is may now be integrated over the beam volume to nd the total angular momentum within the
beam. Again, the ϕ̂ϕϕ and ρ̂ρρ unit directions must be transformed to Cartesian unit vectors; it can be
seen that neither the ρ̂ρρ or the ϕ̂ϕϕ components will contribute to the total angular momentum a er
integration. As for the ẑ component, due to the presence of factors of cos(2ϕ) in the second and
third terms, only the rst term will contribute to the total angular momentum. us, the total
angular momentum within the beam is given as

LOV = ẑ
ε0E

2
0

2ω
(l + σ)

∫
u∗udV ; ( . )



for the normalised single photon wavefunction this gives

LOV = ẑ~(l + σ). ( . )

Similar to the linear momentum, this is in the axial direction only despite there being transverse
components to the angular momentum density. ese results are consistent with the results of
previous investigations into the momentum density of Bessel beams of various transverse
polarisations [ ].

. E V

e electron vortex has two sources of momentum, both linear and angular. e mechanical
motion of the electrons within the beam gives rise to the momenta associated with the mass ux of
the beam, including the orbital angular momentum l~; however since the beam is charged it also
possesses an electric eld, and a magnetic eld due to its motion, as shown in Chapter . As shown
above, the electromagnetic elds also have associated linear and angular momenta. For the Bessel
electron vortex, these eld contributions to the beam momenta will be evaluated, and compared to
their mechanical counterparts.

. . M M

e total linear and angular momenta associated with the mass ux of the electron vortex solutions
of Chapter will be found from the corresponding momentum densities. Similar to above, the
electron vortex wavefunction is wri en in the form

ψ(r, t) = Nlu(ρ, z)e
ilϕeikzze−iωt, ( . )

where again u(ρ, z) stands for either the Bessel or the Laguerre-Gaussian beam mode functions,
given in Eq. ( . ) and Eq. ( . ) respectively, and each mode is assumed to be properly normalised.
Using standard quantum mechanical techniques, the probability current density is given by

J = − i~
2me

(ψ∗∇ψ − ψ∇ψ∗) . ( . )

Applying this to the electron vortex beam of Eq. ( . ) gives the general vortex current density in
the form

J = −i~|Nl|2

2me

[
ρ̂ρρ (u∗∂ρu− u∂ρu

∗) + ϕ̂ϕϕ
2il

ρ
u∗u+ ẑ (u∗∂zu− u∂zu

∗ + 2ikzu
∗u)

]
. ( . )

For the electron vortex the linear momentum density is given by the mass current density, found
from the probability current density by

PPPEV = meJ. ( . )



Similar to above, the angular momentum density is found using

LLLEV = r×PPPEV. ( . )

e total linear momentum of the general electron vortex wavefunction of Eq. ( . ) is found to
be

PEV =
~|Nl|2

2

∫
(iu∂zu

∗ − iu∗∂zu+ 2kzu
∗u) dV ; ( . )

once again, only the ẑ component contributes, due to the vanishing integral over ϕ. For the Bessel
beam of Eq. ( . ) the total angular momentum is

PB
EV = 2π~kzLIl|Nl|2ẑ

= ~kzẑ, ( . )

using the normalisation of the electron vortex in Section . . For the Laguerre-Gaussian beam, the
situation is a li le more complicated, due to the complex z-dependence of the mode function
uLG(ρ, z). e linear momentum becomes

PLG
EV =

~|Nl|2

2

∫ (
−kzρ

2

2

(z2 − z2R)

(z2 − z2R)
2
− 2(2p+ l + 1)

zR
z2R + z2

+ 2kz

)
u∗udV. ( . )

In the limit of a Laguerre-Gaussian beam with in nite length the contribution of the rst term and
second terms goes to zero, recovering the expected momentum of ~kz . We note here that the
Bessel beam is an eigenstate of the momentum operator p̂z = −i~∂z , while the
Laguerre-Gaussian beam is not.

e angular momentum density of the Bessel beam is found from the linear momentum density
in the same way as before; we have

LLLEV =
~|Nl|2

2

[
ϕ̂ϕϕ {iz (u∗∂ρu− u∂ρu

∗) + iρ(u∂zu
∗ − u∗∂zu+ 2kzu

∗u)}

+
2l

ρ
(ẑ− ρ̂ρρ)u∗u

]
. ( . )

Again, the unit vectors ρ̂ρρ and ϕ̂ϕϕ are replaced by the Cartesian vectors Eq. ( . ) and Eq. ( . ), so
that the total orbital angular momentum of the beam is found to be

LEV = l~|Nl|2
∫
u∗udV

= ~lẑ ( . )

for both the Bessel and Laguerre-Gaussian electron vortices, as expected. Both modes are
eigenfunctions of the angular momentum operator L̂z .



. . E M

e electromagnetic elds of the Bessel vortex were shown in Chapter to have the following form

E(ρ) = ρ̂ρρ
1

ε0ρ

∫ ρ

0

ρ̃l(ρ
′)ρ′dρ′, ( . )

for the electric eld, and

B(ρ) = µ0

[
ϕ̂ϕϕ
1

ρ

∫ ρ

0

J̃z(ρ
′)ρ′dρ′ + ẑ

∫ ∞

ρ

J̃ϕ(ρ
′)dρ′

]
( . )

for the magnetic eld. We will now apply the same treatment as in Section . , using the Poynting
vector to determine the linear and angular momentum densities. For the linear momentum density,
we have

PPPEM = ε0

(
−ϕ̂ϕϕEρBz + ẑEρBϕ

)
, ( . )

which implies for the angular momentum density

LLLEM = −ε0
(
ρ̂ρρzEρBz + ϕ̂ϕϕρEρBϕ − ẑρEρBz

)
. ( . )

Once again, the ρ̂ρρ and ϕ̂ϕϕ components vanish a er integration over ϕ, leaving

PEM = ẑε0

∫
EρBϕdV ; ( . )

LEM = ẑε0

∫
ρEρBzdV. ( . )

ese may now be evaluated for the typical electron vortex beam of Section . , using the relevant
electric elds of Chapter . is is carried out for the beams of nite radius and length, having
l = 0, 1, 3 and 10, using the expressions for electric and magnetic elds obtained using the nite
wavefunction of Eq. ( . ). e integrals ofPEM andLEM should be evaluated over all space;
however, as described in Section . . the beam is considered to consist of a ‘stack’ of single
electron wavefunctions, so the integral over z may be restricted to the beam lengthL ≈ 4cm, in
order to nd the contribution per electron. It is not sensible to evaluate the total momentum of the
beam of in nite radial extent; since the Bessel beam contains an in nite number of nodes, with
each node carrying the same total current. us, the electric and magnetic elds approach a
non-zero value at in nity, leading to an in nite total linear or angular momentum within the beam.

e results of the total linear and angular momenta for the nite beams¹ are summarised in Table
. . and Table . . respectively. For the linear momentum, it is found that each beam carries

approximately the same linear momentum in its eld, and the minor discrepancies are considered

¹In order to obtain the linear and angular momenta, the integrals of Eq. ( . ) and Eq. ( . ) were performed
numerically using Mathematica. For the linear momentum the upper limit of the radial of Eq. ( . ) integral should
be in nity, however it was found that the expressionEρBϕρ did not converge sufficiently quickly to obtain a sensible
result. Instead, the limits for each integral have been set to 108ρl,1, which is of the order of cm. Extrapolation of the
elds to this point shows that they are effectively zero, being 108 times smaller than the eld maximum, so that this

limit is sufficient to show the order of magnitude of the electromagnetic momentum. For the angular momentum,
this is no longer a problem, as the relevant magnetic eld is identically zero outside of the beam radius, so that se ing
the upper limit to ρl,1 yields an exact result.



PM(kg m s−1) PEM(kg m s−1) PEM/PM

l = 0 ~kz −6.12× 10−34 −2.53× 10−12

l = 1 ~kz −6.04× 10−34 −2.50× 10−12

l = 3 ~kz −6.00× 10−34 −2.48× 10−12

l = 10 ~kz −5.95× 10−34 −2.31× 10−12

Table . . : Magnitude of the mechanical and electromagnetic contributions to the total linear
momenta of the electron vortex Bessel beams with l = 0, 1, 3 and 10.

LM( J s) LEM( J s) LEM/LM

l = 0 0 0 –
l = 1 ~ −1.59× 10−48 −1.51× 10−14

l = 3 3~ −3.53× 10−48 −1.12× 10−14

l = 10 10~ −3.52× 10−48 −3.34× 10−15

Table . . : Magnitude of the mechanical and electromagnetic contributions to the total
angular momenta of the electron vortex Bessel beams with l = 0, 1, 3 and 10.

to arise from the approximation made in the numerical calculation, since the total charge and
current contained in each Bessel beam is the same. e ratio of electromagnetic to mechanical
angular momentum appear to decrease with an increase in orbital angular momentum. BothPEM

andLEM are extremely small compared to their mechanical counterparts; at these currents of 1 µA
they are negligible.

. M R N

e electron vortex has been shown to cause rotation of nanoparticle placed within the beam,
however the precise mechanism causing the rotation is as yet unclear [ , ]. e exact
mechanism of interaction will depend on the particularities of the nanoparticle, such as its shape
and composition. For a dielectric medium, extra effects due to the elds of the vortex may arise,
while for metallic particles excitations such as plasmon resonances may modify the interaction,
though these effects will be small relative to the mechanical effects of elastic collisions between the
electrons and the particle, since the probability of inelastic interactions is small for small particles.

e observations of Verbeeck et al. and Gnanavel et al. show conclusively the electron vortex
induced rotation of nanoparticles [ , ]. e con rmation of rotation in both cases was achieved
by observation of the rotation of the crystal planes of the nanoparticle, however due to frictional
forces the observed rates of rotation were very small, so that the particle achieved a rotation rate of
the order of a few mrads−1 to tens of mrads−1. ough the effect is small, the in uence of the
electron vorticity is clear, as the direction of rotation changes for beams with opposite vorticity.
However, (unpublished) experimental observations at York show that the net rotation is
accompanied by oscillations in both directions such that on small timescales the direction of
rotation switches. It is also noted that in order to obtain any rotation, the nanoparticles must be



subject to the beam for some time, so that the support on which the particles are resting is damaged,
making minimal contact with the particle [ ]. ese observations suggest that friction plays large
role in these experiments. Since friction on the nanoscale is not well understood, it is difficult to
obtain quantitative results regarding the elastic interaction of electron vortices with particles.

Two possible experiments for observation of nanoparticle rotation in the absence of friction are
sketched below in Fig. . . . Both experiments involve a nanoparticle suspended in the eld of the
electron vortex - in the rst scenario, depicted in Fig. . . a this is accomplished by laser trapping,
while the particle in the second scenario is levitated by the combined action of two
counter-propagating beams, as shown in Fig. . . b. e magnitude of possible rotation induced
may now be estimated for both cases.

(a) (b)

Figure . . : Proposed experiments to explore electron vortex induced rotation of
nanoparticles in the absence of friction. (a) shows a cylindrical nanoparticle of ra-
dius and heightR suspended in the laser eld of optical tweezers (red), illuminated
from above by an electron vortex (yellow). (b) shows the same nanoparticle bal-
anced in the centre of two counter-propagating electron beams, one approaching
the particle from above (yellow) the other from below (blue). e opposite orbital
angular momentum of the counter-propagating beams gives a total angular momen-
tum of lT = 2. In both cases, the effect of elastic collisions with the beam induces a
rotation with angular frequencyΩ.

e laser-levitated particle of Fig. . . a is taken to be made of silica, with

R = 10−8 m M = ρmπR
3 ( . )

with the mass density of fused silica approximately ρm = 2.2× 103 kg m−3. e particle is placed
into an optical trap, so that it is suspended in free space, and there are no friction forces acting.
Illumination of the nanoparticle with an electron vortex will induce rotation with angular
frequency

Ω =
LTR

I
, ( . )



withL the total angular momentum transferred to the particle, and I the moment of inertia of the
cylindrical particle. e angular frequency of the particle will increase with the continuous transfer
of angular momentum from the beam, and the angular acceleration can be estimated by assuming a
certain rate of transfer from the beam with a particular current Iz . Simulations indicate that a
typical transfer would be expected to be approximately 0.1~ per electron [ ], this suggests an
average angular momentum transfer rate of

LTR =
0.1~Iz
e

. ( . )

e angular acceleration is then

α =
0.1~Iz
eI

. ( . )

For the silica nanoparticle the angular momentum transfer gives an angular frequency of
approximately 30Hz a er interaction with a single electron. In a beam with a current of Iz = 1 nA
this suggests an angular acceleration of 1.9× 1011 s−2. is is extremely large, as despite the small
beam current a large number of electrons pass through the beam in a second. is in line with the
‘in principle in nite rotational energy’ mentioned in [ ], though in practice this will be limited by
experimental factors.

is analysis may also be applied to the scenario involving counter-propagating beams depicted
in Fig. . . b, in which the particle is constrained by the oppositely acting axial forces of the two
beams. Assuming the beams are otherwise identical (same current, energy, momentum), and if the
forward propagating beam has a winding number of l and the reverse propagating beam−l then
the total angular momentum of the beam will be 2l. Assuming the same transfer of 0.1~ per
electron suggests the resulting angular velocity and angular acceleration will be double those found
above, namely 60Hz and 3.8× 1011 s−2 respectively for the silica nanoparticle, or 3.5H z and
2.210 s−3 for a gold nanoparticle of the same dimensions.

Experiments of this type could be used to explore the effect of nanoscale friction, by providing a
control environment in which to measure the unhindered motion to compare with the effect of
interactions with various surfaces. Similar experiments may also be considered to explore viscous
forces, for example by using nanoparticles suspended in liquids in a liquid-cell sample holder. e
electron vortex provides a method by which particles may be moved transverse to a surface, so that
friction between various surfaces and particles may be investigated directly; this transverse motion
may also nd application in nanomanipulation for various uses. In addition, such experiments may
provide an opportunity to explore the effects of the transverse components of the linear and
angular momentum densities, by slightly displacing the particle from the beam axis and studying
the subsequent motion.



5
Intera ions BetweenOptical Vortices and Atoms

T optical vortices on ma er has been investigated by several authors
[ , , – , ] via several different methods. It is accepted that to leading order

interactions, the optical vortex cannot couple to the internal degrees of freedom, including the
atomic electron motion, via exchange of orbital angular momentum [ , , , , ], and these
results have been con rmed experimentally [ , ], in both the paraxial and non-paraxial
regimes.

e mechanism of an interaction between an optical vortex and atomic-type ma er is
considered here, in the paraxial approximation. e coordinate frame of the interaction and basis
states of the vortex and atomic system is introduced in Section . , before the full Lagrangian of the
interacting system is presented in Section . and used to nd the full system Hamiltonian,
including vortex-atom interactions. In Section . the matrix element of the interaction
Hamiltonian is used to determine the orbital angular momentum selection rules, and these results
are discussed with reference to the theoretical and experimental literature in Section .

e schematic of the interaction described here will form the basis for investigation of the
similar interaction between atomic ma er and an electron vortex. As such, the coordinate system
introduced here will be common to both optical and electron vortex interactions, though we will
show that the mechanism and results are drastically different.

. T C S B S

e coordinate frame of the interaction has its origin at the centre of the vortex beam, and is the
cylindrical frame used previously to describe the vortex. e atom is free to move within the beam,
and it is assumed that the electric eld is approximately uniform over scales of the order of the
atomic radius so that the dipole expansion is valid (as is shown in Section A. the gradient of the



Figure . . : e relevant coordinate frames in the description of the interaction
between a two-particle neutral system and Bessel-type optical or electron vortex
beam (schematic). e vortex position variable, rv relative to the laboratory frame
is given in cylindrical coordinates;R is the position variable of the atomic center of
mass, and q stands for the position variable of the internal (electron-type) motion,
described in cylindrical coordinates about rp. e projections of the three position
vector variables on the xy plane are seen to have azimuthal angular coordinates ϕv ,
ϕR, and ϕq respectively.



eld contributes to the quadrupole interaction). e centre of mass of the atom is located at
positionR(ρR, ϕR, zR) relative to the origin, while the nuclear and atomic electron positions are
denoted by rp(ρp, ϕp, zp) and re(ρe, ϕe, ze) respectively. Position within the beam is indicated by
rv(ρv, ϕv, zv). e atomic electron is described slightly differently - with respect to a spherical
coordinate system centered on the nucleus as is usual for the hydrogen atom. e position in this
atomic frame is denoted by q(ρq, ϕq, θq), such that

rp + q = re. ( . )

e centre of mass position is de ned as

R =
mere +mprp

M
( . )

whereM = me +mp is the total mass of the atom. e particle position variables are given in
terms of q andR by

re = R+
mp

M
q; rp = R− me

M
q. ( . )

Additionally, in this frame of reference the two-particle system possesses a total charge density
given by

ρ̃A(r) = eδ(r− rp)− eδ(r− re). ( . )

is set up is demonstrated in Fig. . . , and is common to the atomic interactions of both the
optical and electron vortex, and will be referred to in Chapter .

e quantum state of the atom is taken to be a product state of the eigenstates of the motion of
both the atomic electron and atomic centre of mass:

|ψatom⟩ = |ψq(q);ψR(R)⟩ , ( . )

whereψq(q) andψR(R) are the electronic and centre of mass eigenstates respectively. e
internal electronic type motion is considered to be in a well de ned hydrogenic state,

|ψq(q)⟩ = |ψq(ρq, θq, ϕq)⟩ = Nn,ℓ,mQn(ρq)P
m
ℓ (cos(θq))e

imϕq , ( . )

where the integer ℓ is the internal orbital angular momentum (not to be confused with l, the vortex
orbital angular momentum quantum number about the beam axis);m is the internal magnetic
quantum number (such that−ℓ ≤ m ≤ ℓ), and n is the principal quantum number of the internal
motion. Qn(ρq) describes the radial part of the hydrogenic wavefunction.

e eigenstates of the centre of mass are taken to be product states of both its translational and
rotational motion

|ψR(R)⟩ = NR |ψR(ρR, ϕR, zR)⟩ = R(ρR)e
iK⊥ρReiKzzReiLϕR , ( . )

where the subscriptR indicates centre of mass coordinates relative to the laboratory frame. KR

andKz are centre of mass wavevectors for the in-plane translational motion and motion along the
z-axis, such that the total linear momentum of the centre of mass is given byK2 = K2

z +K2
⊥. L is



the orbital angular momentum quantum number of the centre of mass about the beam axis, such
that the atom is free to rotate about the beam.

Treatment of the interaction proceeds from a Lagrangian formalism, from which the full
HamiltonianH , including the interaction HamiltonianHOV

int , is derived. e transition matrix
elementMfi

OV is found from:
Mfi

OV =
⟨
ψf

∣∣HOV
int

∣∣ψi

⟩
. ( . )

and will yield the orbital angular momentum selection rules of the interaction. From these
selection rules it is possible to determine which nal states are accessible from a speci ed initial
state, from which it will be seen whether it is possible to access a nal state in which orbital angular
momentum is transferred between the vortex and the atom.

. L H F

In the coupling of initial and nal atomic states by the optical vortex eld we consider a minimum
coupling prescription such that the interaction Hamiltonian takes the form p ·A. e interaction
here will be fully quantised such that the magnetic vector potentialA(R) takes the form of
Eq. ( . )

Â(r, t) = A(r, t)âk⊥,kz +A∗(r, t)â†k⊥,kz
. ( . )

with â†k,l and âk,l respectively the creation and annihilation operators for a vortex photon with
k =

√
k2⊥ + k2z and orbital angular momentum l~. For notational brevity, the hat notation for

operators will be dropped.

. . L

e full Lagrangian of the atomic system coupled to the optical vortex may be wri en as

L = Latom
0 + LOV

0 + LOV
int . ( . )

whereL0 is the component of the Lagrangian associated with the kinetic energy of free particles,
LOV
0 the component associated with the existence of the electromagnetic eld, andLint that

associated with the interaction of the charged particles with the eld. Following standard
Langrangian techniques such as [ ] the full Lagrangian of any system of particles and
electromagnetic elds may be wri en as

L =
1

2

∑
α

mαṙ
2

α︸ ︷︷ ︸
LK

+
ε0
2

∫ ∑
γ

(
E2

γ(r)− c2B2
γ(r)

)
d3r︸ ︷︷ ︸

LEM

+
∑
α,γ

(qαṙα ·Aγ(rα)− qαϕγ(rα))︸ ︷︷ ︸
LInt

,

( . )
for collection of particles indexed byα, and elds indexed by γ. LK denotes the kinetic energy from
the particle motion,LEM the energy associated with the presence of the electromagnetic elds, and
LInt the interaction energy between the particle and elds. is general form will be applied to the
atomic-optical vortex system described in Section . . For our purposes here we consider a system
of bound charges, rather than free, so we also require a term associated with the Coulomb potential



between the charged particles, which we write as Vβ(rα), indicating the Coloumb potential at
position rα due to charge qβ at rβ . e standard Lagrangian of Eq. ( . ) then becomes

L =
1

2

∑
α

mαṙ
2

α −
∑
α<β

qαVβ(rα) +
ε0
2

∫ ∑
γ

(
E2

γ(r)− c2Bγ2(r)
)
d3r

+
∑
α,γ

(qαṙα ·Aγ(rα)− qαϕγ(rα)) . ( . )

e scalar potentials Vβ(rα) are given by

Vβ(rα) =
1

4πε0

qβ
|rβ − rα|

. ( . )

is is responsible for the binding potential that holds the particle system together (i.e. the
Coulomb potential within the atom), and is distinct from the scalar potential of the external
electromagnetic eld, ϕ(r) (in this case the vortex potential). e LagrangiansLatom

0 ,LOV
0 andLOV

int

may now be separated as

Latom
0 =

1

2

∑
α

mαṙ
2

α −
∑
α<β

qαVβ(rα); ( . )

LOV
0 =

ε0
2

∫ ∑
γ

(
E2

γ(r)− c2B2
γ(r)

)
d3r; ( . )

LOV
int =

∑
α,γ

(qαṙα ·Aγ(rα)− qαϕγ(rα)) . ( . )

e electric and magnetic eldsEγ(r) andBγ(r)may be wri en instead in terms of the associated
scalar and vector potentials, ϕγ(r) andAγ(r).

Bγ(r) = ∇×Aγ(r); ( . )

Eγ(r) = −Ȧγ(r)−∇ϕγ(r), ( . )

which allows Eq. ( . ) to be wri en

LOV
0 =

ε0
2

∫ ∑
γ

((
Ȧγ(r) +∇ϕγ(r)

)2
− c2 (∇×Aγ(r))

2

)
d3r. ( . )

Finally, the full Lagrangian of the system is

LOV = Latom
0 + LOV

0 + LOV
int

=
1

2

∑
α

mαṙ
2

α −
∑
α<β

qαVβ(rα)

+
ε0
2

∫ ∑
γ

((
Ȧγ(r) +∇ϕγ(r)

)2
− c2 (∇×Aγ(r))

2

)
d3r

+
∑
α,γ

(qαṙα ·Aγ(rα)− qαϕγ(rα)) . ( . )



is general form is now applied to the speci c case of the optical vortex and the hydrogenic
system. e two particlesα = 1, 2 are the atomic electron and proton, with the familiar properties,
and position vectors de ned as in Fig. . . , while the single electromagnetic eld γ = 1 in this
case is that of the optical vortex. Applying this to Eq. ( . ) gives

L =
1

2
mpṙ

2
p +

1

2
meṙ

2
e +

1

4πε0

e2

|q|

+
ε0
2

∫ ((
ȦOV(r) +∇ϕOV(r)

)2
− c2 (∇×AOV(r))

2

)
d3r

+−eṙe ·AOV(re) + eϕOV(re)

+ eṙp ·AOV(rp)− eϕOV(rp), ( . )

with

Latom
0 =

1

2
mpṙ

2
p +

1

2
meṙ

2
e +

1

4πε0

e2

|q|
( . )

LOV
0 =

ε0
2

∫ ((
ȦOV(r) +∇ϕOV(r)

)2
− c2 (∇×AOV(r))

2

)
d3r ( . )

LOV
int = −eṙe ·AOV(re) + eϕOV(rOV) + eṙp ·AOV(rp)− eϕOV(rp) ( . )

Writing the Lagrangian of Eq. ( . ) in terms of the centre of mass of the hydrogenic system will
make it simpler to determine any transitions involving centre of mass states. Making use of
Eq. ( . ), this gives

L =
1

2
mp

(
Ṙ− me

M
q̇
)2

+
1

2
me

(
Ṙ+

mp

M
q̇
)2

+
1

4πε0

e2

|q|

+
ε0
2

∫ ((
ȦOV(r) +∇ϕOV(r)

)2
− c2 (∇×AOV(r))

2

)
d3r

− e
(
Ṙ+

mp

M
q̇
)
·AOV(re) + eϕOV(re)

+ e
(
Ṙ− me

M
q̇
)
·AOV(rp)− eϕOV(rp), ( . )

where the relevant eld dependencies have been le in terms of re and rp for ease of reading.
Expanding:

L =
1

2
MṘ2 +

1

2
µq̇2 +

1

4πε0

e2

|q|

+
ε0
2

∫ ((
ȦOV(r) +∇ϕOV(r)

)2
− c2 (∇×AOV(r))

2

)
d3r

− eṘ ·∆A − eq̇ · ΣA + e∆ϕ ( . )



whereµ is the reducedmass of the atomic system, and the following shorthand has been introduced

∆A = AOV(re)−AOV(rp); ( . )

ΣA =
mp

M
AOV(re) +

me

M
AOV(rp); ( . )

∆ϕ = ϕOV(re)− ϕOV(rp). ( . )

e dynamical coordinates are now those of the centre of mass motion,R, and internal coordinate
q. is is now a suitable Lagrangian from which to construct a Hamiltonian relevant to the states
Eq. ( . ) and Eq. ( . ), such that the states are eigenfunctions of the Hamiltonian without
interactions.

e full Hamiltonian is de ned from the Lagrangian as

H =
∑
α

pα · ṙα +

∫ ∑
γ

ΠΠΠγ(r) · Ȧγ(r) d
3r − L, ( . )

where pα is the generalised momentum of the particle coordinates rα,

pα ≡ ∂L

∂ṙα
, ( . )

andΠγ(r) is the generalised coordinate momentum for the continuous eldAγ(r)

ΠΠΠγ(r) ≡
∂L

∂Ȧγ(r)
( . )

withL the Lagrangian density, such thatL =
∫
Ld3r. For the Lagrangian of Eq. ( . ) we nd

that the generalised momenta pR and pq are in the form

pR =MṘ− e∆A; ( . )

pq = µq̇− eΣA. ( . )

is allows the Hamiltonian to be wri en as

H = pR · Ṙ+ pq · q̇− 1

4πε0

e2

|q|
− e∆ϕ

+ ε0

∫ (
Ȧ2

OV(r) + (∇ϕOV(r))
2 + c2∇×AOV(r)

)
d3r ( . )

It can be seen that this Hamiltonian includes the interactions of the optical vortex eld with the
centre of mass and the atomic electron by eliminating the velocities Ṙ and q̇ in favour of the
generalised momenta:

H =
[pR + e∆A]

2

2M
+

[pq + eΣA]
2

2µ
− 1

4πε0

e2

|q|
− e∆ϕ

+ ε0

∫ (
Ȧ2

OV(r) + (∇ϕOV(r))
2 + c2∇×AOV(r)

)
d3r. ( . )



Finally, expanding gives

H =
p2
R

2M
+

p2
q

2µ
+

e

M
pR ·∆A +

e

µ
pq · ΣA + e2∆2

A + e2Σ2
A − 1

4πε0

e2

|q|
− e∆ϕ

+ ε0

∫ (
Ȧ2

OV(r) + (∇ϕOV(r))
2 + c2∇×AOV(r)

)
d3r, ( . )

and we may now write the Hamiltonian in the form

H = H
(q)
0 +H

(R)
0 +HOV

0 +H
OV(q)
int +H

OV(R)
int , ( . )

identifying the following terms in Eq. ( . ) with the ground state and interaction Hamiltonians:

H
(q)
0 =

p2
q

2µ
− 1

4πε0

e2

|q|
; ( . )

H
(R)
0 =

p2
R

2M
; ( . )

HOV
0 = ε0

∫ (
Ȧ2

OV(r) + (∇ϕOV(r))
2 + c2∇×AOV(r)

)
d3r; ( . )

H
OV(q)
int =

e

µ
pq · ΣA + e2Σ2

A − eϕOV(re); ( . )

H
OV(R)
int =

e

M
pR ·∆A + e2∆2

A + eϕOV(rp). ( . )

e terms involving the vector potential,∆A andΣA, are de ned in terms of the value ofA(r)

at the location of the atomic constituents, i.e.A(re) andA(rp) have been le in terms of the
position vectors of the electron and proton, instead of the center of mass and atomic coordinate
relations of Eq. ( . ). When these relations are substituted, the vector potential may be expanded
about the centre of mass positionR. Up to second order this gives

A(re) ≈ A(R) +
mp

M
(q · ∇)A(R)... ( . )

A(rp) ≈ A(R)− me

M
(q · ∇)A(R)... ( . )

(see Appendix A. for full details). e leading order terms lead to the dipole approximation - it
will be shown that only this term will give rst order in q, the atomic coordinate, in the interaction
Hamiltonian of Eq. ( . ). us, in the dipole approximation, the relevant interaction
Hamiltonians that will affect the atomic states are¹

H
OV(q)
dip =

2e

µ
pq ·A(R); ( . )

H
OV(R)
dip =

e

M
pR · (q · ∇)A(R). ( . )

e interaction HamiltonianHOV(q)
dip will induce transitions between the atomic internal states, so

this will be the focus herea er. e HamiltonianHOV(R)
dip will affect the centre of mass motion of

the atom, due to its dipole moment [ ], though this interaction is typically much smaller than

¹Neglecting the potential ϕOV(r), as this will simply introduce an energy shi , and neglecting also terms non-
linear inA(r), as we are interested in single-photon processes only.



the coupling of Eq. ( . ) [ ].

. M S R

e matrix element of this interaction will now be evaluated, to determine the selection rules of the
internal atomic interactions induced by the optical vortex eld. e matrix element for this process
is given by

Mfi
OV =

⟨
ψf
q (q);ψ

f
R(R);nf

OV

∣∣∣HOV(q)
dip

∣∣∣ψi
q(q);ψ

i
R(R);ni

OV

⟩
. ( . )

where the superscripts i and f denote initial and nal states respectively and ni,f
OV the number state

of the optical vortex eld. e interaction operatorHOV(q)
dip couples different atomic states via the

atomic momentum operator, pq . In the Coulomb gauge,A(R) and pq commute. Additionally, we
have the standard relationship pq =

ime

~ [H
(q)
0 ,q]; this allows the interaction Hamiltonian to be

wri en
H

OV(q)
dip =

2ieme

~µ
A(R) · [H(q)

0 ,q]. ( . )

is commutator operator acts on the atomic electron wavefunction only - applying this yields⟨
ψf
q (q)

∣∣∣ [H(q)
0 ,q]

∣∣∣ψi
q(q)

⟩
=
⟨
ψf
q (q)

∣∣∣H(q)
0 q− qH

(q)
0

∣∣∣ψi
q(q)

⟩
( . )

= (Ef − Ei)
⟨
ψf
q (q)

∣∣q ∣∣ψi
q(q)

⟩
, ( . )

where Ef and Ei are respectively the initial and nal energies of the atomic electron. is allows the
full matrix element of Eq. ( . ) to be split into two parts, one acting on the atomic electron
wavefunction, and the other acting on the centre of mass and optical vortex states:

Mfi
OV =

2i(Ef − Ei)(me +mp)

~mp

⟨ψf
q (q)|̂ϵϵϵ · d|ψi

q(q)⟩ ⟨ψ
f
R(R);nf

OV|A(R)|ψi
R(R);ni

OV⟩ .

( . )
e rst part of the matrix element is simply the atomic transition dipole moment, with d = eq,

the electric dipole moment. A(R) is the scalar operator of the vortex vector potential, the optical
polarisation vector ϵ̂ϵϵ being incorporated into the dipole matrix element, ⟨ϵ̂ϵϵ · d⟩fi. is separation
of the optical vortex potential from the atomic electron states shows that the optical vortex will not
be able to induce internal transition of the atom, at least in the dipole approximation.

Both parts of Eq. ( . ) must be evaluated to determine the selection rules for the full
interaction. e details of this evaluation are given in Appendix A. and Appendix A. . e full



matrix element of this dipole interaction is now

Mf iOV =
2eE0(Ef − Ei)(me +mp)

~ωmp

NiNfAR

×

[√
ni
OVδ(Kz −K ′

z + kz)δ(L,L′−l)δ(nf
OV,n

i
OV−1)

−
√
ni
OV + 1δ(Kz −K ′

z − kz)δ(L,L′+l)δ(nf
OV,n

i
OV+1)

]

× ε̂εε ·

[
x̂+ iŷ

2
A±

q δm,m′−1 +
x̂− iŷ

2
A±

q δm,m′+1 + ẑA0
qδm,m′

]
, ( . )

with the factorsAR,A±
q , andA0

q arising from the full space integration, and de ned in Appendix
A. and Appendix A. . For this interaction, there are two possible sources of orbital angular
momentum exchange between the atom and the optical vortex eld. Firstly, angular momentum
may be transferred between the optical vortex and the centre of mass, by absorption or emission of
a vortex photon, leading to changes in the rotational state of the centre of mass. Conservation of
orbital angular momentum is ensured by the Kronecker deltas δ(L,L′−l) and δ(L,L′+l), giving an
exchange of l~. Total linear momentum is also conserved in the interaction, such that absorption or
emission of a vortex photon changes the linear momentum of the centre of mass by±~kz .

Secondly, the internal state of the atomic electronmay exchange orbital angular momentumwith
the light eld, but this is only possible if the optical vortex is circularly polarised. In this case, the
orbital angular momentum may change by±~, due to the spin polarisation of the photon. is
electric dipole interaction is the standard optical dipole interaction, as exploited in measurement
techniques such as x-ray magnetic circular dichroism, and is not an effect of the vortex features of
the light. It is found that it is not possible to transfer orbital angular momentum from the vortex
directly to the internal electronic motion, even via quadrupole interactions (as shown in Appendix
A. ).

In the case of the quadrupole interaction, the orbital angular momentum of both the electron
and the centre of mass may couple together, such that a change of∆m = ±1 is possible, and the
internal motion may also couple to the spin angular momentum of the light eld so that a total
change of up to±2~ is possible. However, the orbital angular momentum of the photon again only
directly affects the centre of mass. is is the same result as that achieved by van Enk [ ] and
Babiker et al. [ ]. e position of the centre of mass is required to act as a dynamical variable in
order for any orbital angular momentum (distinct from the photon spin angular momentum) to be
transferred to the internal electronic motion. We note also that, in the dipole approximation, the
centre of mass must be free to rotate in order that any interaction occur. us the conclusion is that,
barring transfer of photonic spin angular momentum, any angular momentum transfer between
atomic ma er and the optical vortex hinges on the rotational freedom of the centre of mass motion.



. C

is result is consistent with previous theoretical calculations of interactions between atomic and
molecular ma er and Laguerre-Gaussian optical modes [ , – , ], using a variety of
methods of analysis. e minimal coupling scheme applied here is similar to that used in [ ], in
which interaction between cold atoms and optical vortices were found to induce centre of mass
motion, but not internal transitions. ese same results are shown using a Power-Zienau-Woolley
interaction formalism [ , ], and also derived via symmetry considerations [ ]. ese results
all show that the interactions mechanisms pertaining to the spin and orbital angular momenta of
the beam are quite distinct, and in the dipole approximation it is solely the spin angular momentum
of the beam that affects the internal motion, rather than the total spin and angular momenta
combined. e full and meaningful separation of spin and orbital angular momentum is valid only
within the paraxial approximation [ ], however even beyond this approximation it is also found
that a hydrogenic atom may emit (and therefore absorb) a Bessel photon such that only the orbital
angular momentum of the atomic centre of mass is changed [ ]. Even outside of the paraxial limit
it is the eld polarisation, rather than the photon orbital angular momentum, that affects the
internal motion of the atom.

In contrast to those results discussed above, results found by Alexandrescu et al. for ionised
molecular ma er show that, in the dipole approximation, it is possible to couple the internal
electronic orbital angular momentum with the other rotational degrees of freedom of the molecule
[ ], though the optical vortex angular momentum still does not directly couple to the internal
motion. It is found that, for ionised molecules such asH+

2 , orbital angular momentum may be
transferred between the optical vortex and the three molecular angular momentum subsystems -
internal electronic motion, centre of mass motion, and rotation of the molecule about the centre of
mass axis - such that the internal angular momentum changes by one unit, with a corresponding
reverse change in the rotational angular momentum, assisted by the centre of mass motion [ ].

is result displays a similar mechanism to that of the quadrupole interaction discussed above for
the hydrogenic atom - in the molecular case the rotational degree of freedom may couple directly to
the vortex angular momentum, alongside coupling between the internal and rotational angular
momentum. e existence of the extra degree of freedom in the molecular rotation allows the
interaction to occur in the dipole interaction. is result is yet to be shown experimentally.

To date, experimental results have shown that orbital angular momentum cannot be transferred
from the optical eld to the internal electronic motion [ , ]. Optical vortices do not allow for
observation of optical activity of chiral materials, as demonstrate by Araoka et al. in the comparison
of absorption of light by chiral molecules having various spin and orbital angular momentum
polarisations [ ]. e samples chosen for the investigation were the (+)- and (−)-enantiomers²
of a helicene bisquinone derivative that exhibits signi cant chiral optical activity at a wavelength of
514.5nm, giving a chiral dichroism signal of CD= 60− 90mdeg ³ [ ]. In this experiment, the

²An enantiomer being one of the particular forms of a the two spatial structures available for a chiral compound.
³Here, a chiral dichroism signal, indicates a difference in absorption of the two different spin polarisations of light

[ ],

CD =
Iσ=+1 − Iσ=−1

Iσ=+1 + Iσ=−1
Cθ, ( . )



chiral dichroism CD is measured for both enantiomers for light with orbital angular momentum
l = 0,±1. e total angular momentum ux of the light has contributions from both the spin and
orbital angular momentum, such that the CD signal will be signi cantly altered if the chiral
molecule interacts with the total angular momentum of the light. is is due to the presence of
orbital angular momentum breaking the symmetry of the total orbital angular momentum on the
exchange of le and right circular spin polarisations.

e results of this experiment found no such symmetry breaking. For both (+)- and
(−)-enantiomers the measured (spin) chiral dichroism signals were the same for the non-chiral
Hermite-Gaussian HG00 and the Laguerre-Gaussian l = 1 vortex beams, LG+

01 and LG−
01. is

result indicates that only the spin polarisation of the beam is relevant for the optical activity of the
sample, and con rms the theoretical predictions that the optical orbital angular momentum does
not couple to the internal degrees of freedom responsible for molecular chirality [ ].

e later experiment by Löffler et al. [ ] sought to determine whether this still holds in the
non-paraxial regime, in which spin and orbital angular momentum are inseparable from the total
orbital angular momentum [ ]. e investigated samples in this case were cholesteric polymer
lms of a mixture of chiral and achiral polymers, which are arranged in helical planes of parallel

molecules, so that the overall structure has spatial chirality, in addition to the molecular chirality.
is cholesteric structure arises from alignment of polymer molecules in layers, the orientation of

which changes layer by layer such that eventually a full, 2π rotation of orientation occurs. e
presence of the chiral polymers allows this to happen in this case - cholesteric lms are not formed
by achiral molecules. For such a lm, the optical activity is such that light of a particular circular
polarisation will be re ected, and the other transmi ed, leading to 50 transmission of linearly
polarised light. e re ection wavelength at which this effect occurs is tunable by the ratio of chiral
to achiral polymers [ ].

e optical vortex light was generated by a spatial light modulator acting on linearly polarised
light, and was then focused through a high numerical aperture lens, to ensure non-paraxiality. e
normalised transmission signal was then measured:

∆ =
CDl=+p − CDl=−1

CDl=+p + CDl=−1

( . )

and it was found that∆ = 0 for all frequencies, including the chiral dichroism re ection resonance
frequency. us, no effect of the orbital angular momentum on the spin optical activity was
observed, in agreement with the earlier experiment of Araoka et al. . e experiment of Löffler et
al. con rmed these previous results with an order of magnitude increase in precision, and also
showed that the spin to orbital angular momentum conversion in a high numerical aperture lens is
not a reversible process [ ].

Further to the experimental veri cation that, to leading order, orbital angular momentum may
not be transferred to internal degrees of freedom, it is now experimentally established that coupling

where Iσ=±1 is the light intensity transmi ed by the sample, with conversion coefficient Cθ , having units mdegs.
e chiral dichroism signal effectively represents the degree of elliptical polarisation that will be induced in a beam of

initially unpolarised light transmi ed through the sample, and as such has the units of an angle. e two enantiomers
will respond oppositely to each polarisation, so that their chiral dichroism signals should be, barring other effects,
equal in magnitude, and opposite in sign.



the rotation of a particle’s centre of mass to an optical vortex beam is possible [ ]. is fact has
formed the basis for the application of optical vortex beams to optical tweezers, producing optical
spanners that rotate the particle in the light eld. ese optical spanners have found applications in
micromanipulation [ , ] as well as in fundamental experimental studies of the action of optical
vortices on ma er [ – ].



OGod, I could be bounded in a nut shell and count my-
self a king of in nite space, were it not that I have bad
dreams.

W. Shakespeare,Hamlet, Act II Scene II

6
Intera ions Between Ele ron Vortices and Atoms

T EELS in magnetised iron published by Verbeeck et al. [ ] are very
interesting, as they indicate an electronic transition induced by the vortex beam acting on the

atoms in the sample, in contrast to the optics interaction shown in Chapter . We seek here to
explain the underlying interaction, and to investigate the conclusion of Verbeeck et al. that the
interaction dipole-like, as in the XMCD case. is is achieved by the study of the simplest possible
interacting system - the Bessel electron beam and a hydrogen-like atom. Additionally, the
interaction mechanism considered is the Coulomb interaction only; as the energy of an electron in
an electron microscope is much greater than that within the atom, exchange effects can be
neglected. As indicated above, we nd that the interaction may indeed proceed via a dipole
transition, unlike the case of an optical vortex [ , , – , ]. In the following analysis, we
look predominantly at the angular effects of the interaction - to determine whether, in principle,
orbital angular momentum may be exchanged between the vortex beam and atom.

Using a similar method as in Chapter , the interaction Hamiltonian is derived from the full
Lagrangian of the interacting system and presented in Section . . Two different methods are used
to obtain the dipole selection rules of the interaction Hamiltonian. Firstly, a direct multipolar
expansion of the Hamiltonian is considered in Section . . is method proceeds similarly to the
analysis of the optical interaction of Chapter and the selection rules obtained by this method my
be directly compared with those for the interaction with the optical vortex. Secondly, the selection
rules are obtained by constructing an effective Hamiltonian incorporating an expansion of the
electron vortex wavefunction itself, shown in Section . . is method has the advantage that the
spatial dependence of the interaction is clear, leading to a suggestion of a novel application of
electron vortex beams to EELS chiral dichroism experiments. In Section . the selection rules
obtained in each case are used to analyse the results of the Verbeeck experiment, by explicit analysis
of the speci c core-level transitions in the iron L2 and L3 edges. A comparison of the results



obtained via the two expansion methods is made in Section . , while the selection rules of the
electron vortex interaction are compared with those of the optical vortex interaction of the previous
chapter in Section . .

e results obtained via the Hamiltonian expansion have been published [ , ]. A
comparison of the electron and optical vortex-atom interactions, and the explicit analysis of the
particular transitions in magnetised iron were also included in [ ].

. L H

e theoretical framework here is similar to that described in Section . . e physical system is
again described as a vortex beam interacting with a hydrogenic atom, with well de ned electronic
and centre of mass states. Rather than the vector potential of the optical vortex, the electon vortex
is described by a wavefunction; the Coulomb interaction between the vortex and the hydrogenic
atom is evaluated as an interaction Hamiltonian meidating the transition between two distinct
initial and nal product states of the vortex, atomic electron and atomic centre of mass system. In
order to nd the interaction Hamiltonian, we describe the system by rst writing directly the
Lagrangian of the system, as was the case for the interaction with the optical vortex. e atomic
part of the Lagrangian takes the same form, however the vortex and interaction components now
become

LEV =
1

2
meṙ

2
e +

1

2
mpṙ

2
p +

e2

4πε0

1

|rp − re|
+

1

2
meṙ

2
v −

∫
ρ̃A(r)Φ(r)d

3r, ( . )

where ρ̃A(r) is the atomic charge density given by

ρ̃A(r) = eδ(r− rp)− eδ(r− re), ( . )

and the Coulomb potential,Φ(r) is

Φ(r) = − e

4πϵ0

1

|rv − r|
, ( . )

such that ∫
ρ̃A(r)Φ(r)d

3r =
e2

4πϵ0

(
1

|rv − re|
− 1

|rv − rp|

)
. ( . )

As we are interested in the effects of the interaction on the atomic electron, the atomic electron
coordinate re = rp + qmay be substituted to give

LEV =
1

2
me(ṙp+q̇)2+

1

2
mpṙ

2
p+

1

2
meṙ

2
v+

e2

4πϵ0

(
1

|rv − rp|
− 1

|rv − rp − q|
+

1

|q|

)
. ( . )

As before, we nd the interaction Hamiltonian using standard Lagrangian techniques [ ]

H =
∑
i

pi · ṙi − L, ( . )



where conjugate momenta in this case are

pp =
∂L

∂ṙp
= me(ṙp + q̇) +mpṙ, ( . )

pq =
∂L

∂q̇
= me(ṙp + q̇), ( . )

pv =
∂L

∂ṙv
= meṙv. ( . )

is gives the full Hamiltonian as

HEV =
1

2
M ṙ2p +

1

2
meq̇

2 +
1

2
meṙ

2
v −

e2

4πϵ0

(
1

|rv − rp|
− 1

|rv − rp − q|
+

1

|q|

)
, ( . )

whereM = mp +me, the total atomic mass. e interaction Hamiltonian is thus

ĤB
Int =

e2

4πε0

(
1

|rv − rp − q|
− 1

|rv − rp|

)
, ( . )

e interaction Hamiltonian found in this way is precisely the Coulomb interaction between the
three particles in the system, as can be wri en directly from the relative positions of the particles.
However, this is not a ‘good’ Hamiltonian to apply to the centre of mass states of Eq. ( . ), as it is
not given in terms of the centre of mass position, but rather the nuclear position. As before, we may
nd a suitable Hamiltonian by writing the atomic electron and nucleus positions as in Eq. ( . ):

re = R+
mp

M
q; rp = R− me

M
q. ( . )

Applying this to the Lagrangian of Eq. ( . ) gives a Lagrangian of the form

LCM =
1

2
me(Ṙ+

mp

M
q̇)2 +

1

2
mp(Ṙ− me

M
q̇)2 +

1

2
meṙ

2
v

+
e2

4πϵ0

(
1

|rv −R+ me

M
q|

− 1

|rv −R− mp

M
q|

+
1

|q|

)
. ( . )

e canonical momenta of the generalised coordinates rv ,R and q are then

pR = meṘ; ( . )

pq = µq̇; ( . )

pv = meṙv; ( . )

so that the Hamiltonian is then given by

HCM =
1

2
meṘ

2 +
1

2
µq̇2 +

1

2
meṙ

2
v

− e2

4πϵ0

(
1

|rv −R+ me

M
q|

− 1

|rv −R− mp

M
q|

+
1

|q|

)
, ( . )



with
HCM

Int = − e2

4πϵ0

(
1

|rv −R+ me

M
q|

− 1

|rv −R− mp

M
q|

)
. ( . )

We now have two distinct Hamiltonians for the same interaction. HCM
Int , the Hamiltonian

involving the centre of mass coordinate, is the appropriate Hamiltonian for nding the selection
rules via multipolar expansion of the interaction Hamiltonian, and can be compared directly to the
optical vortex results of the previous chapter; while it will be shown that for the second approach,
involving multipolar expansions of the wavefunctions themselves, the basic Coulomb Hamiltonian
of Eq. ( . ) is appropriate.

As before, we evaluate the transition matrix element of the interaction Hamiltonian, in order to
determine the selection rules of the interaction. In this case, the initial and nal wavefunctions are
product states of the electron vortex wavefunction as well as the atomic electron and the
wavefunctions of either the centre of mass or nucleus, so that the matrix element is found from

Mfi =
⟨
ψf
v ;ψ

f
e ;ψ

f
R,p

∣∣∣ ĤB, CM
int

∣∣∣ψi
v;ψ

i
e;ψ

i
R,p

⟩
. ( . )

e wavefunctions of the electron vortex beam are those described above in Section . : the Bessel
beam vortex functions of ( . ). In the current notation, as developed in Section . , the vortex
wavefunctions are wri en (the time dependent factor of e−iωt is irrelevant to current purposes, and
can be dropped),

ψv(ρv, ϕv, zv) = NlJl(k⊥ρv)e
ilϕveikzzv . ( . )

We now proceed to evaluate the above matrix element by expansion into a multipolar series. is
will allow the dipole and other multipoles to be identi ed and compared to the dipole interaction
of the optical vortex in Section . . Two methods for doing so are here presented: rstly, the
Hamiltonian is expanded in a multipolar series and secondly, an effective Hamiltonian is
constructed by expanding the vortex wavefunction about the atomic nucleus. e rst case is a
general treatment, as it does not depend on the nature of the vortex wavefunctions, while the
second relies on speci c properties of the Bessel function. e advantage of the second method is
that the variation of the interaction strength with location of the atom relative to the beam axis is
more readily apparent.

. M E H

e Hamiltonian of Eq. ( . ) may be expanded about the atomic centre of mass, expressing the
interaction as a series of multipolar interaction terms in powers of the dipole length of the atomic
electron, ρq . e rst term in Eq. ( . ) can be wri en as

1

|rv −R+ me

M
q|

=
1√

(rv −R)2 + 2me

M
q · (rv −R) + m2

e

M2q2

( . )

=
1

|rv −R|
· 1√

1− 2me

M
q·(rv−R)
|rv−R|2 + m2

e

M2
q2

|rv−R|2

. ( . )



e square root in ( . ) can now be expanded as a Taylor series. Expanding up to second order
we have

1

|rv −R+ me

M
q|

≈ 1

|rv −R|

[
1− 1

2

(
m2

e

M2

q2

|rv −R|2
+ 2

me

M

q · (rv −R)

|rv −R|2

)

+
3

8

(
m4

e

M4

q4

|rv −R|4
+ 4

m4
e

M4

(q · (rv −R))2

(rv −R)4

+ 2
m3

e

M3

q2 (q · (rv −R))

|rv −R|4

)]
. ( . )

Similar expansion of the second term yields

1

|rv −R− mp

M
q|

≈ 1

|rv −R|

[
1− 1

2

(
m2

p

M2

q2

|rv −R|2
− 2

mp

M

q · (rv −R)

|rv −R|2

)

+
3

8

(
m4

p

M4

q4

|rv −R|4
+ 4

m4
p

M4

(q · (rv −R))2

|rv −R|4

− 2
m3

p

M3

q2 (q · (rv −R))

|rv −R|4

)]
; ( . )

subtracting Eq. ( . ) from Eq. ( . ) gives

HCM
Int =

e2

4πε0

1

|rv −R|

[
− 1

2

(
(m2

e −m2
p)

M2

q2

|rv −R|2
+ 2

(me −mp)

M

q · (rv −R)

|rv −R|2

)

+
3

8

(
(m4

e −m4
p)

M4

q4

|rv −R|4
+ 4

(m4
e −m4

p)

M4

(q · (rv −R))2

|rv −R|4

+ 2
(m3

e −m3
p)

M3

q2 (q · (rv −R))

|rv −R|4

)]
. ( . )

e Hamiltonian of Eq. ( . ) has now been expanded in powers of q, allowing us to write

Ĥint = Ĥdip
int + Ĥ

quad
int + Ĥhex

int . . . , ( . )

where the dipole terms have been identi ed as those of rst order in q, the quadrupole as those of
second order etc., so that

Ĥdip
Int =

e2

4πε0

(mp −me)

M

q · (rv −R)

|rv −R|3
; ( . )

Ĥ
quad
Int =

e2

8πε0

[
(m2

p −m2
e)

M2

q2

|rv −R|3
+ 3

(m4
e −m4

p)

M4

(q · (rv −R))2

|rv −R|5

]
. ( . )

We can now look at the possibility of an atomic electron transition being induced by the
interaction with the vortex beam, and the selection rules of such an interaction, using Eq. ( . ).
Here, the key piece of information we are looking for is whether any exchange of orbital angular
momentum between the components of the system is possible. In order to determine this, we can



look simply at the azimuthal angular parts of the matrix element, since it is these that are affected by
the angular momentum in the system.

. . M E D A

Here, we focus on the vortex interaction with the atom via the dipole interaction Hamiltonian of
Eq. ( . ). is will enable clear comparisons to be made with the results of the optical vortex
interaction of the previous chapter and previous investigations [ , ].

Similar to the optical vortex interaction, the dipole matrix element may be wri en as a scalar
product of two separate matrix elements - spli ing the Hamiltonian into the factors that affect the
atomic electron, and those that affect the vortex and the centre of mass states:

Mfi
EV =

e2

4πε0

(mp −me)

M

⟨
ψf
q (q)

∣∣q ∣∣ψi
q(q)

⟩
·
⟨
ψf
v (rv);ψ

f
p (R)

∣∣∣∣ rv −R

|rv −R|3

∣∣∣∣ψi
v(rv);ψ

i
R(R)

⟩
. ( . )

e rst part of this matrix element may be expressed as the electric dipole matrix element,

DDD =
⟨
ψf
q (q)

∣∣q ∣∣ψi
q(q)

⟩
, ( . )

is electric dipole matrix element is well understood for the hydrogen atom [ ], and other
atoms treated in a hydrogenic approximation [ ]. e dipole matrix element is also a component
of the full matrix element for the interaction of the optical vortex with the hydrogenic atom, as in
Section . . e form of the dipole matrix element gives the atomic selection rules, and is
dependant on circular polarisation in the atomic electron position vector (see Appendix A. for
details):

DDD = NnNn′

( x̂+ iŷ

2
A±

q δm,m′−1 +
x̂− iŷ

2
A±

q δm,m+1 + ẑA0
qδm,m′

)
. ( . )

As can be seen, this matrix element allows unit changes in the atomic orbital angular momentum
projection via circular elds. e strengths of the forward and reverse transitions,∆m = ±1 are
the same, provided there are suitable nal states available.

e second matrix element of Eq. ( . ) may now be evaluated; expressing the result in
Cartesian coordinates will allow direct calculation of the product withDDD;

(rv −R)

|rv −R|3
=

(ρv cos(ϕv)− ρR cos(ϕR))x̂+ (ρv sin(ϕv)− ρR sin(ϕR))ŷ + (zv − zR)ẑ

[F(ρv, zv, ρR, zR)− G(ρv, ρR) cos(ϕv − ϕR)]
3
2

,

( . )
with the functionsF and G do not contain azimuthally relevant factors (see Appendix B. ). the
operator Eq. ( . ) may now be inserted between the initial and nal states of the electron vortex
and the centre of mass states. Expressing the sines and cosines of Eq. ( . ) as exponentials, and
making the substitution y = (ϕv − ϕR) allows the matrix element to be wri en in terms of generic



integrals of the form

Y(β)
α =

∫ 2π

0

ei(l−l′+α)y

(F(ρv, zv, ρR, zR)− G(ρv, ρR) cos(ϕv − ϕp))
β
2

dy, ( . )

before integrating between the initial and nal states to nd (see Appendix B. for full details)

⟨
rv −R

|rv −R|3

⟩
fi

= B(−1)
l (x̂+ iŷ) δ[(L+l),(L′+l′+1)]

+ B(+1)
l (x̂− iŷ) δ[(L+l),(L′+l′−1)] + B(0)

l ẑδ[(L+l),(L′+l′)] ( . )

e factorsB(−1)
l ,B(+1)

l andB(0)
l are numerical factors arising from the integration over the

non-azimuthal degrees of freedom. e superscripts refer to the induced change in orbital angular
momentum of the combined vortex-centre of mass system. For a given l, we nd the relationship
|B+1

l | = |B−1∗
−l |.

From here, we may now examine the full matrix element, by combining Eq. ( . ) with the
electric dipole matrix element,

Mfi
EV =

e

4πε0

(mp −me)

M
DDD ·
⟨

rv −R

|rv −R|3

⟩
fi

. ( . )

Pu ing this together we have

Mfi
EV =

e

4πε0

(mp −me)

M

(
C+1δ[(L+l),(L′+l′+1)]δm,m′−1

+ C−1δ[(L+l),(L′+l′−1)]δm,m′+1 + C0δ[(L+l),(L′+l′)]δm,m′
)
, ( . )

with

C+1
l = B+1

l A±
q ; ( . a)

C−1
l = B−1

l A±
q ; ( . b)

C0
l = B0

l A0
q. ( . c)

Interpretation of the selection rules brings us to the conclusion that orbital angular momentum
may be transferred between the electron vortex beam and the atom. In the dipole approximation,
transfer of a single unit, ~ is possible. e delta functions indicate conservation of angular
momentum quanta, and allow for the forward (gain of ~) and reverse (decrease of ~) transfer of
orbital angular momentum into the atom. e forward transition is accompanied by the loss of a
unit of angular momentum from either the electron vortex, or the orbital motion of the centre of
mass, which combine to form a single orbital angular momentum system. Likewise, the reverse
transition indicates a gain of orbital angular momentum for the vortex-centre of mass motion.
Additionally, there are possible interactions in which no orbital angular momentum is exchanged at
all. Since |B+1

l | = |B−1∗
−l |, we have |C+1

l | = |C−1∗
−l |, so a forward transition induced by a beam with

orbital angular momentum l will have the same strength as a reverse transition induced by a beam



of−l.
e quadrupole Hamiltonian has also been analysed, and is presented in Appendix B. . e

quadrupole selection rules found in Appendix B. show very similar features - they show the
possibility of transitions in which one unit of angular momentum is exchanged between the atomic
electron and the beam or the centre of mass, as well as those transitions in which no angular
momentum is exchanged. Additionally, there is also the possibility of the exchange of two units of
angular momentum. is is expected - the quadrupole approximation allows for quadrupole-like
transitions in which the orbital angular momentum projection of the atom changes by 2~. It is
apparent that higher orders multipole terms of Eq. ( . ) of order nwill allow for interactions in
which up to n units of orbital angular momentum may be transferred.

ese selection rules may be compared directly with those obtained in Chapter for the
interaction with the optical vortex. In both cases, the atom is described by the wavefunction
relating to the internal motion of the atomic electron and that relating to the centre of mass motion.

e dipole and quadrupole selection rules have been explicitly demonstrated in each case. e
selection rules for the interaction of this atom with an optical and electron vortex are found to be
quite different - the electron vortex interaction directly allows for the change of the orbital angular
momentum of the internal state as well as the centre of mass motion, while the optical vortex may
only directly affect the centre of mass.

. M E O

e selection rules obtained above are useful for determining the general features of the interaction,
but further information - such as the spatial dependence of the interaction and the relative strengths
of the multipolar terms - is not readily apparent. In order to make these features clearer, a second
analysis of the interaction is carried out via an expansion of the wavefunctions themselves. is is
possible due to certain properties of the Bessel function - however these results may be generalised
to other types of vortex through expansion of the particular vortex into a Bessel-mode basis.

As mentioned above, the interaction Hamiltonian applied here is the direct Coulomb
Hamiltonian of the system’s constituent particles,

HB
Int =

e2

4πε0

(
1

|rv − re|
− 1

|rv − rp|

)
. ( . )

where here re has been le , rather than re = rp + q. Rather than centre of mass states, this will
now be applied to atomic wavefunctions involving the nuclear kinetic states. For notational
simplicity, these states will take the same form as those given in Eq. ( . ), so that we have let
R → rp:

|ψp(rp → R)⟩ = |ψp(ρR, ϕR, zR)⟩ = Rp(ρR)e
iKRρReiKzzReiLϕR . ( . )

e transition matrix element is then

M =

⟨
ψi
q;ψ

i
p;ψ

i
EV

∣∣∣∣ e2

4πε0

(
1

|rv − re|
− 1

|rv −R|

) ∣∣∣∣ψf
q ;ψ

f
p ;ψ

f
EV

⟩
. ( . )



e rst term of the Hamiltonian may lead to internal transitions within the atom as well as
transitions between states of the centre of mass, while the secondmay only lead to transitions of the
centre of mass wavefunctions.

e second term is relatively simple to evaluate (see Appendix B. ), since both position vectors
rv andR and the relevant wavefunctions are properly speci ed about the same reference frame -
that of the beam’s origin. It is apparent that this term will affect only the centre of mass, and will not
lead to transitions between the internal atomic states. For the rst term, we again have the problem
that the wavefunction of the atomic electron and the beam electron are naturally described about
very different frames. We now seek to nd the in uence of the electron vortex on the atomic states
|ψq(q);ψp(R)⟩, through the matrix element

M =
⟨
ψi
q;ψ

i
p;ψ

i
EV

∣∣ e2

4πε0

1

|rv − re|

∣∣∣ψf
q ;ψ

f
p ;ψ

f
EV

⟩
. ( . )

e aim is to write this in terms of some effective multipolar operatorO acting on the atomic states

M =
⟨
ψi
q;ψ

i
p

∣∣O ∣∣ψf
q ;ψ

f
p

⟩
( . )

is is achieved by considering the Neumann addition theorem for Bessel functions [ ]. is
addition theorem describes a Bessel function about a certain origin in terms of a series of Bessel
functions about another, displaced axis, with appropriate weighting:

eiνΨJν(z) =
∞∑

m=−∞

Jν+m(x)Jm(y)e
imΦ. ( . )

Here, the original Bessel function (on the le hand side) is Jν(z), and on the right hand side the
expansion is given about the new axis by the Bessel functions Jm(y)with weighting functions
Jν+m(x).

Applying the theorem to our situation, we take the triangle made by the origin, the position
vectors of the atomic nucleus and the vortex position rv , shown in the plane in Fig. . . . Applying
the addition theorem to the electron vortex spatial distribution function Jl(k⊥ρv) gives

Jl(k⊥ρv) = e−ilΨ

∞∑
p=−∞

Jl+p(k⊥ρR)Jp(k⊥ρ
′
v)e

ipΦ. ( . )

so that the spatial distribution function is now described about an origin centered on the atomic
nucleus - i.e. the vortex and the atomic electron are now described in the same coordinate frame.

e anglesψ and ϕ are the inner triangle angles as shown in Fig. . . . Application of simple



Figure . . : e triangle formed in applying the Neumann addition theorem for
Bessel functions. e expansion angles ψ and ϕ are shown - these are expressed in
terms of the relevant angles asΨ = ϕv − ϕR andΦ = π − ϕ′v + ϕR, where
ϕ′v denotes the angle between the vortex electron and the x-axis at the new pole,
centred on the atomic nucleus. A er expansion, the wavefunction is expressed in
terms of a sum of Jp(k⊥ρ′v), about the nucleus. e original and expanded beams
are shown schematically.

trigonometry allows these angles to be related to the known angles in the interacting system ¹:

Ψ = ϕv − ϕR; ( . )

Φ = π − ϕ′
v + ϕR. ( . )

where the new angle ϕ′
v is the azimuthal angle of the new position vector r′v about the atomic

nucleus. Applying this to Eq. ( . ) gives

Jl(k⊥ρv) = e−ilϕv

∞∑
p=−∞

Jl+p(k⊥ρR)Jp(k⊥ρ
′
v)e

ipπei(l+p)ϕRe−ipϕ′
v . ( . )

Now, since p runs from positive to negative in nity, we may reverse the sign of pwithout loss of
generality. Le ing p→ −p gives

Jl(k⊥ρv) = e−ilϕv

∞∑
p=−∞

Jl−p(k⊥ρR)J−p(k⊥ρ
′
v)e

−ipπei(l−p)ϕReipϕ
′
v . ( . )

Using Eq. ( . ), the relationship between Bessel functions of positive and negative order, we may

¹ e angle de nition is dependant on the orientation of this triangle within the external coordinate frame of the
vortexbeam. ere are twoprincipal choices, effectively the right-handedand le -handedorientations - both are valid.
We choose the angles here such that the factor eilϕv may be eliminated (rather than squared) in the nal expanded
Bessel wavefunction of Eq. ( . ).



nally write the expanded Bessel function as

Jl(k⊥ρv) = e−ilϕv

∞∑
p=−∞

Jl−p(k⊥ρR)Jp(k⊥ρ
′
v)e

i(l−p)ϕReipϕ
′
v , ( . )

where the original Bessel function is now expressed as a sum of Bessel functions centered about the
centre of mass, i.e. a shi in origin.

is new shi ed Bessel function may now be incorporated into the electron vortex wavefunction
of Section . to give

ψEV = Nle
ikz(zR+z′v)e−iωt

∞∑
p=−∞

Jl−p(k⊥ρR)Jp(k⊥ρ
′
v)e

i(l−p)ϕReipϕ
′
v . ( . )

e Bessel functions Jp(k⊥ρ′v) describe the new vortex wavefunctions that the atomic electron
‘sees’ in its coordinate frame, such that the atomic electron may now interact with the new vortex
wavefunction having p units of orbital angular momentum. e other Bessel function Jl−p(k⊥ρR)

gives the weighting factor of the shi ed vortex, describing its strength as a function of distance
from the origin of the initial vortex beam Jl(k⊥ρv). As expected, if ρR → 0 then ρ′v → ρv , and the
only contribution comes from p = l, since at ρR = 0 the only non-zero Bessel function is that of
the zero order. Otherwise, all terms in the expansion must be considered. Note that the full
wavefunction has been expressed about the new centre of mass origin, including the z dependence,
so that zv → zR + z′v .

. . T E O

is transformed wavefunction may now be used to nd the an effective operator and selection
rules for the interaction between the vortex and the hydrogen atom when the atom is situated a
distance from the beam origin. As suggested above, we have

Mfi =
⟨
ψi
q;ψ

i
R

∣∣∣O ∣∣∣ψf
q ;ψ

f
R

⟩
, ( . )

where the effective operatorO is the product of the new, shi ed initial and nal wavefunctions, and
the Coulomb interaction operator, integrated over the vortex electron degrees of freedom:

O =
e2

4πε0
N i

lN
f
l′ e

−i(ω−ω′)t

∫
d3r′ve

i(kz−k′z)(zR+z′v)

×
∞∑

p,p′=−∞

Jl−p(k⊥ρR)Jl′−p′(k
′
⊥ρR)

Jp(k⊥ρ
′
v)Jp′(k

′
⊥ρ

′
v)

|r′v − q|
ei(l−l′−p+p′)ϕRei(p−p′)ϕ′

v , ( . )

where the distance between the atomic electron and the vortex electron |rv − re| has been
rewri en as the equivalent vector |r′v − q| in the centre of mass frame, and the distance between
the vortex electron and the centre of mass has |r′v −R| been replaced with |r′v|. is is wri en in
the form

O = N i
lN

f
l′
e2

4πε0
e−i(ω−ω′)t

∞∑
p,p′=−∞

F l,l′,p,p′

R Ip,p
′

q , ( . )



Figure . . : e triangle formed in applying the Neumann addition theorem a
second time. e expansion angles ψ and ϕ are shown - these are expressed in terms
of the relevant angles asΨ′ = ϕ′v − ϕq andΦ′ = π − ϕ′s + ϕq , where ϕ′s denotes
the angle between the vortex electron and the x-axis at the new pole, centred on the
atomic electron. A er expansion, the wavefunction is expressed in terms of a sum
of Ju(kρρ′s), about the atomic electron, allowing the series to be expanded in terms
of q, making the multipolar nature of each contribution to the interaction clear. e
original and expanded beams are shown schematically.

where we have introduced the shorthand

F l,l′,p,p′

R = ei(kz−k′z)zRJl−p(k⊥ρR)Jl′−p′(k
′
⊥ρR)e

i(l−l′−p+p′)ϕR , ( . )

and
Ip,p

′

q =

∫
ei(kz−k′z)z

′
v
Jp(k⊥ρ

′
v)Jp′(k

′
⊥ρ

′
v)

|r′v − q|
ei(p−p′)ϕ′

vd3r′v. ( . )

e rst term,F l,l′,p,p′

R , relates to the centre of mass motion, andmay be integrated in the context of
the Dirac brackets of Eq. ( . ) in the usual fashion. e second term, Ip,p′q , relates to the Coulomb
interaction between the atomic and vortex electrons. e matrix element of this effective operator
may be directly evaluated (see Appendix B. ). WhenR is considered as a dynamical variable, and
the atom is free to move about the beam axis we nd the selection rule

∆l +∆L = −∆m. ( . )

is demonstrates general orbital angular momentum conservation at allR, and encompasses all
possible transitions, from all multipolar contributions, since as yet, no information regarding the
multipolar nature of the transition has been obtained. is general expression of orbital angular
momentum conservation does not specify which transitions are dipole allowed. In order to
determine this, a further wavefunction expansion is made, in a similar manner to above.



. . M E

As shown in Fig. . . , the centre of mass, the atomic electron and the vortex electron make a
triangle similar to that shown in Fig. . . . Expansion of the Bessel functions within this triangle
allows the multipolar expansion of the interaction to be found. In the above, the original Bessel
function was expanded into a summation of Bessel functions about a new origin, with new position
vector r′v . We may now use the same technique to expand these Bessel functions in terms of the
electron position from the centre of mass, q, leading to an intuitive multipolar interpretation.

Returning to the matrix element as described in Eq. ( . ), ( . ) and ( . ), we de ne a new
vector rs as the separation between the atomic and vortex electrons, such that

r′s = r′v − q; ( . )

|r′s| =
(
ρ′2v + z′2v + q2 − z′vq cos θq − ρ′vq sin θq cos(ϕ

′
v − ϕq)

) 1
2 . ( . )

Using this, the Bessel functions Jp(k⊥r′v)may now be expanded in terms of r′s, in the same way as
before. In this case the expansion angles are found to be

Ψ = ϕ′
v − ϕq; ( . )

Φ = π − ϕ′
s + ϕq, ( . )

so that performing the expansion gives ²

Jp(k⊥ρ
′
v) = e−ipϕ′

v

∞∑
u=−∞

Jp−u(k⊥q⊥)Ju(k⊥ρ
′
s)e

i(p−u)ϕqeiuϕ
′
s , ( . )

with q⊥ the magnitude of the atomic position vector in the plane, i.e.

q⊥ = ρq sin θq. ( . )

e full wavefunction of the Bessel vortex, a er both expansions is now

ψEV = Neikz(zR+zq+z′s)e−iωt

∞∑
p=−∞

Jl−p(k⊥ρR)e
i(l−p)ϕR

×
∞∑

u=−∞

Jp−u(k⊥q⊥)Ju(k⊥ρ
′
s)e

i(p−u)ϕqeiuϕ
′
s , ( . )

²At this point the reason for using the HamiltonianHB
Int rather than the centre of mass HamiltonianHCM

Int will be
made clear. In the centre of mass formalism, the atomic electron coordinate relative to the centre of mass is mp

M q, and
the rst wavefunction expansion may be made either about the centre of mass, or about the atomic nucleus, with the
relevant position me

M rp. For notational simplicity then, this expansion is carried out in the limit that the centre ofmass
is coincident with the nuclear position. In either case, the main features of the selection rules will be the same, with
the addition of multiplicative factors involving the particle masses. In the centre of mass formalism |r′v − q|−1 →
|r′v − mp

M q|−1, and there are two options for the wavefunction expansions, since the original wavefunction may
be expanded about either the centre of mass or the atomic nucleus. In the rst case, the rst expansion takes the
same form as that given above, and the second expansion about the atomic electron takes the form Jp−u(k⊥ρq) →
Jp−u(k⊥

mp

M ρq). e alternate method involves the rst expansion being made about the atomic nucleus, so that
Jl−p(k⊥ρR) → Jl−p(k⊥

me

M ρp), and the second expansion has the same form as shown above.



p, p′ u p, p′ − u
0 ≤ p, p′ <∞ 0 ≤ u <∞ positive if p, p′ ≥ u

negative if p, p′ < u
−∞ < u < −1 positive for all p, p′, u

−∞ < p, p′ < 0 0 ≤ u <∞ negative for all p, p′, u
−∞ < u < −1 positive if p, p′ ≥ u

negative if p, p′ < u

Table . . : Summary of the separate conditions on the indices p, p′ and u, and the sign of the
order of the Bessel function given by Jp,p′−u(k⊥q⊥).

where again, the z-dependence has been changed to re ect the new centre of expansion so that
zv → zR + zq + z′s.

Pu ing this into the matrix element of Eq. ( . ) gives an effective operatorO of the form

O′ = N i
lN

f
l′
e2

4πε0
ei(kz−k′z)zqe−i(ω−ω′)t

∞∑
p,p′=−∞

∞∑
u,u′=−∞

F l,l′,p,p′

R Ip,p
′,u,u′

q , ( . )

with

Ip,p
′,u,u′

q =

∫
ei(kz−k′z)z

′
sJp−u(k⊥q⊥)Jp′−u′(k′⊥q⊥)

× Ju(k⊥ρ
′
s)Ju′(k′⊥ρ

′
s)

|r′s|
ei(p−u−p′+u′)ϕqei(u−u′)ϕ′

sd3r′s. ( . )

is expression may be simpli ed, using the Fourier transform for the Coulomb potential (see
Appendix B. ) to give

Ip,p
′,u,u

q = Jp−u(k⊥q⊥)Jp′−u(k
′
⊥q⊥)e

i(p−p′)ϕq
δu,u′
√
2π3

∫ 2π

0

dβ
e−iuβ

Q2(β)
, ( . )

whereQ(β) is the total linear momentum transfer between the initial and nal states of the
electron vortex wavefunction, as a function of the angle β between the incoming and outgoing
states. is leads to the condition that u = u′, so that the full effective operator is now

O′ = N i
lN

f
l′
e2

4πε0
ei(kz−k′z)zqe−i(ω−ω′)t

∞∑
p,p′=−∞

∞∑
u=−∞

F l,l′,p,p′

R Ip,p
′,u,u

q . ( . )

In order to see clearly the multipolar nature of this expression, the Bessel functions of ρq may be
Taylor expanded. Since our interest lies in the dipole term, expansion to rst order is sufficient,
giving the asymptotic limit of the Bessel function. is is valid for small arguments
0 < z <<

√
α + 1 [ , ]:

Jα(z) ≈
1

Γ(α + 1)

(z
2

)α
for α ∈ N ( . )

We have z = k⊥ρq sin θq ≈ k⊥a0. For the typical electron vortex described in Section . we have



k⊥ = 2.3× 1010 m−1, so that z is of order unity. e dominant terms in the expansion will have
α = 0, so that this is not a good approximation, nevertheless, k⊥ is a tunable parameter (for
example, by changing the widths of the bars in the forked masks). However, reducing k⊥
corresponds to increasing the radius of the beam, so that atomic resolution may not then be
possible. A k⊥ ≈ 10−9 m−1 would produce a beam satisfying Eq. ( . ), and suitable for probing
atomic transitions at the nanoscale, with good resolution.

e expression Eq. ( . ) is valid for Bessel functions of positive integer order only, which
occurs under certain conditions of p,p′ and u (see Table . . ). For the remaining cases of p,p′ and
uwe apply the relationship between Bessel functions of positive and negative order of Eq. ( . ),
i.e. for the case when both p, p′ and u are positive, but p, p′ < u, then p, p′ − u < 0, we must write

Jp−u(k⊥q⊥) = (−1)|p−u|J|p−u|(k⊥q⊥). ( . )

In this way, the triple sum over p, p′ and u is divided into eighteen individual terms, with strict
conditions, and we may write the full effective operator as

O′ = N i
lN

f
l′
e2

4πε0
ei(kz−k′z)zqe−i(ω−ω′)tΣp,p′,uF

l,l′,p,p′

R Kp,p′,u,u
q , ( . )

with F l,l′,p,p′

R given by Eq. ( . ), and

Kp,p′,u
q =

ei(p−p′)ϕq

√
2π3

∫ 2π

0

dβ
e−iuβ

Q2(β)
, ( . )

withΣp,p′,u representing the eighteen sums over the different combinations of p, p′ and u,
displayed in full in Appendix B. . We may now apply the asymptotic limit of Eq. ( . ), and then
explicitly examine the conditions that lead to the individual terms in the multipolar expansion of
the effective HamiltonianO′. e zero order terms are those for which the power of q⊥ is zero,
while the dipole and quadrupole terms contain q1⊥ and q2⊥ respectively. is leads to particular
conditions on p, p′ and u, which are summarised in Tables . . - . . . e effective operator is
now expressed in terms of a multipolar series

O′ = O′
ZO +O′

dipole +O′
quadrupole... ( . )

where the matrix element of each can now be evaluated carefully to see the orbital angular
momentum selection rules suggested for l andm. We note here that the identi cation of ‘dipole’
and ‘quadrupole’ etc. relates to the in-plane excitations, such as angular momentum transfer only, as
this q⊥ = ρq sin θq is not the only source of ρq dependence - the out of plane excitation factor
ei(kz−k′z)zq = ei(kz−k′z)ρq cos θ will also affect the atomic electron states. However, since we are
interested in the transfer of orbital angular momentum it is sufficient to consider the in-plane
factors, and for convenient nomenclature these are identi ed as the multipolar terms, since they
will affect the orbital angular momentum in a similar way. Below, the zero order and dipole terms
are explicitly considered.
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. . Z O T

e zero terms are those having q(p−u)
⊥ q

(p′−u)
⊥ = q0⊥ (and similar, see Appendix B. and Table

. . ), and this gives directly the condition p = p′ = u. ese zero order terms cannot lead to
orbital angular momentum exchange between the vortex and the atom, however since there is
dependence on ρq in the out-of plane excitation factor ei(kz−k′z)zq transitions between different
initial and nal states of the atomic electron are possible.

e zero order term cannot lead to exchange of orbital angular momentum between the atomic
electron and the p state that the atom interact with, so the difference in orbital angular momentum
between the ingoing and outgoing Bessel beam must be zero, i.e.:

∆p = p− p′ = 0. ( . )

For all sets of conditions on p and u this gives that p = p′ = u. is condition is valid for just two
terms in Eq. (B. ) and all indices cancel, leaving only one term in each sum. us, the zero order
terms are

O′
ZO = N i

lN
f
l′
e2

4πε0
ei(kz−k′z)zqe−i(ω−ω′)t

×

(
1

Γ(1)Γ(1)

∞∑
p=0

F l,l′,p,p
R Kp,p,p,p

q +
1

Γ(1)Γ(1)

−1∑
p=−∞

F l,l′,p,p
R Kp,p,p,p

q

)

= N i
lN

f
l′
e2

4πε0
ei(kz−k′z)zqe−i(ω−ω′)t

∞∑
p=−∞

F l,l′,p,p
R Kp,p,p,p

q . ( . )

e sums over p do not disappear completely - there are further factors inKp,p′,u,u′
q andF l,l′,p,p′

R

involving the indices and these must still be summed over. However, the sums have now been
collapsed by these conditions to giveKp,p,p,p

q andF l,l′,p,p
R .

Writing the functionsF l,l′,p,p
R andKp,p,p,p

q explicitly, we nd

O′
ZO =

N i
lN

f
l′√

2π3

e2

4πε0
ei(kz−k′z)(zq+zR)e−i(ω−ω′)t

∞∑
p=−∞

Jl−p(k⊥ρR)Jl′−p(k
′
⊥ρR)

× ei(l−l′−p+p)ϕRei(p−p)ϕq︸ ︷︷ ︸
azimuthal factors

∫ 2π

0

dβ
e−ipβ

Q2(β)
. ( . )

e factors that will affect orbital angular momentum transfer are indicated as the azimuthal terms.
It is clear here that in general the orbital angular momentum of the beam directly affects the motion
of the centre of mass, while the atomic electron is affected by the shi ed Bessel beam - in this zero
order interaction p = p′ so it is obvious there is no orbital angular momentum transferred to the
atom, as expected. Incorporating these azimuthal factors into the relevant part of the full matrix
elementMl,l′

ZO gives the selection rules:

Ml,l′

ZO =
e2

ε0
√
2π

∞∑
p=∞

Θl,l′,p
R ΘZO

q

∫ 2π

0

dβ
e−ipβ

Q2(β)
δ[m,m′]δ[(l+L),(l′+L′)], ( . )



such that the zero term allows transfer of orbital angular momentum between the electron vortex
and the nuclear rotation only. e factorsΘl,l′,p

R andΘZO
q contain the integrals over the remaining

degrees of freedom, and are stated in full in Appendix B. . .

. . D

e dipole interaction Hamiltonian that is single order in ρq will allow the transfer of orbital
angular momentum to the atom, and the z component of the electron angular momentum may
change [ ]:

∆m = 0,±1. ( . )

Accordingly, for present purposes we identify the dipole terms as being single order in q and have
the following selection rule for p,

∆p = ±1, 0. ( . )

Since orbital angular momentum is conserved when the atomic electron interacts with the vortex
wavefunction, so that∆m = ∆p. e conditions for p, p′ and u obtained by these requirements
are indicated in Table . . . Applying these conditions leads to³

O′
dipole = N i

lN
f
l′
e2

4πε0
ei(kz−k′z)zqe−i(ω−ω′)t

(q⊥
2

)
×

(
k⊥

∞∑
p=0

1

Γ(2)Γ(1)
F l,l′,p,p−1
R Kp,p−1,p−1,p−1

q + k′⊥

∞∑
p=0

1

Γ(1)Γ(2)
F l,l′,p,p+1
R Kp,p+1,p,p

q

+ k′⊥

∞∑
p=0

(−1)

Γ(1)Γ(0)
F l,l′,p,p−1
R Kp,p−1,p,p

q + k⊥

∞∑
p=0

(−1)

Γ(2)Γ(1)
F l,l′,p,p+1
R Kp,p+1,p+1,p+1

q

+ k⊥

−1∑
p=−∞

1

Γ(2)Γ(1)
F l,l′,p,p−1
R Kp,p−1,p−1,p−1

q + k′⊥

−1∑
p=−∞

1

Γ(1)Γ(2)
F l,l′,p,p+1
R Kp,p+1,p,p

q

+ k′⊥

−1∑
p=−∞

(−1)

Γ(1)Γ(2)
F l,l′,p,p−1
R Kp,p−1,p,p

q + k⊥

−1∑
p=−∞

(−1)

Γ(2)Γ(1)
F l,l′,p,p+1
R Kp,p+1,p+1,p+1

q

)
,

( . )

which reduces to

O′
dipole = N i

lN
f
l′
e2

4πε0
ei(kz−k′z)zqe−i(ω−ω′)t

(q⊥
2

)
×

(
k⊥

∞∑
p=−∞

F l,l′,p,p−1
R Kp,p−1,p−1,p−1

q − k⊥

∞∑
p=−∞

F l,l′,p,p+1
R Kp,p+1,p+1,p+1

q

+ k′⊥

∞∑
p=−∞

F l,l′,p,p+1
R Kp,p+1,p,p

q − k′⊥

∞∑
p=−∞

F l,l′,p,p−1
R Kp,p−1,p,p

q

)
. ( . )

Once again, we may expand the functionsKp,p′,u,u′
q andF l,l′,p,p′

R , and isolate the relevant

³Note that certain terms of Eq. (B. ) ful ll the requirements of Table . . for very speci c numerical conditions
of p, p′ and u, leading to a single termwith no summation. ese contributions have been excluded, as they are found
to lead to double counting when the sums are contracted to a single variable.



azimuthal factors. is gives

O′
dipole =

N i
lN

f
l′√

2π3

e2

4πε0
ei(kz−k′z)(zq+zR)e−i(ω−ω′)t

(q⊥
2

)
×

(
k⊥

∞∑
p=−∞

Jl−p(k⊥ρR)Jl′−p+1(k
′
⊥ρR) e

i(l−l′−p+p−1)ϕRei(p−p+1)ϕq︸ ︷︷ ︸
azimuthal factors

∫ 2π

0

dβ
e−i(p−1)β

Q2(β)

− k⊥

∞∑
p=−∞

Jl−p(k⊥ρR)Jl′−p−1(k
′
⊥ρR) e

i(l−l′−p+p+1)ϕRei(p−p−1)ϕq︸ ︷︷ ︸ ∫ 2π

0

dβ
e−i(p+1)β

Q2(β)

+ k′⊥

∞∑
p=−∞

Jl−p(k⊥ρR)Jl′−p−1(k
′
⊥ρR) e

i(l−l′−p+p+1)ϕRei(p−p−1)ϕq︸ ︷︷ ︸ ∫ 2π

0

dβ
e−i(p)β

Q2(β)

− k′⊥

∞∑
p=−∞

Jl−p(k⊥ρR)Jl′−p+1(k
′
⊥ρR) e

i(l−l′−p+p−1)ϕRei(p−p+1)ϕq︸ ︷︷ ︸ ∫ 2π

0

dβ
e−i(p)β

Q2(β)

)
.

( . )

Applying this to the matrix element of Eq. ( . ) is more difficult than in the zero order case, and
speci c circumstances must be considered. We will rst focus on the case when the atom is located
on the axis of the beam, such thatR = 0, so as to illustrate the general features of the interaction.
When the atom is displaced from the beam axis other effects are apparent due to the presence of
the pmodes about the atom. e general properties of this off-axis interaction are discussed below,
with a quantitative treatment of the full dipole interaction give in Section . . .

A O -A

When the atom is on axis, we haveR = 0, so the Bessel function factors in Eq. ( . ) are non-zero
only when they are of order 1. is gives conditions on the relationship between l, l′ and p, and
each of the summations over p collapses into a single term:

O′
dipole =

N i
lN

f
l′√

2π3

e2

4πε0
ei(kz−k′z)(zq+zR)e−i(ω−ω′)t

(q⊥
2

)
×

[
δ[l,l′+1]e

i(0)ϕReiϕq

(
k⊥

∫ 2π

0

dβ
e−i(l−1)β

Q2(β)
− k′⊥

∫ 2π

0

dβ
e−ilβ

Q2(β)

)

+ δ[l,l′−1]e
i(0)ϕRe−iϕq

(
k′⊥

∫ 2π

0

dβ
e−ilβ

Q2(β)
− k⊥

∫ 2π

0

dβ
e−i(l+1)β

Q2(β)

)]
. ( . )

is can be expressed as

O′
dipole = NiNf

e2

(2π)
5
2 ε0

(
A+1

l ρqe
i(0)ϕReiϕqδ[l,l′+1] +A−1

l ρqe
i(0)ϕRe−iϕqδ[l,l′−1]

)
, ( . )



with

A+1
l = k⊥

∫ 2π

0

dβ
e−i(l−1)β

Q2(β)
− k′⊥

∫ 2π

0

dβ
e−ilβ

Q2(β)
( . )

A−1
l = k′⊥

∫ 2π

0

dβ
e−ilβ

Q2(β)
− k⊥

∫ 2π

0

dβ
e−i(l+1)β

Q2(β)
. ( . )

Note that for this on-axis case, no orbital angular momentum may be transferred between the
vortex and the centre of mass, as expected. For the special case when l = 0, it can be seen that
A+1

0 = −A−1∗
0 . For the general case, with l ̸= 0, we nd thatA+1

l = −A−1∗
−l , so that the forward

and reverse transitions induced by oppositely polarised vortices have the same strength.
is operator may now be applied to nd the full matrix element of the on-axis dipole

interaction:

Mon-axis
dip =

e2

ε0
√
2π

ΘRΘ
dip
q

(
A+1

l δ[m,m′−1]δ[l,l′+1] +A−1
l δ[m,m′+1]δ[l,l′−1]

)
, ( . )

with expressions forΘR andΘdip
q given in Appendix B. . . It can be seen that again, the dipole

term admits interaction in which the magnetic quantum number of the atom may change by 0 or 1
units. In this case, no dipole interactions are possible in which the orbital angular momentum of
the atomic electron does not change.

A O -A

When the atom is off-axis, there are contributions from the expanded wavefunction having p ̸= l

and p′ ̸= l′, and for a given atom location p = l is not necessarily the dominant term. e factors
F l,l′,p,p′

R of Eq. ( . ) give the weighting of each p-mode at different positions ρR, with the relevant
spatial dependence given by Jl−p(k⊥ρR). Plo ed in Fig. . . are these Bessel function prefactors
for the rst few pmodes about p = l, for theE = 200 keV vortex beam with k⊥ = 2.23× 1010

m−1, described in Section . . Since the Bessel function of order zero has the largest maximum,
with the successive decrease of the maxima of the higher order Bessel functions, those modes close
to p = l will always be the most signi cant in the interaction with the atomic electron - however,
depending on the actual atomic position, the other modes may not be negligible. For the l = ±1

the rst zero ρ1,1 occurs at approximately 0.17 nm. It is clear from Fig. . . that within this radius
other orders of orbital angular momentum are not negligible, so that these extra channels of orbital
angular momentum transfer will become signi cant.

e full spatial dependence of the dipole interaction is given in Eq. ( . ). Each pmode
contributes a channel for orbital angular momentum exchange to the interaction, in which one unit
of orbital angular momentum is transferred. However, this also opens up channels in which orbital
angular momentum about the beam z-axis does not appear to be conserved; since the atom and
vortex are described about different axes the orbital angular momentum of each cannot be
simultaneously conserved. e full matrix element may again be wri en in the form

Ml,l′

dip =
e2

ε0
√
2π

Θdip
q

(
A+1

l,Σp,l′δ[m,m′−1] +A−1
l,Σp,l′δ[m,m′+1]

)
, ( . )
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Figure . . : e vortex modes Jp(k⊥ρ′v) about the atomic centre of mass are mod-
ulated by the prefactor Jl−p(k⊥ρR). is prefactor is plo ed above for the indicated
values of p, showing the relative signi cance of the various modes as the atom is
moved away from the beam axis. Near the beam axis, the mode p = l dominates,
while it can be seen that farther from the axis, several p-modes must be taken into
account in the analysis of vortex-atom interactions.

where now the factors affecting the transition strengths consist of sums over p and the nal beam
angular momentum l′:

A+1
l,Σp,l′ =

∞∑
p=−∞

∞∑
l′−∞

A+1
l,l′,p; ( . )

A−1
l,Σp,l′ =

∞∑
p=−∞

∞∑
l′=−∞

A−1
l,l′,p; ( . )

with

A+1
l,l′,p = Θl,l′,p,+

R

(
k⊥

∫ 2π

0

dβ
e−i(p−1)β

Q2(β)
− k′⊥

∫ 2π

0

dβ
e−ipβ

Q2(β)

)
; ( . )

A−1
l,l′,p = Θl,l′,p,−

R

(
k′⊥

∫ 2π

0

dβ
e−ipβ

Q2(β)
− k⊥

∫ 2π

0

dβ
e−i(p+1)β

Q2(β)

)
, ( . )

withΘl,l′,p,±
R given in Appendix B. . , and we have |Θl,l′,p,+

R | = |Θl,l′,p,−
R |. Since the sums over p

and l′ are symmetric about zero, andA+1
l,l′,p = −A−1∗

−l,−l′,−p, we have that |A+1
l,Σp,l′ | = |A−∗1

−l,Σp,l′ |.
Note that the delta functions relating l and l′ are no longer present, and the factor pertaining to the
centre of mass states is included in the sum over l′, as the azimuthal factor ei(l−l′±1)ϕR in Eq. ( . )
affects the nucleus rotation. In the case when the interaction occurs off axis the resulting l′ modes
are not restricted to l′ = ±1. is point is important for experimental considerations, since it
means that a dipole transition, in which∆m = ±1, contributes to signals in all l′ channels, not
simply the l′ = ±1 as would be expected from simple conservation of angular momentum about
the beam axis. However, when the nuclear position vector is taken to be a dynamical variable
orbital angular momentum conservation about the vortex axis is apparent.

In the situation when the atom is free to rotate about the beam axis, and the nucleus is in a well
de ned rotational eigenstate, the conservation of orbital angular momentum is straightforward,



and the transfer of orbital angular momentum to the atom may be inferred by looking at the l′

states. As an example, the p = l − 1mode may be sca ered to the state p′ = p+ 2, via a
quadrupole or higher order interaction. Relating this p state to the nal beam state, l′ requires some
knowledge of the atomic orbital angular momentum eigenstate, characterised byL, or at least ϕR is
required to be a dynamical variable. AssumingL = L′, we have

Ml,l′

dip ∝
∫
d3ρRJ+1(k⊥ρR)Jl′−l−1(k

′
⊥ρR)e

i(l−l′+2)ϕR , ( . )

as the part of the matrix element dependent on the distance of the atom from the beam axis.
Performing the azimuthal integration here indicates l′ = l + 2, as expected for the atomic change
of∆m = −2. However, it will not be clear through examination of the l′ states the type of
transition induced in the atom. Tables . . - . . show that both the zero order and the
quadrupole interactions may occur with no transfer of orbital angular momentum. It is clear that
even orders of q - such as the zero order and quadrupole etc. - will allow transfer of even integer
units of orbital angular momentum, while odd orders - dipole, octopole, etc. - will allow odd integer
units of angular momentum to be transferred.

As mentioned above, in the case when the atom is xed off axis the orbital angular momentum
about the beam axis is not necessarily a conserved quantity. A consequence of this is that when the
atom is situated off-axis the change in magnetic quantum number of the atomic state is not
necessarily re ected in the change of orbital angular momentum of the electron vortex. is is
illustrated in Fig. . . , in comparison to the simpler case of the atom on-axis. For the on-axis case,
the only contribution to the interaction is from the p-modes having p = l and the resulting nal
state must have p′ = l′, and so the atomic change is directly re ected in the exiting beam. However,
for the off-axis case, the contributions from several different p-modes induce transitions within the
atom causing exchange of orbital angular momentum of different orders. e resulting p′ modes
may be re-cast as l′ modes, by expanding back to the vortex beam axis, such that each l′ mode
contains contributions from several different p′ modes. is makes it very difficult to determine the
change in orbital angular momentum of the atom by examining the orbital angular momentum of
the beam about the original z-axis.

For experimental applications, it is important to understand the relative strengths of the different
possible interactions and determine the most probable change in orbital angular momentum of the
atomic electron. is is affected by the relative strengths of the incoming p-modes, and the relative
strengths of the multipole transitions,

⟨
ψf
q

∣∣ qne±inϕq
∣∣ψi

q

⟩
. For an atom in anm = 0 state,

i.e. with no net magnetic moment, the transitions with±n are of equal strength, with the
interactions of lowest order in q having the highest strength [ ]. It can be seen from Fig. . .
that the modes having p = l ± s have equal strength, so illuminating the atom with an l = 0 beam
will show dichroism in the resulting l′ states only when the atom has a net magnetic moment.
However, if the atom is allowed to interact with a beam with l ̸= 0, there will be a difference in
distribution of the resulting states l′. is is because, although the modulating factor Jl−p(k⊥ρR)

will be the same, the Bessel functions describing the p-modes are not symmetric about l ̸= 0, so
the modes p1 = l + s and p2 = l − swill not have the same spatial distribution for l ̸= 0. Since
we haveA+1

l,Σp,l′ = −A+1∗
−l,Σp,l′ , it will be possible to observe dichroism effects by comparing the



resulting l′ distributions of beams with±l as, barring density of states considerations in the atomic
dipole matrix element, the distribution of nal modes l′ should be the same. For certain values of l
and l′ the relative magnitude of the different contributions to particular l′ modes is discussed
quantitatively in Section . . .

e apparent breaking of orbital angular momentum conservation is due to the extrinsic nature
of the orbital angular momentum in this case [ ], and the effect may be viewed as a mode
broadening. Simply transforming the beam from one axis to another, parallel axis is not enough to
make the extrinsic nature of the orbital angular momentum apparent, however. e orbital angular
momentum of a vortex beam about a displaced axis is found to be [ ]

Lz → Lz + ẑ ·R× ⟨P⊥⟩ ( . )

where ⟨P⊥⟩ is the total transverse momentum (or current), measured about the new axis. In the
situation here, the two axes are parallel, and as shown in Chapter the total momentum of the
electron vortex has a component only in the z direction. us ⟨P⊥⟩ = 0, and the angular
momentum of the beam about the new axis is simply l~. On the other hand, the interaction with
the atom at this new axis makes the extrinsic nature of the vortex orbital angular momentum
apparent - due to its spherical symmetry the z-axis of the atom is arbitrary⁴, so that the transverse
momentum of the beam about the z-axis is not necessarily zero, leading to a change in the orbital
angular momentum of the beam about the atomic axis. is is responsible for the apparent
non-conservation of the beam orbital angular momentum.

. . S D D M E

For the dipole term, the full spatial dependence of the matrix element is contained in Eq. ( . ).
e rst and fourth terms represent interaction in which the orbital angular momentum of the

atom may increase by one unit, while the second and third terms represent interactions in which it
may decrease by one unit. For both these interactions the change in the orbital angular momentum
of the beammay be either+~ or−~, with the two possibilities having different spatial dependence.

ese spatial dependence of |Ml,l′

dip|2 are plo ed for electron vortex beams having l = 0,±1, for
the different combinations of∆m = ±1 and∆l = ±1 in Fig. . . , Fig. . . and Fig. . . . e
plots of |Ml,l′

dip|2 show the strength of a given interaction process at different positions within the
beam, such that the centre of the beam is always at the centre of the plot. e beams are modelled
using the same parameters of the typical Ångstrom size electron vortex as described in Section . ,
with kz = 2.3× 1012 m−1 and k⊥ = 2.3× 1010 m−1 for the incoming beam, and k′z = kz ,
k′⊥ = 0.5k⊥ in each case⁵.

⁴In making the transformation shown in Fig. . . it appears that we ‘ x’ the atomic electron angle ϕq to lie in a
plane transverse to the beam axis. In doing this we have rotated the atomic coordinate system to the frame that best
suits our purposes - the ‘natural’ z-axis of the atommay be quite different - so that ϕq and θq in this rotated frame are
different to those in the natural atomic basis.

⁵ e plots were generated usingMathematica . For each forward or reverse atomic transition, the relevant terms
in Eq. ( . )were calculated over a 256×256 sample grid of atomic positionsR. For each individual calculation (one



Figure . . : Schematic showing contributions of the expanded wavefunctions to
transitions of an off-axis atom, compared to those in the atom lying on the axis. In
the on-axis case the change in orbital angular momentum of the atom is directly re-
ected in the change in the orbital angular momentum of the beam. In the off axis

case, the atom interacts with the p-vortex modes arising a er the expansion of the
beam about an axis through the atomic nucleus. e p-modes may interact via a
multipolar transition, leading to a change in the atomic orbital angular momentum
∆p = −∆m. However, when the orbital angular momentum of the vortex is mea-
sured a er the interaction, it is measured about the original beam axis - in transform-
ing the post interaction p′ states back to this axis the direct connection to the atomic
states is lost. However, by examining the relative strengths of the atomic multipolar
transitions the change in the atom can be determined.
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Figure . . : e spatial dependence of the strength of the matrix element for the
interaction between a hydrogen-like atom and the electron vortex beam with l = 0,
across a nanometre scale (see text for relevant parameters). (a) and (b) show the
interaction for which∆m = +1, with∆l = −1 and∆l = +1 respectively. (c)
and (d) show the interaction for which∆m = −1, with∆l = −1 and∆l = +1
respectively. Plots are normalised such that for each individual plot blue is the lowest
value (zero) and yellow is the highest. e relative strengths for each plot may be
seen in the line graphs of . . a
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Figure . . : e spatial dependence of the strength of the matrix element for the
interaction between a hydrogen-like atom and the electron vortex beam with l =
+1, across a nanometre scale (see text for relevant parameters). (a) and (b) show
the interaction for which∆m = +1, with∆l = −1 and∆l = +1 respectively. (c)
and (d) show the interaction for which∆m = −1, with∆l = −1 and∆l = +1
respectively. Plots are normalised such that for each individual plot blue is the lowest
value (zero) and yellow is the highest. e relative strengths for each plot may be
seen in the line graphs of . . b
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Figure . . : e spatial dependence of the strength of the matrix element for the
interaction between a hydrogen-like atom and the electron vortex beam with l =
−1, across a nanometre scale (see text for relevant parameters). (a) and (b) show
the interaction for which∆m = +1, with∆l = −1 and∆l = +1 respectively. (c)
and (d) show the interaction for which∆m = −1, with∆l = −1 and∆l = +1
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As can be seen in each gure, those interactions for which the orbital angular momentum about
the beam axis is conserved - i.e. having∆m = ±1 and∆l = ∓1 - are the dominant processes in
the centre of the beam, while those that do not conserve orbital angular momentum about the
z-axis are the off-axis interactions, as described qualitatively above. In the following we will refer to
the former as ‘ordinary’ interactions, and the la er as ‘irregular’. For the case of the incident l = 0

beam, shown in Fig. . . the ordinary interactions - with∆m = −∆l - have the same magnitude
for both the forward and reverse atomic transition, as do the other, irregular transitions. It is this
symmetry that led to the clear and unambiguous dichroism result of Verbeeck et al., in their
experiment on magnetised iron lms [ ]. is symmetry is not apparent in the transitions of the
vortex beams with l = ±1when comparing the ordinary and irregular transitions within each
beam; however when considering the ordinary and irregular forward and reverse transitions of the
vortex beams of opposite winding with l = ±1, the symmetry is again apparent. e ordinary
forward transition for the l = +1 beam has the same magnitude and spatial pro le as the ordinary
reverse transition for the l = −1 beam, and vice versa, with the same relationships for the irregular
transitions, such that |A+1

l | = |A−1∗
−l |, as shown for the on-axis dipole interaction in Section . . .

is suggests that future dichroism experiments using electron vortex beams should compare the
transition rates between oppositely vortex beams with opposite signs of orbital angular
momentum. An experimental scheme for such a dichroism experiment is suggested below.

Fig. . . shows the relative magnitude of the square modulus of the matrix element for each
interaction with the different vortex beams having l = 0,±1. For an l = 0 beam it is found that
the probability of sca ering to either the∆m = +1 or∆m = −1 by an ordinary transition is the
same, with the corresponding change in l being∆l = −1 or∆l = +1 respectively. Similarly, the
irregular transitions also have the same probability, though this probability is much smaller than
that of the ordinary transitions and is of course zero on-axis. For the l = 1 incident beam, the
forward ordinary transition has the largest magnitude, and is an order of magnitude larger than the
reverse ordinary transition. Similarly, the reverse ordinary transition is the largest of the l = −1

beam induced transitions, as expected from the symmetry in the beam interactions discussed
above. ese are the largest contributions to the overall matrix element for the l = ±1 beams, and
as such will contribute the largest to the signal obtained in an electron energy loss spectroscopy
experiment. e other channels will contribute to a background signal, in the experiment proposed
below only the small irregular channel with the same∆l as this main signal will contribute to the
measured background signal. As can be seen in Fig. . . , the strengths of the dominant
interactions for the vortex beams are signi cantly larger than (approximately double) the
equivalent interactions for the l = 0 beam, suggesting that dichroism experiments comparing with
incident vortex beams will give stronger signals than the similar experiment with incident plane
wave, and post-selection using a vortex analyser, as in [ ].

Such a dichroism signal could be measured using the experimental set-up depicted in Fig. . . .

pixel) the atomic positionR is xed, so that the factor ei(l−l′±)ϕR contributes only a magnitude factor in each case.
Since the interaction is not a coherent process, and the atom may only interact with one p-vortex, the magnitude of
|Ml,l′

dip |2 for an interaction at positionRwas foundby summing |Ml,l′

p |2 for the relevant conditions ofm and l, where
|Ml,l′

p |2 is the squaremodulus of the effective operator of Eq. ( . ) for a given p. is was done for−11 ≤ p ≤ 11,
as outside this range themodulation factors Jl−p(k⊥ρR) lead to negligible contributions for the sampled range ofR.
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Figure . . : e relative strength of the interactions with∆m = ±1 for incident
beams with l = 0,±1. For the l = 0 incident beam it can be seen in (a) that the
two ordinary transitions have the same strength and spatial pro le, as do the two
irregular transitions. e incident vortex beam with l = ±1 each have a dominant
ordinary transition - approximately double the strength of those of the l = 0 beam
- with the other ordinary and two irregular transitions greatly suppressed. Plots are
given in arbitrary units.
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Using this arrangement, electron energy loss spectroscopy using electron vortex beams could be
used to obtain chiral information from various samples. An incident vortex beam of vorticity l = 1

is focused via a scanning confocal lensing system onto a point on the sample. e confocal set-up is
required to reduce the contributions from neighbouring off-axis atoms that will interact with the
vortex through irregular transitions, though these cannot be completely eliminated. e sample
will interact with the electron vortex, whether by core-shell excitations or other chiral activity,
changing the total orbital angular momentum within the beam. is beam is transmi ed through
the sample, and passed though a forked holographic mask, acting as vortex analyser. is will
decompose the beam into the different vortex states, and the relative integrated intensity of the
different vortex states can be measured, and compared with the same experiment performed with a
vortex beam of opposite orbital angular momentum. A spatially resolved electron energy loss
spectrum will be obtained by scanning the focused probe across a sample to obtain an energy loss
map - comparison with the oppositely polarised electron vortex will lead to spatially resolved chiral
information about the sample, with the possibility of nanometre resolution.

To illustrate this, consider the l = 1 beam interacting with an atom; the dominant interaction
will induce a∆m = +1 transition within the atom, and sca er the vortex state to l′ = 0. e
transmi ed beam is now passed through the vortex analyser, spli ing the beam into components
having vorticity 0, 1 and 2. Since the dominant interaction is that for which∆l = −1 (but this
interaction is weak), it is expected that there will be the largest signal in the post-analyser l = 1

channel (i.e. no diffraction), and signi cant signal in the l = 0 channel, with very li le having
l = 2. e signal of interest is that in the l = 0 channel, as this contains those electrons that have
undergone an interaction with the atom. To obtain an energy loss spectrum, this will be compared
with the similar signal obtained using an l = −1 incident vortex beam. In this case, the signal of
interest is also the post-analyser l = 0 signal, as this is comprised of electrons that have been
sca ered by the sample to∆l = +1 though an atomic interaction with∆m = −1, the dominant
interaction for the l = −1 beam. Comparison of these two signals at various energies will give
electron energy loss spectrum results, and characterise the chiral activity of the sample.

An energy loss spectrum obtained in this way depends on the signals in the post-analyser l = 0

beam, for both incident beams. In both cases, this beam will be comprised of the dominant,
ordinary interaction, and a smaller contribution from the irregular transition having the same∆l
but opposite∆m. is irregular contribution arises due to off-axis interactions and may cause
issues with resolution if its magnitude becomes comparable to that of the desired ordinary
interaction. For the incident l = +1 and l = −1 beams respectively, Fig. . . and Fig. . .
show the square modulus of the matrix elements contributing to each post-analyser channel, and
the sum of these matrix elements. e sum determines the probability that a interaction observable
in that channel occurs, and directly relates to the signal that will be measured in that channel, with
the measured signal proportional to the spatial integral of the total squared matrix element. By
comparing the relative contributions to the total squared matrix element it can be seen that for the
desired ordinary interaction in each case the signal will be much stronger, comprising the main part
of the total, measured signal. e irregular signal has a maximum at approximately 0.1 nm, due to
off axis interactions, and while this will contribute to background signal it should not be signi cant



Figure . . : Suggested experimental set-up for electron energy loss dichroism
experiments using electron vortex beams. e sample, shown as a point in this
schematic, is illuminated by a focused electron vortex. e transmi ed beam is
passed through a holographic forked lter, acting as a vortex analyser, so that the
beam is split into the different vortex components. Collection of the different vortex
components and comparison with those obtained with a beam of opposite vortex
polarisation will enable chiral information about the sample to be obtained.



enough to greatly impair the resolution. us, this method should be able to provide chiral
dichroism spectra at high resolution, with appropriately focused vortex beams. As discussed in
Section . . the limitations of creating vortex beams with Ångstrom resolution lead to beams that
have the central minima washed out [ ] - nevertheless, the suggested experiment described here
should provide an accessible method for obtaining nanometre resolution electron energy loss
chiral dichroism spectra. With the development of speci c corrective so ware for this particular
experimental set-up, an increase in resolution may potentially be achievable by utilising the chiral
information contained in the other post-analyser channel (though this signal is predicted to be very
small), or by correction for the off axis contributions to the total signal. Correction of off-axis
contributions will require further simulations to be carried out with more experimentally feasible
vortex beam pro les, by expansion into the basis set of the ideal Bessel beams considered here, and
also analysis of contributions from the quadrupole and higher multipole terms, though these are
expected to be small.

. C H -

e selection rules for the interaction of atomic ma er with an electron vortex have now been
determined using two different methods - a direct multipolar expansion of the interaction
Hamiltonian, and the use of an effective operator that has been expanded into a multipolar series.
Several key differences have been found using these two methods. We note that the idea of a
multipolar expansion in the two cases is not quite the same - in the rst case the Hamiltonian is
expanded into a ‘true’ multipolar series, whereas the second method utilised an expansion in
powers of q⊥, the in-plane component of the atomic position vector, with the dependence on qz
not included in the expansion. is leads to some, but not all, of the differences between the two
methods. Because of this, the full magnitudes of the transition matrix elements for the two
methods have not been compared in this analysis, as the selection rules obtained are in quite
different formats. For the Hamiltonian expansion method the full matrix element has been derived
to achieve the selection rules; for the multipolar expansion method the selection rules are apparent
at operator level, before applying the speci c atomic states.

e dipole term of the expanded interaction Hamiltonian is found to allow interactions in which
zero or one units of orbital angular momentum many be exchanged. e orbital angular
momentum of the electron vortex and the centre of mass of the atom combine to form a separate
system that may exchange orbital angular momentum with the atom. e combining of the angular
momenta of the vortex and the gross atomic motion is also found using the effective operator
method when the atom is free to rotate about the beam axis. In this case, the general features of the
two sets of selection rules is the same - orbital angular momentum is conserved about the beam
axis and the dipole terms in each case may mediate interactions in which one unit is exchanged.

e zero order term of the effective operator may be compared with the multipolar expansion
dipole interaction in which no units of orbital angular momentum are exchanged - this is not a
feature of the effective operator ‘dipole’ term due to the difference in de nition of dipole between
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Figure . . : e matrix elements of the relevant regular or irregular interactions
contribute to the signal observed in the indicated post-vortex analyser channels.

e signal is proportional to the integrated matrix element. For the l = +1 beam
the transition of interest is that with∆l = −1,∆m = +1. is will be ob-
served in the l = 0 channel, shown in (a), and the off-axis irregular transition with
∆l = −1,∆m = −1 does not contribute a signi cant amount. e interaction
probability contributing to the l = 2 channel, shown in (b), is very small so that this
dichroism effects are not expected to be apparent in this channel. Plots are given in
arbitrary units.
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the two methods.
A key difference is the ‘dipole’ term of the effective operator permits interactions in which any

amount of orbital angular momentum may be exchanged. is is found when the atom is xed at a
distance from the axis. is should be reproducible in the multipolar Hamiltonian by calculating
the matrix element at different positionsRwithout integrating the centre of mass states. However
in order to obtain any spatial information about the interaction, this must be evaluated on a
point-by-point basis. e effective Hamiltonian method allows for more immediate determination
of the spatial pro le of the interaction.

Using both methods, for the interactions in which exchange is possible, the matrix elements of
the “forward” and “reverse” exchanges,AF

l andAR
l respectively, are found to have magnitudes such

thatAF
l = AR∗

−l . As long as there is no net magnetic moment of the atom that would disallow either
the forward or reverse transitions (i.e. the atom is in the highest or lowestm state) the transition
rate of both would be the same, and no net dichroism would be observed in an EELS experiment
such as that demonstrated in [ ] using an incident l = 0 beam, or that suggested above using
oppositely polarised incident vortex beams. e interaction mechanisms for both the Hamiltonian
and wavefunction expansions are directly comparable to the action of circularly polarised light on
the atom. For the Hamiltonian expansion method, this is apparent in the atomic dipole matrix
elementDDD, which shows explicit dependence on circular polarisation, while the operator ρqe±iϕq

of the wavefunction expansion may also be expressed in terms of projection onto a circularly
polarised basis

ρqe
±iϕq = xq ± iyq = rq ·

(
x̂± iŷ

2

)
. ( . )

e advantage of the wavefunction expansion is that the change in interaction with the distance
of the atom from the beam axis is readily apparent, via the modulating functions Jl−p(k⊥ρR). For
the Hamiltonian expansion, the Hamiltonian is dependent onR; this serves to illustrates the limits
of the validity of the dipole approximation. e expansion is valid for |q| ≪ |rv −R|; when
satis ed, the dipole term is then dominant. Outside this limit, however, this dipole Hamiltonian is
not applicable, and higher order terms must be considered. e wavefunction multipolar
expansion avoids this issue; the atom interacts with p-modes weighted according to the distance
from the axis, which dictates the signi cant multipolar interactions. Due to the asymptotic limit of
the Bessel function, which requires 0 < k⊥q⊥ ≪

√
l + 1, this approach applies best in the case of

small atoms, |q| ≈ a0, and high l. Although k⊥a0 ≈ 1 for the typical keV Bessel beam, k⊥ can
be increased by altering the mask shape, such that this method of analysis is applicable for the l = 1

beam interacting with the hydrogen atom.

. A

e following analysis is applicable to the results of the both the Hamiltonian and wavefunction
multipolar expansions, since we nd that the forward and reverse transitions contribute the same
magnitude to the interaction matrix element. e analysis will be presented in terms of general
functions U0,±1

l , which represent the magnitudes of the contributions to the matrix element for
∆m = 0,±1 for each of the multipolar expansions, i.e. the C0,±1

l of Eq. ( . ), and theA±1
l,Σ,p,l′ of



Eq. ( . ).
It has been demonstrated experimentally that electron vortex beams can exhibit dichroism in

their absorption by ma er [ ]. is is due to the internal electronic structure of the material
under study - whether it has a magnetic moment - and is not due to the structure of the beam itself.
A dichroic signal is observed when one vortex polarisation is absorbed preferentially over the other.

e transition (or absorption) rate, Γ, is proportional to the modulus square of the matrix element,
and the density of the nal states ρf accessible via the interaction. is is expressed as Fermi’s
golden rule:

Γ =
2π

~
|Mfi|2ρ̂f . ( . )

e transition rates for electron vortex beams with two different senses of rotation may now be
found, using the selection rules of ( . ) and ( . ) (and those for the off-axis case) above. For
simplicity, we choose the beams l = ±1, and examine sca ering in both cases to the state l′ = 0,
noting that the process of an l = 0 vortex sca ering to l = ±1 is equivalent, and the experimental
process in [ ]. Additionally, the centre of mass motion can be restricted, as it would be in a solid,
for example, so we may writeL = L′ and examine only the transfer between the vortex beam and
the atomic electron.

e hydrogen atom may seem like a very simple model, however the results derived above may
be generalised for a many-electron system, such as an iron atom, by considering the total orbital
angular momentum of the atomic electron con guration [ ]. In the LS coupling regime, the total
angular momentum of the atomic electron wavefunction is given by J = L+ S, with
|L− S| ≤ J ≤ L+ S being the relevant orbital angular momentum quantum number, and
−J ≤ mJ ≤ J the associated magnetic quantum number. mJ , the projection onto the atomic
z-axis, will be affected by the exchange of orbital angular momentum with the electron vortex. e
total angular factors of the multi-electron wavefunction can be described by the product of the
spherical harmonics of the occupied states in a hydrogenic model; since the products of spherical
harmonics may be wri en as linear combinations of spherical harmonics the many electron
wavefunction can be described as a linear combination of spherical harmonics of the form Y

mj

j

[ ], for individual electrons with total angular momentum j = l + s and projectionmj . Here,
numerical and phase factors arising from the coupling of the atomic electrons will be neglected,
without loss of generality. e coefficients of the spherical harmonics describing the multi-electron
wavefunction are calculated using Wigner 3-j symbols; the symmetry properties of the 3-j
symbols means that there is merely a difference in phase factor between states havingmj and−mj ,
and the magnitude of the coefficients is the same.

e possible excitations that can be induced by the l = ±1 electron vortex in the ironL2 andL3

edges are summarised in Table . . . Each forward transition that may be induced in the l = +1

interaction has a corresponding reverse transition which may be induced by the l = −1 vortex,
such thatm(+l)

j = −m(−1)
j andm′(+l)

J = −m′(−1)
J . e spherical harmonics are normalised such

that
(−1)(ℓ−m)Y −m

ℓ (θ, ϕ) = Y m∗
ℓ (θ, ϕ), ( . )

and this, along with the symmetries of the Wigner 3-j symbols, shows that the strength of the
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forward and reverse transitions contributing to the matrix element will be the same.
e total transition rate of theL2 andL3 edges, as observed in [ ], is given by the sum of the

transitions rates for the possible transitions in each edge. Explicitly, for theL2 edge, we have

Γl=+1
L2 =

2π

~
|U+1

l |2
(
|AL2(a)

+1 |2ρ̂3d3/2(mj=+1/2) + |AL2(b)
+1 |2ρ̂3d3/2(mj=+3/2)

)
, ( . )

and

Γl=−1
L2 =

2π

~
|U−1

l |2
(
|AL2(a)

−1 |2ρ̂3d3/2(mj=−1/2) + |AL2(b)
−1 |2ρ̂3d3/2(mj=−3/2)

)
, ( . )

which, will be equal as long as the densities of nal states are the same in each case,
i.e. ρ̂3d3/2(mj=+1/2) = ρ̂3d3/2(mj=−1/2) and ρ̂3d3/2,mj=+3/2 = ρ̂3d3/2,mj=−3/2, as it has been
established above that |AL2

+1| = |AL2
−1|, and |U+1

l | = |U−1
l |. Note that the atomic matrix elements

A±1
L2

take slightly different forms for the two expansion methods; we have, for the Hamiltonian
multipolar expansion:

AL2(a)
+1 =

⟨
2p1/2,mj = −1/2

∣∣q ∣∣ 3d3/2,mj = +1/2
⟩
; ( . a)

AL2(b)
+1 =

⟨
2p1/2(mj = +1/2)

∣∣q ∣∣ 3d3/2,mj = +3/2
⟩
; ( . b)

AL2(a)
−1 =

⟨
2p1/2,mj = +1/2

∣∣q ∣∣ 3d3/2,mj = −1/2
⟩
; ( . c)

AL2(b)
−1 =

⟨
2p1/2,mj = −1/2

∣∣q ∣∣ 3d3/2,mj = −3/2
⟩
; ( . d)

while in the on-axis case the matrix elements for the effective operator formalism take the form:

AL2(a)
+1 =

⟨
2p1/2,mj = −1/2

∣∣∣ ei(kz−k′z)(zq+zR)ρqe
iϕq

∣∣∣ 3d3/2,mj = +1/2
⟩
; ( . a)

AL2(b)
+1 =

⟨
2p1/2(mj = +1/2)

∣∣∣ ei(kz−k′z)(zq+zR)ρqe
iϕq

∣∣∣ 3d3/2,mj = +3/2
⟩
; ( . b)

AL2(a)
−1 =

⟨
2p1/2,mj = +1/2

∣∣∣ ei(kz−k′z)(zq+zR)ρqe
−iϕq

∣∣∣ 3d3/2,mj = −1/2
⟩
; ( . c)

AL2(b)
−1 =

⟨
2p1/2,mj = −1/2

∣∣∣ ei(kz−k′z)(zq+zR)ρqe
−iϕq

∣∣∣ 3d3/2,mj = −3/2
⟩
. ( . d)

e operator is more complicated due to the summation in the off-axis case, but the result that
|AL2

+1| = |AL2
−1| is the same.

is shows there is no inherent dichroism expected due to the interaction on a fundamental
level, it is the available density of nal states that leads to the dichroic signal observed. It is readily
shown that this holds true for higher values of l, when comparingΓ±l, although, as indicated above,
there will be difference in the absorption rate when comparing interactions for which |l1| ̸= |l2|. It
is clear then that the reason for the dichroism observed by Verbeeck et al [ ] is the magnetic
nature of the iron used in the experiment. e non-zero value of the magnetic quantum numberm
causes there to be a difference in the available nal states of the atomic electron; the rate of
absorption re ects this.



. C

It has been shown here that, in the dipole approximation, the electron vortex can induce atomic
transitions in which the orbital angular momentum projection of the atom changes, i.e. there is
some∆m ̸= 0. In the previous chapter it was shown that the optical vortex cannot induce such a
transition via the dipole interaction, though the quadrupole interaction allows for indirect
exchange through the centre of mass participating. As such, for a stationary atom the interaction
may proceed for the electron vortex case, whereas for the optical vortex there will be no transfer
possible, as the centre of mass must be free to move [ , ]. e results of the Hamiltonian
expansion for electron vortices are directly comparable to the results obtained for the optical
interaction, since the de nition of the dipole term is the same in each case - the dipole interaction
term has a linear dependence on q and no other dependence.

Comparing the atom-vortex interaction for the optical vortex and the multipolar Hamiltonian
formalism for the election vortex may both be wri en in the form ⟨eq⟩fi · ⟨fv(r)⟩. is suggests
that the condition for orbital angular momentum transfer is for ⟨fv(r)⟩ to exhibit chirality in the
form of circular polarisation, as is the case for the electron vortex interaction. e long-range
Coulomb interaction is able to couple the dipole moment of the electron to the electric eld of the
vortex beam through apparent circular polarisation, while the optical vortex interaction only
depends of the local value of the vector potential at the electron position, which has no chiral
features. We note that the effective operator formalism leading to transfer of orbital angular
momentum also shows this circularity, in the form of the factor r · 1

2
(x̂± ŷ), as mentioned above.

As previously discussed in Section . , the results for the interaction with optical vortices has
been con rmed, and the experiment of Verbeeck et al. [ ] gives experimental con rmation of the
results of the electron vortex interactions discussed above for the l = 0 case, however experiments
so far have not directly con rmed or disproved the feasibility of the experimental set-up described
in Section . . (other experiments pertaining to dichroism using electron vortices are discussed
below).

. S

Direct analysis of the Coulomb interaction between an electron vortex and the internal dynamics of
the hydrogenic atom has shown that it is possible to transfer orbital angular momentum between
the atom and the electron vortex, in contrast to the result of the similar interaction between optical
vortices and atomic ma er. is difference in behaviour of the optical and electron vortices is
important in demonstrating that, despite the similarities due to the vortex structure, the two
phenomena are quite distinct. ough the applications and successes of optical vortices will guide
the development of the eld of electron vortices, there will be many new applications in which
optical vortices are not relevant, but electron vortices may be successful. To this end, an
experimental con guration has been proposed that would enable the use of electron vortices in
electron energy loss spectroscopy to obtain chiral information. is suggestion builds on the
previous experimental results of Verbeeck et al. [ ], who used a non-vortex beam as the incident
probe, and a holographic mask as a vortex analyser a er interaction with the sample [ ], and



simulations by Scha schneider et al. [ ] who simulated chiral activity of atomic ma er by
studying the spatial pro le of the transmi ed intensity a er interaction with an vortex probe.

e experiment of Verbeeck et al. provides a proof-of principle result that the electron vortex is
able to transfer orbital angular momentum to the atom. e theoretical exploration above con rms
that the interaction is similar to the action of spin-polarised optical beams on atomic transitions,
such as via the x-ray magnetic chiral dichroism effect. e analysis above (for example Fig. . . a)
con rms that, for l = 0, the interaction rate of the forward and reverse transitions will be the same.
However, if vortex beams are used as probes, the interaction for the desired forward (reverse)
transition for the l = 1 (l = −1) beam is greater than that of the l = 0 beam for the same
transition, so that the signal should potentially be larger. As shown in Section . . , relative to the
transition of interest, the irregular transitions and additional ordinary transition are suppressed
when using a vortex beam as an incident probe, so that the signal to noise ratio obtained using this
suggested set-up would be increased over using non-vortex beams as probes.

e dichroism experiments discussed and simulated by Scha schneider et al. [ ] seek to
determine the dichroism activity of atomic ma er by examining the spatial intensity variation of
the transmi ed beam. eir conclusion is that the necessary spatial information is lost, due to
effects of the many possibilities of off-axis transitions. is is very different to the experiment
outlined here, in which the dichroism effects will become apparent through comparison of vortex
components of the transmi ed beams. Since, in the experiment proposed here, the transmi ed
beam is passed though a holographic mask the signal to noise ratio will be increased, as the desired
signal is isolated from the rest of the transmi ed beam as discussed above, making the dichroism
effects much more apparent than the small spatial variations required in [ ]. Additionally, the
spatial information comes not from the transmi ed beam, but from the scanning of the probe
across the sample, with the signal obtained from the total integrated intensity at each scan point - or
pixel - so this requires a high resolution scanning vortex probe.



7
Spin-Orbit Coupling in the Ele ron Vortex

T vortex, having both spin angular momentum and orbital angular momentum,
will exhibit spin-orbit coupling in a similar manner whereby the spin and orbital angular

momenta of the bound atomic electron couple to shi the electron energy. In this chapter, the
origin of the coupling is derived by applying the Foldy-Wouthuysen transformation to the
relativistic Dirac equation, to achieve the non-relativistic limit in which spin-orbit coupling is
apparent. e Dirac equation is introduced in Section . as the relativistic generalisation of the
Schrödinger equation. e main features of the solutions are discussed, and the minimal coupling
prescription for the interaction with electromagnetic elds is shown to arise naturally from the
requirement that the Dirac equation be Lorentz invariant. e Foldy-Wouthuysen transformation
is introduced in Section . , and applied to the Dirac equation in the presence of elds to obtain a
non-relativistic equation suitable for treating particles with spin. is is shown to have the same
form as the Schrödinger-Pauli equation. e spin-orbit interaction term is then applied to the
electron vortex to determine the magnitude of the intrinsic spin-orbit coupling of the electron due
to its electric eld, and to the case of the electron moving past an external potential, such as an ionic
impurity.

e investigation into the spin-orbit coupling of the l = 1 electron vortex - both the intrinsic
coupling and that due to an external eld - has been published in [ ]

. T D E

e Schrödinger equation is, in essence, a wave equation, and is not suitable for a description of
particles that have a large enough momentum so as to be considered relativistically. Additionally,
the Schrödinger equation does not allow for consideration of the particle spin, so on these two
counts it is not sufficient for a full description of electron motion. e Dirac equation extends the



Schrödinger equation in order to overcome these de ciencies. To nd such a relativistic formalism,
the classical energy relations upon which the Schrödinger equation is based may be replaced by
their relativistic counterparts, such that the basic principles of quantum mechanics formalism
remain intact [ ]. ese principles include:

. e full description of the system is to be contained within the wavefunctionψ, identi ed as
the probability amplitude of the system. e probability density is given as |ψ|2 ≥ 0.

. Physical observables are represented by Hermitian operators, the eigenvalues of which
represent a set of possible measurement outcomes of the operator.

. e wavefunction of any system may be expanded into a suitable linear combination of a
complete orthonormal set of states that are each eigenfunctions of a complete set of
commuting operators.

. e time-evolution of the system is expressed in the Schrödinger formalism

i~∂tψ = Hψ. ( . )

In addition, in order to satisfy the requirements of special relativity, the theory must also be
Lorentz covariant so that Lorentz boosts result in the appropriate transformation laws for scalar,
pseudo-scalar, vector and pseudo-vector quantities [ ].

Replacing the terms in the relativistic energy momentum relationE2 = p2c2 +m2c4 with the
appropriate quantum mechanical operators gives the Klein-Gordon equation

(i~∂t)2 ψ =
(
c2(−i~∇)2 + c4m2

)
ψ ( . )

∂2t ψ =

(
c2∇2 − c4

~2
m2

)
ψ. ( . )

using the Einstein summation convention, ∂x = (∂1, ∂2, ∂3), with the indices representing the
Cartesian unit vector basis. is equation displays the Lorentz covariance required for relativistic
motion, however it is not suitable to describe particles having non-zero spin, and as such was
originally discarded as a useful equation [ ]. e Klein-Gordon equation does have application
to spin-0 particles such as the pion or the Higgs boson [ , ]. Solutions to the free
Klein-Gordon equation above have the form of plane waves; however the forms of the probability
density derived from application of Noether’s theorem is not positive de nite, as it is proportional
toE, which may take negative values. is apparent inconsistency with point above is resolved by
considering those solutions with negative energy as corresponding to anti-particles, having
negative energy and charge [ , , ]. e anti-particle solutions have negative energy when
interpreted as particle solution propagating forward in time; however when considering
anti-particles propagating backwards in time the anti-particle energy is positive, and the
meaningful, positive de nite probability density and current are recovered [ , , ].



e relativistic quantum mechanical equation suitable for describing the free spin-1
2
electron is

the Dirac equation, having the form

Ĥψ =
(
cααα · p+ c2βm

)
ψ ( . )

1

c
∂2t ψ =

(
−ααα · ∇ − ic

~
βm

)
ψ ( . )

whereααα and β are matrices, determined by the requirement that a free Dirac particle must satisfy
the energy-momentum relation. In the Dirac representationααα and β are 4× 4matrices, wri en as

ααα =

(
0 σσσ

σσσ 0

)
; β =

(
12 0

0 −12

)
, ( . )

withσσσ the vector of Pauli spin matrices and 1n the n× n identity matrix. e energy-momentum
relations then have the form of the ‘square root’ of the Klein-Gordon equation, where the matrices
allow for the negative and imaginary roots. e Dirac equation is more commonly given in the
concise covariant form

(i~γµ∂µ − cm)ψ = 0 ( . )

with the four-vector derivative ∂µ = (1
c
∂t,∇), and γµ = (β, βααα) the Dirac γ-matrices (see

Appendix C. ).
In the Dirac representation there are four linearly independent solutions of the Dirac equation,

which have the form of spinors with four components, corresponding to two positive energy
particle solutions, and two negative energy anti-particle solutions; the solutions take the form of
plane waves

ψ = Nue−ipµxµ , ( . )

with a normalisation constant n and -spinors uwri en as

us =

(
χs

cσσσ·p
E+mc2

χs

)
; us+2 =

(
cσσσ·p

|E|+mc2
χs

χs

)
, ( . )

with s = 1, 2. Only two components of u are independent; this is indicated by the inclusion of the
two independent -spinors χs:

χ1 =

(
1

0

)
; χ2 =

(
0

1

)
. ( . )

e solutions us and us+2 of Eq. ( . ) are identi ed with the particle and antiparticle solutions
respectively. In the non-relativistic limit the quantity cσσσ·p

E+mc2
has the approximate form

cσσσ · p
E +mc2

≈ 1

2mc
σσσ · p =

σσσ · v
c

( . )

which is small, hence these components of us and us+2 are termed the ‘small components’ and may
be neglected in the non-relativistic limit so that u→ χ.



It turns out that the two states χs represent the projection of the particle spin on the direction of
motion, and the four solutions u are eigenfunctions of the helicity operator

Λ =
ΣΣΣ · p
|p|

=
~
2

(
σσσ·p
|p| 0

0 σσσ·p
|p|

)
, ( . )

with eigenvalues±~
2
. us the four solutions of the Dirac equation describe the particle and

anti-particle excitations, each with two possible helicity states [ , , ]. In the case of
propagation in the z-direction only, the helicity eigenstates±~

2
are identi ed with the spin-up and

spin-down spinors χ1,2 respectively. Even in this restricted case it can be seen that spin and helicity
are distinct, since it is always possible to perform a Lorentz boost to a frame in which the
momentum is reversed; the helicity will be reversed but the spin will remain the same, as for a
massive particle spin is always given in the particle’s rest frame [ ]. Helicity may also be de ned
for a particle with total angular momentum J , by le ingΣΣΣ → J = L+ΣΣΣ. e helicity operator
commutes with the Hamiltonian, ensuring helicity is a conserved quantity. Helicity is then a ‘good’,
or ‘be er’ quantum number up to transformation in which p changes sign, in contrast with spin or
total angular momenta, which depend on the frame of reference [ , ]. In the following
discussion of spin-orbit coupling, the term ‘spin’ is taken to be synonymous with helicity as de ned
in Eq. ( . ), since we take the non-relativistic limit and de ne p = (0, 0, pz), such thatΛ → σz .

In the same manner as with the Schrödinger equation, the interaction with external elds is
incorporated in the minimal coupling scheme, with a similar form to that used in Chapter . In
relativistic quantum mechanics this coupling arises naturally following the requirement that local
transformations of solutions to the Dirac equation, of the general form

ψ(x) → eiα(x)ψ(x), ( . )

preserve the Lorentz invariance of the Lagrangian, or Lagrangian density [ , ]. e
Lagrangian density for the Dirac electron reads

L = i~ψ̄∂µψ − cmψ̄ψ, ( . )

where ψ̄ = ψ†γ0 is the adjoint spinor, which transforms as

ψ̄(x) → e−iα(x)ψ̄(x). ( . )

e result of this transformation then is an ‘extra’ term in the Lagrangian density, since for the local
function ∂µα(x) ̸= 0. is violates Lorentz covariance, since the Lagrangian density must take the
same form in all reference frames. In order to address this, the introduction of the covariant
derivative,

Dµ = ∂µ −
ie

~
Aµ, ( . )

requires the introduction of a gauge eldAµ = (ϕ
c
,−A), which transforms as

Aµ → Aµ +
~
e
∂µα. ( . )



which xes the ‘extra term’ of the original Lagrangian density. However the energy of the gauge
eld must also now be included in the Lagrangian density, giving

L = i~ψ̄γµDµψ − cmψ̄ψ − 1

4µ0

FµνF
µν , ( . )

with F µν the electromagnetic eld tensor. is is the fully covariant Lagrangian of quantum
electrodynamics, describing charged, massive spin-1

2
particles interacting with the photon eldAµ

[ , ]. e corresponding equation of motion for the particle eld in the presence of a gauge
eldAµ is then

(i~γµ∂µ − eγµAµ − cm)ψ = 0. ( . )

We are now in a position to consider the non-relativistic limit of the Dirac equation in the
presence of elds. is will enable us to describe the spin of the vortex electron using the -spinors
Eq. ( . ) and the aim is to describe the difference in behaviour of the two spin states in the
interaction with an electromagnetic eld.

. T F -W T

e Foldy-Wouthuysen theory deals with a unitary transformation applied to the Dirac equation,
to yield the non-relativistic limit in such a way that the particle and anti-particle spinor solutions
are not mixed. As discussed above (c.f. Eq. ( . )), in the non-relativistic limit the small
components may be neglected, so in essence what we look for in this transformation is to present
the Dirac equation in a form that will decouple upper and lower components of the spinor
solutions, producing two equations acting on the -spinors of the non-relativistic particle and anti
particle solutions separately. is allows us to treat the positive and negative energy solutions of the
Dirac equation separately, and ensures that transitions between the positive and negative energy
states are suppressed, as is the case in the non-relativistic limit [ ].

e Dirac equation in the presence of an external eld is given by

Hψ = i~
∂ψ

∂t
=
(
βmc2 + cα · (p− eA) + eΦ

)
ψ. ( . )

e three terms in the Dirac Hamiltonian are of two different types, designated as ‘even’ or ‘odd’.
Even terms, such as βmc2 and eΦ, are operators that do not couple the large and small spinor
components, whereas odd terms facilitate mixing of the spinor components. Sinceα is odd,
cα · (p− eA) is an odd operator. In applying the Foldy-Wouthuysen transformation, the aim is to
determine a new Hamiltonian,H ′, such that all odd operators are removed. Any operatorA acting
on a Dirac spinor may be uniquely decomposed into the sum of an odd and even operatorsAeven

andAodd [ ], such that
A = Aeven + Aodd,

with
Aeven =

1

2
(A+ βAβ) ; Aodd =

1

2
(A− βAβ) . ( . )



e even and odd operators respectively commute and anticommute with β

[β,Aeven] = 0; {β,Aodd} = 0. ( . )

It turns out that there is an exact transformation to obtain an even HamiltonianH ′ only in the
case of no external elds. For an electron in the presence of external elds application of the
Foldy-Wouthyusen transformation yields an expansion of operators in increasing powers of
(mc2)−1, such that the magnitude of higher order terms progressively decreases. In this way, odd
operators can be removed up to a desired order in (mc2)−1. Here, this will be done up to order
(mc2)−3.

. . T F F -W T

We write the transformation in terms of a time dependant unitary operatorU = eiS(t), where S(t)
is an odd, self-adjoint operator, the form of which is to be subsequently determined. is is applied
to the state functionψ(r, t) to yield a new, transformed state function

ψ′(x, t) = eiS(t)ψ(x, t); ( . )

noting thatψ(r, t) = e−iS(t)ψ′(r, t), the HamiltonianH may be wri en

Hψ = i~∂t(e−iS(t)ψ′) ( . )

= i~(∂te−iS(t))ψ′ + i~e−iS(t)∂tψ
′, ( . )

identifying i~∂tψ′ = H ′ψ′, we may rearrange and multiply from the le by eiS(t) to nd

H ′(t) = eiS(t) (H(t)− i~∂t) e−iS(t). ( . )

is is the essence of the transformation [ ]. In application of this transformation, it is
convenient to suppress the time and space dependence of the operators. For any linear operatorsA
andB acting in the same vector space we have the relation [ , ]

eABe−A =
∞∑
n=0

1

n!
Ωn(A,B), ( . )

where the operatorΩn(A,B) is de ned as

Ωn(A,B) = [A,Ωn−1(A,B)], ( . )

with
Ω0(A,B) = B, ( . )



so that the functionΩn(A,B) consists of n− 1 nested commutators. is expansion is now
applied to Eq. ( . ) to give (see Appendix C. for details)

H ′ = H + ~
∞∑
n=0

in

(n+ 1)!
Ωn(S,

i
~ [S,H]− ∂tS). ( . )

is expression may be simpli ed by separating the even and odd operators in Eq. ( . ). We write

H = mc2β + T + V, ( . )

where
T = cα · (p− eA); V = eΦ, ( . )

are odd and even operators respectively. We may also de ne, for any operatorA [ , ]

Ȧ = ∂tA− i

~
[A, V ]. ( . )

Applying the expansion Eq. ( . ) to Eq. ( . ), we have

H ′ = mc2β + T + V +
∞∑
n=0

in+1

(n+ 1)!
Ωn(S, [S,mc

2β])

+
∞∑
n=0

in+1

(n+ 1)!
Ωn(S, [S, T ])− ~

∞∑
n=0

in

(n+ 1)!
Ωn(S, [S, Ṡ])

= V +mc2
∞∑
n=0

in

(n)!
Ωn(S, β) +

∞∑
n=0

in

(n)!
Ωn(S, T )− ~

∞∑
n=0

in

(n+ 1)!
Ωn(S, [S, Ṡ]).

( . )

Making use of the fact the S is odd, we write

H ′ = V +mc2β
∞∑
n=0

(−2iS)n

n!
+

∞∑
n=0

in

n!
Ωn(S, T − ~

n+1
Ṡ), ( . )

which gives the general form of the Foldy-Wouthyusen transformation to be applied to the Dirac
Hamiltonian. is transformation will be applied to obtain a Hamiltonian for which all terms up to
order (mc2)−2 are even.

. . E P (mc2)−1

e Foldy-Wouthuysen transformation will be carried out to order (mc2)−2, so that all odd terms
up to order (mc2)−2 are eliminated; however the even terms of (mc2)−3 will be included in the
nal Hamiltonian. In the non-relativistic limit the terms of order (mc2)−3 are small relative to the

energyE ≈ mc2, but as will be shown certain of the even (mc2)−3 terms lead to important
relativistic corrections to the Schrödinger equation. e Hamiltonian will now be decomposed



into even and odd terms. It can be seen that

Sn =

even for even n;

odd for odd n,

and

Ωn(S, T − ~
n+1

. . . (S)) =

even for odd n;

odd for even n.

is allows the even and odd parts of the Hamiltonian,H ′
even andH ′

odd respectively, to be wri en

H ′
even = V +mc2β

∞∑
n even

(−2iS)n

n!
+

∞∑
n odd

in

n!
Ωn(S, T − ~

n+1
Ṡ); ( . )

H ′
odd = mc2β

∞∑
n odd

(−2iS)n

n!
+

∞∑
n even

in

n!
Ωn(S, T − ~

n+1
Ṡ). ( . )

Expanding the full Hamiltonian Eq. ( . ) in powers of (mc2)−1

H ′ = mc2β +
∞∑
k=0

ηk(mc
2)−k. ( . )

e Hamiltonian will be even up to orderK if all terms (η′0...η′k...η′K) are even. In order to see the
odd and even terms of each order in (mc2)−1, the operator S is now wri en as an expansion in
powers of (mc2)−1:

S =
∞∑
k=1

Sk(mc
2)−k and Ṡ =

∞∑
k=1

Ṡk(mc
2)−k; ( . )

using these relations with Eq. ( . ) and Eq. ( . ) will enable the odd and even terms of the
different orders of (mc2)−1 to be determined. Evidently, the Hamiltonian will be even to orderK
if all odd terms up to and including that order cancel. We now seek S such that all odd terms of
order (mc2)0, (mc2)−1 and (mc2)−2 are zero.

Expanding the odd Hamiltonian Eq. ( . ) up to S3 and Ṡ2, will ensure that all odd term up to
and including order (mc2)−2 are present:

H ′
odd = mc2β

(
−2iS +

(−2iS)3

3!

)
+ Ω0(S, T − ~Ṡ)− 1

2
Ω2(S, T − ~

3
Ṡ)... ( . )

Collecting terms by order inmc2, we have

H ′
odd = ηodd,0 + (mc2)−1ηodd,1 + (mc2)−2ηodd,2, ( . )



with

ηodd,0 =− 2ic2βS1 + T ; ( . )

ηodd,1 =− 2ic2βS2 − ~Ṡ1; ( . )

ηodd,2 =− 2ic2βS3 +
4

3
ic2βS3

1 − ~Ṡ2 −
1

2
[S1, [S1, T ]]. ( . )

H ′
0 will be even if ηodd,0 = 0, allowing the form of S1 to be determined:

S1 =
βT

2i
. ( . )

Similarly, ηodd,1, ηodd,2 must also be zero so that η1 and η2 are even. is allows us to ndS2 andS3:

S2 = −~βṠ1

2i

=
~Ṫ
(2i)2

; ( . )

and, noting that (βT )3 = −βT 3 and [S1, [S1, [T ]]] = −4(2i)−2βT 3:

S3 =
2

3
S3
1 −

~β
2i
Ṡ2 −

β

4i
[S1, [S1, T ]]

=− 2

3
β
T 3

(2i)3
+

~2T̈
(2i)3

+ 2
T 3

(2i)3

=
β

(2i)3

(
4

3
T 3 + ~2T̈

)
. ( . )

is xes η0 + (mc2)η1 + (mc2)2η2 to be even, so that up to order (mc2)−2, the Hamiltonian is
now completely described by the even expansion of Eq. ( . ). As mentioned above the even
terms of order (mc2)−3 will also be included in the nal Hamiltonian.

. . T F -W H

Now that the odd terms up to order (mc2)−2 have been transformed away, the Hamiltonian is
given by Eq. ( . ) up to order (mc2)−3:

H ′ = V +mc2β

(
1 +

(−2iS)2

2
+

(−2iS)4

4!

)
+ iΩ1(S, T )+

i3

3!
Ω3(S, T )−

i~
2
Ω1(S, Ṡ) +O((mc2)−4); ( . )

separating the powers of (mc2)−1 gives

H ′ = η0 + (mc2)−1η1 + (mc2)−2η2 + (mc2)−3ηeven,3, ( . )



so that

η0 =V ; ( . )

η1 =− 2βS2
1 + i[S1, T ]; ( . )

η2 =− 2β{S1, S2}+ i[S2, T ] + i[S2, T ]−
i~
2
[S1, Ṡ1]; ( . )

ηeven,3 =− 2β{S1, S3} − 2βS2
2 +

2

3
βS4

1 + i[S3, T ]

− i

6
[S1, [S1, [S1, T ]]]−

i~
2
[S1, Ṡ2]−

i~
2
[S2, Ṡ2]. ( . )

Substituting S1, S2 and S3 (see Appendix C. for details) gives

η0 = V ; ( . )

η1 =
βT 2

2
; ( . )

η2 = −i~
8
[T, Ṫ ]; ( . )

ηeven,3 = −1

8
βT 4 − ~2

16
{T, T̈}, ( . )

so that the nal transformed Hamiltonian is expressed as

H ′ = mc2β + V +
βT 2

2mc2
− i~

8m2c4
[T, Ṫ ]− 1

8m3c6
βT 4 − ~2

16m3c6
{T, T̈} ( . )

What remains is to express this using the de nitions of T and V , Eq. ( . ) above. Evaluating the
powers, time derivatives, commutators, and anti-commutators of T yields the following results (see
Appendix C. )

T 2 = c2(p− eA)2 − 2ec2Σ ·B, ( . )

T 4 = c4(p− eA)4 − ~2e2c4B2 − 2ec2
{
(p− eA)2,Σ ·B

}
, ( . )

[T, Ṫ ] = −ie~c2∇ · E+
2iec2

~
Σ ·
(
(p− eA)× E− E× (p− eA)

)
, ( . )

{T, T̈} = ec2{p− eA, Ė}+ 2iec2

~
Σ ·
(
(p− eA)× Ė+ Ė× (p− eA)

)
. ( . )

e Foldy-Wouthyusen Hamiltonian Eq. ( . ) may then be wri en as

H ′ = βmc2 + eΦ + β
(p− eA)2

2m
− β

(p− eA)4

8m3c2
− e~2

16m3c4
β{p− eA, Ė}

− e

m
βΣ ·B− i~e

8m3c4
βΣ ·

(
Ė× (p− eA) + (p− eA)× Ė

)
+

e

4m3c2
β{(p− eA)2,Σ ·B} − e2~2

8m3c2
βB2 − e~2

8m2c2
∇ · E

− e

4m2c2
Σ · (E× (p− eA)− (p− eA)× E) . ( . )



. N -R L D E

All terms in Eq. ( . ) are even, so that the upper and lower component of the component Dirac
spinor ψ will remain separate a er application ofH ′. is Hamiltonian is now suitable for applying
to the Dirac solutions in the non-relativistic limit, as the positive energy particle solutions are not
coupled to the negative energy anti-particle solutions. In the non-relativistic limit the spinors u
may be wri en

uNR
s =

(
χs

0

)
; uNR

s+2 =

(
0

χs

)
. ( . )

is separation allows the 4× 4Hamiltonian matrix of Eq. ( . ), to be wri en as two different
2× 2matrices acting on bispinors. e upper le portion of Eq. ( . ) acts only on the particle
solutions, uNR

s , while the lower right part acts on the anti-particle solutions uNR
s+2. We are interested

in the electron particle solutions, so we may write β andΣ as

β =

(
12 0

0 −12

)
→ 12; ( . )

Σ =
~
2

(
σ 0

0 σ

)
→ ~

2
σ, ( . )

Similarly, for the anti-particle solutions we have we have β → −12 andΣ → ~
2
σ. Applying

Eq. ( . ) and Eq. ( . ) to Eq. ( . ) gives

H ′ = mc2 + eΦ +
(p− eA)2

2m
− (p− eA)4

8m3c2
− e~

2m
σ ·B− e~2

8m2c2
∇ · E

− e~
4m2c2

σ · (E× (p− eA)− (p− eA)× E)− e~2

16m3c4
{p− eA, Ė}

− i~2e
16m3c4

σ ·
(
Ė× (p− eA) + (p− eA)× Ė

)
+

e~
8m3c2

{(p− eA)2,σ ·B} − e2~2

8m3c2
B2 ( . )

e rst seven terms are familiar as the Pauli equation - the non-relativistic Schrödinger equation in
the presence of elds with relativistic corrections [ ]. e fourth term represents the correction
to the kinetic energy, due to the relativistic mass increase, the h is the Zeeman term, the
magnetic dipole energy of the electron in a magnetic eld, the sixth is the Darwin term, due to
Zi erbewegung, or uctuation about the electron centre of motion causing uctuations of the
potential felt by the electron. e seventh term will be shown to lead to the spin-orbit coupling of
the electron; the last four terms are not common in the literature, but represent further, small
corrections to the kinetic and potential energy due to high order contributions from the magnetic
eld and the time derivatives of the electric eld [ ].



. S -

We focus here on the spin-orbit interaction, and on applying this to the electron vortex Bessel beam
wavefunction. Using the non-relativistic spinors us the vortex wavefunction of a non-relativistic
electron with spin -1

2
is

Ψ± = NlJl(kρρ)e
ilϕeikzze−iωtχ(±) ( . )

= ψχ(±), ( . )

where the spin state of the vortex electron are given as eigenfunction of the z-component of spin

χ(+) =

(
1

0

)
; χ(−) =

(
0

1

)
. ( . )

e spin orbit interaction term in the non-relativistic limit, as found above, is

HSO = − e~
8m2c2

σ · (E× (p− eA)− (p− eA)× E)

=
ie~2

8m2c2
σ · (E×∇−∇× E) +

e2~
4m2c2

σ · E×A. ( . )

ese spin-orbit interaction terms will be applied to the nite paraxial Bessel beam electron vortex
solutions of Chapter , to nd the energy difference between the aligned and anti-aligned spin
statesΨ±. is will be investigated in two situations, rstly the intrinsic coupling of the vortex
orbital angular momentum and the electron spin, via the electric eld, and secondly by an external
potential, such as an ionic impurity in an otherwise uniform crystal.

Since we are interested in the effect on the energy of the spin states aligned or anti-aligned with
the electron’s motion, only a eld transverse to this motion will affect the coupling. e cylindrical
symmetry of the vortex eld and the ion eld leads to no azimuthal eld components, so that it is
the radial eld that is important. e intrinsic electric eld of the electron vortex is purely radial,
and has only radial dependence. e situation with the ionic eld is slightly different - this potential
has spherical symmetry, so that the magnitude of the radial component changes along the z-axis.

e ion will be assumed to be situated at z = 0, so that the eld increases and then decreases along
the length of the beam from−L

2
to L

2
.

e radial component of the intrinsic vortex eld and the ionic eld may both be wri en in the
general form

E = Eρρ̂ρρ. ( . )

e elds we are interested in are Coulombic, so thatA = 0, additionally neither of the elds has a
time-dependent contribution to the magnetic eld, so that∇× E = 0. e spin-orbit interaction
may then be wri en

HSO = − ie~2

4m2c2
σ · Eρρ̂ρρ×∇ ( . )

=
e~

4m2c2
σ · Eρρ̂ρρ× p. ( . )



e operator for the z-component of the orbital angular momentum is given asLz = ρ̂ρρ× p, and
the spin angular momentum operator is given by S = ~

2
σ, soHSO may be wri en as

HSO =
e

2m2c2
1

ρ
EρS · Lz. ( . )

Writing

ξ =
e

2m2c2
1

ρ
E ( . )

the spin orbit Hamiltonian can be wri en in the form

HSO = ξS · Lz ( . )

so that the energy shi due to this spin-orbit interaction is found from

∆E± = ⟨Ψ± | ξS · Lz |Ψ±⟩ . ( . )

Unlike the well known spin-orbit interaction in atomic physics the orbital angular momentum in
the electron vortex is rmly aligned parallel (or anti-parallel) to the z-axis, such thatL = l~ẑ.

us, the result of S · Lz is simply the z-component of the spin, multiplied by the orbital angular
momentum quantum number:

∆E± = ⟨Ψ± | ξSzLz |Ψ±⟩ ( . )

= ± l

2
⟨ψ | ξ |ψ⟩ . ( . )

is represents the deviation of a particular spin state from the expected kinetic energy, 200eV in
the case of the electron vortices to be considered here. e magnitude of the energy spli ing
between the two spin states is

δl = ∆E+ −∆E− ( . )

= l ⟨ψ | ξ |ψ⟩ . ( . )

is general expression will now be used to determine the magnitude of the spin-orbit interaction
within the electron vortex, as it propagates within its own eld, and the external eld of an ionic
impurity.

. . I S -O C

e magnitude of the intrinsic spin-orbit coupling will be determined for the nite electron vortex
of Section . . As shown in Chapter , the eld of the nite vortex is given by

E(ρ) = −ρ̂ρρ e
ε0

Izk
2
⊥me

2πe~kzIl

1

ρ

∫ ρ

0

Jl(k⊥ρ)Θ(ρl,1 − ρ)ρ′dρ′. ( . )



Using this eld, and the apertured Bessel beam with Eq. ( . ), the spin-orbit spli ing is
determined for the electron vortices with l = 1, 3 and 10¹. e results are shown in Table . . . As
can be seen, the magnitude of the spli ing is particularly small and, unexpectedly, decreases with
increasing l. is is due to the rather complicated l-dependence of the beam wavefunction and the
electric eld; the peak of the magnetic eld occurs at a greater radius than the peak of the amplitude
distribution of the beam, and this lag increases with l, so that the overlap between the eld and the
beam is reduced at higher values of l, leading to the decrease in magnitude of the energy spli ing.

Since both the eld and |Nl|2 are linearly proportional to the axial current Iz this effect will
increase with current. Increasing the current to 1 µA should lead to a coupling energy of order
10−7 eV; however at higher current the effect of electron-electron interactions such as the Boersch
effect [ ] will become signi cant, as the distance between electrons is now of the order of µm.
Additionally, such an increase in current is not possible with current electron microscope
technology, for which typical currents are in the range 10−12 A - 10−9 A [ ]. Even this 6-orders
of magnitude increase of the spin orbit interaction energy is far below the typical microscope
energy resolution, in the range of 0.1-1 eV [ ], and this energy spread increases for higher
currents due to the Boersch effect. us the effect of spin-orbit coupling is determined to have no
measurable effect on the energy spread of the electrons, and so will not lead to any decrease in
image resolution in the use of non-spin polarised electron vortex beams. We note here that the
spin-orbit coupling described above is intrinsic to the single vortex electron, and not a feature of
the electron-electron interactions throughout the vortex beam. As discussed in Section . . the
electrons within the beam are well separated, and direct electron-electron interaction such as the
Coulomb repulsion leading to the Boersch effect may be generally neglected in this theoretical
treatment. e multi-electron spin orbit coupling within the beam due to the interaction of nearby
electrons is thus expected to be small.

is intrinsic spin-orbit coupling is not related to the spin-orbit coupling described by Bliokh et
al. in the non-paraxial relativistic electron vortex [ ]. e spin-orbit interaction described here is
a general feature of the electron’s motion within its own eld, whereas the spin-orbit interaction of
Bliokh et al. arises as a perturbation in the small components of the spinor solutions describing the
relativistic electron vortex in the non-paraxial limit. In the non-relativistic limit, the non-paraxial
contributions to Eq. ( . ) are small, and the beam may be described by the paraxial Bessel beam
with spin, as has been done above. In the relativistic limit, the full, non-paraxial vortex solution of
Eq. ( . ) will be subject to the effect of the intrinsic coupling due to the vortex electric eld, and
each component of Eq. ( . ) will acquire a spin dependent energy shi .

. . S -O C E F

In cylindrical coordinates the eld of a point charge ofZe is given as

EZ =
Ze2

4πε0

(
ρ

(ρ2 + z2)
3
2

ρ̂ρρ+
z

(ρ2 + z2)
3
2

ẑ

)
. ( . )

¹ is was done usingMathematica, to evaluate and integrate the expressions for the electric eld. Since the vortex
wavefunction is identically zero outside of ρl,1 the numerical integration is exact.



δbeaml (10−13 eV) δexternall (10−13 eV)
l = 1 2.53 9.32Z
l = 3 1.88 5.08Z
l = 10 0.894 2.04Z

Table . . : Magnitude of the energy split of the aligned and anti-aligned spin states for the
intrinsic spin-orbit coupling, δbeaml , and spin-orbit coupling in the presence of an external eld,

δbeaml .

As discussed above, only the radial part will contribute to the spin-orbit interaction. e energy
spli ing due to this eld calculated for the nite electron vortices with l = 1, 3 and 10 is shown in
Table . . . As before, the magnitude of the coupling decreases with increasing l. is effect arises
due to the increase in beam radius leading to a smaller overlap between the beam and the electric
eld of the point charge. e magnitude of the energy spli ing due to the coupling is slightly larger

than that found for the intrinsic eld, but is still very small, so as to be negligible. is indicates that
the energy of non-spin-polarised vortex beams will not be signi cantly disturbed by propagation
past charged points or defects in crystals.



8
Discussion andOutlook

T has examined several aspects of the new phenomenon of electron vortex physics.
ough many aspects of the physics and dynamics of vortices in wave elds are universal

[ – , , ], others depend on the particular wave eld in which the vortex exists [ , ].
Areas of similarity and disparity between optical and electron vortices have been highlighted
throughout this thesis, but the principal differences relate to the behaviour of the vortices in the
presence of elds or interacting with ma er: the charge of the electron leads to an intrinsic
magnetic moment, which modi es the trajectory of the vortex in an external eld; the motion of
the charged electron generates electric and magnetic elds, which have an axial component
particular to the vortex; and the electron and photon interact with ma er via a different
mechanism, leading to substantial differences between atomic selection rules. In addition, the small
wavelength of the electron ma er wave means that practical applications of the electron vortex
include investigation of the dynamics of vortices on the nanoscale. On the other hand, the linear
and angular momenta of the electron vortex have been shown to display the same characteristics as
those of the optical vortex, demonstrating the universality of the properties associated with the
vortex rather than the vortex-carrying medium.

e main results of this thesis are the demonstration of the elds of the electron vortex, resulting
in a general form applicable to all charged Bessel beams. is is also relevant in the study of particle
vortices consisting of ions, which, along with atomic vortex beams [ ] could have potential
applications in etching and lithography. e demonstration of the selection rules of the interaction
of an electron with atomic ma er was a signi cant triumph for this thesis, in that it allows a clear
interpretation of the experimental results of Verbeeck et al. [ ] to be made. In addition to allowing
the clear interpretation of the published results, and comparison with the well known XMCD
effect, the detailed study of the complex spatial dependence of the interaction has also allowed the
suggestion of a method by which atomic resolution magnetic spectra may be obtained in the



electron microscope.
e aims of this thesis were to put the study of electron vortices on a sound theoretical footing,

in order to be er utilise the potentials afforded by the new branch of physics. ese aims have been
met, in that a theoretical formalism of paraxial, non-relativistic vortex beams has been presented,
however there is a great deal more to explore. Some areas of particular interest are outlined below.

. O F R D

Application of the electron vortex requires an accurate theory describing the quantum mechanical
vortex state. e Bessel states used within this thesis are the simplest form of vortex to treat
theoretically, and thus give a good overview of the properties of the electron vortex; however they
are not necessarily the most physically relevant states. In general, electron optics is well described
using Gaussian beams, and the long range propagation of the electron vortex has been shown to
have the behaviour of a Gaussian beam as it passes though focus [ ]. On the other hand, the
divergence of the electron beam can be made small over the few-hundred nanometer thickness of a
sample due to the small convergence angles of the order of mrads [ ]; this fact and the application
of other techniques, such as the use of annular apertures behaving as axicon lenses [ ] may lead to
well behaved Bessel beams in the electron microscope. Further experimental work is required to
determine the particular ranges of experimental parameters within which the electron may be
considered Bessel-like or Laguerre-Gaussian like.

e Laguerre-Gaussian beams give the best approximation to the cavity laser modes relevant for
optical vortices [ , ], and it may well turn out that the practical applications of electron vortices
in the electron microscope require a description in terms of Laguerre-Gaussian modes, particularly
in regards to propagation through the electron optics system, determining image formation and
interpretation. In that case, the result shown here must be adapted to be relevant for such states -
whether through a new formalism or an expansion in terms of the complete Bessel function basis
states. e general features in such cases are not expected to be drastically different, but for
example the intrinsic electromagnetic elds of the vortex will have a different spatial dependence,
and the magnitude of the spin orbit coupling will be different. Of particular importance is the
spatial dependence of the vortex atom-interactions, speci cally the dipole interaction term. is
could be determined by expanding the Laguerre-Gaussian vortex state in terms of Bessel functions,
and applying the Bessel function addition theorem formalism laid out in Section . , or by a ‘brute
force’ application the Hamiltonian of Section . , calculating numerical values for the matrix
element at different values of the centre of mass position vectorR. Relative to the Bessel beam of
in nite radial extent the charge density of the Laguerre-Gaussian beam is localised near to the beam
axis, so that the effect of the off-axis contributions is expected to be reduced, though not eliminated
since the Coulomb interaction is long ranged. If this is the case the prospects for chiral
spectroscopy as described in Section . . are improved, as the noise contributions from off-axis
atoms will be reduced.

As was shown in Chapter the orbital angular momentum density of the electron vortex has
components in the radial and azimuthal directions. e electron vortex has already been applied in
interactions with nanoparticles to show that the vortex beam will induce rotation of the



nanoparticle [ , ], similar to the optical spanner effect, though the rotation induced in the
nanoparticles was hampered by friction forces. e rotation experiments proposed in Section .
would provide a method by which friction could be eliminated, and the interaction between an
electron vortex and nanoparticles of various materials could be studied in isolation. Alternatively,
friction between various species of nanoparticles on different surfaces could be studied by
examining the behaviour under the in uence of the electron vortex, using the suspended particle
system as a control to quantify the friction involved. Friction on the nanoscale is poorly
understood [ ], and an important issue for nanomanipulation [ ] and many aspects of
molecular biophysics [ , ], so that electron vortices utilised in such a way would become a
valuable tool in characterising friction interactions.

e orbital angular momentum of the vortex is not the same as the well known orbital angular
momentum of the atomic electron. e orbital angular momentum of the vortex is xed to be
aligned or anti-aligned with the direction of motion of the electron, which in a magnetic eld leads
to the accumulation of Berry phase along the curved trajectory of the vortex line, as described in
Section . . . e xed one dimensional nature of the vortex that this represents requires a valid
quantum mechanical description - while the z component of the orbital angular momentum takes
the same form as that of the spherically symmetric atomic case, what are the relevant raising and
lowering operators for orbital angular momentum in the cylindrical geometry? For the
Laguerre-Gaussian optical vortex beam such operators have been de ned [ ], but the relevant
operators for the vortex fermions will take a different form. Such operators may be de ned for both
the Bessel and Laguerre-Gaussian electron vortices, with the Laguerre-Gaussian operators having
z-dependence due to their divergence.

A major focus for electron vortex beams is their suitability for use in spectroscopy experiments,
as discussed in Section . . and Section . . . ere are many technical aspects that affect the
potential of electron vortices in such experiments, not least the difficulty of generating highly
coherent electron vortices with suitable intensity. If spectroscopy involving electron vortices is to
be successful, then new technological implementations of dedicated vortex generators are required.
As indicated in Section . , a major obstacle to the generation of high quality atomic scale vortices
is the beam coherence, due to the nite size of the electron source. Another issue is that although
the holographic mask technique currently produces the most robust vortices, limitations of the
technique mean that the intensity of the beam is greatly reduced from typical (non-vortex) electron
beams, and so the sca ering rate of the inelastic collisions required for core-loss spectroscopy is
greatly reduced. Optimisation of the production of electron vortices is necessary for their efficient
practical application, and a driving goal of current active research [ , ].

So far, the most promising spectroscopic applications relate to using electron vortices to
determine chiral information within the electron microscope, including chirality that is either
magnetic or structural in origin. Both structural and magnetic chirality can be discerned in the
electron microscope using current technology - in the case of structural chirality this requires a
careful study of the sample from multiple angles [ ], whereas for magnetism, energy loss
magnetic chiral dichroism (EMCD) is an established technique [ , ], but requires large
sca ering angles, making detection difficult. Electron vortices offer improvements over both these
techniques - the inherent chirality of the electron vortex means that fewer measurements will be



required to fully characterise the chirality of the structure, and in the case of magnetic dichroism
the relevant atom-vortex interaction has been shown to be dipole active, so that smaller sca ering
angles are required. If suitable vortex beams are made available, then atomic resolution electron
energy loss spectroscopy will be achievable by means of the experiment suggested in Section . . .
Such an experiment could be performed in current electron microscopes by careful arrangements
of suitable masks within the condenser and objective lenses of an STEM; though atomic resolution
may be possible, the nanometre scale vortices currently available still promise high resolution
magnetic information. Such experiments must be performed in order to demonstrate the potential,
and fuel interest in the necessary technological development. To date, the only experimental
endorsement of the application of vortices to spectroscopy applications is the experiment of
Verbeeck et al. [ ]. Magnetic imaging in the electron microscope would be extremely useful in
materials characterisation for many applications, including evaluation of spintronic devices. Other
than magnetic information, the phase structure of the electron vortex beam also presents the
possibility of high resolution phase contrast microscopy, as is important for biological specimens
[ , , ] without the need for the introduction of additional phase shi s using absorbing
phase plates, and the smooth phase ramp of the electron microscope will lead to an increase in the
phase contrast [ ].

Further work considering the interactions of the electron vortex with other forms of ma er is a
priority for determining other potential applications. is includes electron vortex states
propagating in semiconductor and metallic and half-metallic materials of varying dimensions,
which may lead to developments in spintronics, and novel conductance effects, such as orbital
angular momentum dependent densities of states and Hall effects relating to the orbital angular
momentum [ , ]. Additionally, in metallic structures the electron vortex will excite plasmon
resonances, and these could potentially include resonant states with orbital angular momentum.

e vortex applications are not limited to bulk ma er and spintronics - quantum gases may be
imaged using electron microscopes [ ], and quantised vortices are an important phenomenon in
Bose-Einstein condensates [ ] so electron or optical vortices might prove the perfect tool with
which to prepare and image speci ed phase states in quantum gases.

. C R

e breakthrough of the prediction and subsequent experimental veri cation of electron vortices is
predicted to lead to a great many new applications, some of which have been mentioned above, and
some which are yet to be discovered. ough electron vortices bear similarities to the more widely
know optical vortices, their material and charge properties lead to a great many differences. While
this means that known results cannot just be ‘borrowed’ from the optics case, it also opens up
possibilities of new practical applications and physical phenomena that will further shape the
understanding of orbital angular momentum. In short, there remains a lot of work to be done.



A
Optical Vortex Intera ions

A. E

e interaction Hamiltonians Eq. ( . ) and Eq. ( . ) are given in terms of the vector potential at
re = R+ mp

M
q and rp = R+ me

M
q. ExpandingA(r) aboutR in a series of terms of increasing

overs of qwill enable the Hamiltonians to be wri en as a multipolar series. Taylor expansion of a
vector functionF(x) is achieved by [ ]

F(x+ a) = F(x) + (a · ∇x′)F(x′)
∣∣
x′=x

+
(a · ∇x′)2

2!
F(x′)

∣∣
x′=x

... (A. )

For the interaction between the optical vortex vector potential and the atomic electron we need

Â(R+ αq) = Â(R) + α (q · ∇r′) Â(r′)
∣∣
r′=R

+ α2 (q · ∇r′)
2

2!
Â(r′)

∣∣
r′=R

..., (A. )

where, for determining the expansion of Â(re) and Â(rp) αmay be mp

M
and−me

M
respectively.

us, the leading order dipole term is given simply by Â(R), with the second order term,
(q · ∇r′) Â(r′)

∣∣
r′=R

, identi ed as leading to the quadrupole interaction term. ese will
contribute to the interaction Hamiltonian through∆A andΣA

∆A = Â(re)− Â(rp) ( . )

ΣA =
mp

M
Â(re) +

me

M
Â(rp). ( . )

A er the expansion, we have

∆A = (q · ∇r′) Â(r′)
∣∣
r′=R

+ (mp −me) (q · ∇r′)
2 Â(r′)

∣∣
r′=R

(A. )



ΣA = 2Â(R) +
mp −me

M
(q · ∇r′) Â(r′)

∣∣
r′=R

; (A. )

so that the only contribution to the dipole interaction are the rst terms in Eq. (A. ) and Eq. (A. ),
as these will give terms that are linear in q. e other terms in Eq. (A. ) and Eq. (A. ) will lead to
terms of second order in q, and contribute to the quadrupole term (see Appendix A. ).

A. E D M E

Here, the azimuthal components electric dipole matrix element will be explicitly shown, in order to
infer the selection rules for an atomic transition. Writing the dipole matrix element as

⟨ε̂εε · d⟩fi = eε̂εε ·
⟨
ψf
q (q)

∣∣q ∣∣ψf
q (q)

⟩
(A. )

and separating into Cartesian coordinates, we have

⟨ε̂εε · d⟩fi = eNn,ℓ,mNn′,ℓ′,m′ε̂εε ·

[
x̂A±1

q

∫ 2π

0

ei(m−m′)ϕq cosϕqdϕq

+ ŷA±1
q

∫ 2π

0

ei(m−m′)ϕq sinϕqdϕq + ẑA0
q

∫ 2π

0

ei(m−m′)ϕqϕqdϕq

]
(A. )

with the factorsA0,±1
q containing the integrals over the other spatial variables ρq and θq:

A±1 =

∫ ∞

0

Qn(ρq)Qn′(ρq)ρ
3
qdρq

∫ π

0

Pm′

ℓ′ (cos θq)P
m
ℓ (cos θq) sin

2 θqdθq; (A. )

A0 =

∫ ∞

0

Qn(ρq)Qn′(ρq)ρ
3
qdρq

∫ π

0

Pm′

ℓ′ (cos θq)P
m
ℓ (cos θq) sin θq cos θqdθq. (A. )

Calculating the ϕq integrals for each case gives the standard result of circular polarisation induced
atomic transitions

⟨ε̂εε · d⟩fi = eNn,ℓ,mNn′,ℓ′,m′ε̂εε ·

[
x̂+ iŷ

2
A±1

q δm,m′−1

+
x̂− iŷ

2
A±1

q δm,m′+1 + ẑAqA0
qδm,m′

]
. (A. )

is is dependent on the polarisation of the light eld, and not the topological character of the
vortex itself.

A. V P M E

e second part of the matrix element of Eq. ( . ) has the form⟨
Â(R)

⟩
fi
= ⟨ψf

R(R);nf
OV|Â(R)|ψi

R(R);ni
OV⟩ . (A. )



is will be explicitly evaluated to determine the effect of the vortex interaction on the centre of
mass states. e centre of mass states take the form given in Eq. ( . ), so that⟨
Â(R)

⟩
fi
= − iE0

ω

⟨
ψf
R

∣∣∣ Jl(k⊥ρR)eikzzeilΦR

∣∣∣ψi
R

⟩⟨
nf
OV

∣∣∣ âk⊥,kz

∣∣∣ni
OV

⟩
+
iE0

ω

⟨
ψf
R

∣∣∣ Jl(k⊥ρR)e−ikzze−ilΦR

∣∣∣ψi
R

⟩⟨
nf
OV

∣∣∣ â†k⊥,kz

∣∣∣ni
OV

⟩
; (A. )

when evaluated, this yields

⟨
Â(R)

⟩
fi
= − iE0

ω
AR

[√
ni
OVδ(Kz −K ′

z + kz)δ(L,L′−l)δ(nf
OV,n

i
OV−1)

−
√
ni
OV + 1δ(Kz −K ′

z − kz)δ(L,L′+l)δ(nf
OV,n

i
OV+1)

]
, (A. )

as the selection rules for the interaction, with

AR =

∫ ∞

0

Ri(ρR)R
f (ρR)(ρR)Jl(k⊥ρR)ρRdρR. (A. )

e rst term in Eq. (A. ) indicates the absorption of a vortex photon by the centre of mass, while
the second term is that of emission of a vortex photon. Angular and linear momentum is conserved
in each case, and it can be seen that the angular momentum of the centre of mass is allowed to
change - rotation about the centre of mass may be induced by interaction with an optical vortex.

A. T Q T M E

In order to examine the selection rules arising from the quadrupole term, the transition matrix
element of the quadrupole terms identi ed in Section A. is calculated explicitly. To do this, all
quantities will be expressed using Cartesian coordinates so that derivatives of unit vectors are not
an unnecessary complication. We write the position vector as

q = x̂ρq sin(θq) cos(ϕq) + ŷρq sin(θq) sin(ϕq) + ẑρq cos(θq);

and the vector potential operator as

Â(R) = Â(xR, yR, zR) = −ε̂εεiE0

ω
Jl(k⊥

√
x2R + y2R)

(
eikzzReil arctan(yR,xR)âk

+ e−ikzzRe−il arctan(yR,xR)â†k

)
.

e expansion of Eq. (A. ) will now be explicitly evaluated up to second order (giving terms of
order q), so as to determine the quadrupole interaction Hamiltonian, and examine the selection
rules for orbital angular momentum exchange. e rst two terms of Eq. (A. ) are, in Cartesian
coordinates,



Â(R+ αq) = Â(R) + αρq sin(θq) cos(ϕq)∂xÂ(x, y, z)

∣∣∣∣
R

+ αρq sin(θq) sin(ϕq)∂yÂ(x, y, z)

∣∣∣∣
R

+ αρq cos(θq)∂zÂ(x, y, z)

∣∣∣∣
R

: (A. )

e nal term, the ∂z component, is evaluated simply as

∂zÂ(x, y, z)

∣∣∣∣
R

= −ε̂εεiE0

ω

(
ikzJl

(
k⊥

√
x2R + y2R

)
eikzzReil arctan(yR,xR)âk

+ ikzJl

(
k⊥

√
x2R + y2R

)
e−ikzzRe−il arctan(yR,xR)â†k

)
= ε̂εε

E0

ω

(
kzJl(k⊥ρR)e

ikzzReilΦR âk + kzJl(k⊥ρR)e
−ikzzRe−ilΦR â†k

)
;

however the ∂x and ∂y terms are slightly more complicated; looking rst at the x terms, we have

∂xÂ(x, y, z)

∣∣∣∣
R

= −κ̂κκ1∂xJl
(
k⊥
√
x2 + y2

)
eil arctan(y,x)

+ κ̂κκ2∂xJl

(
k⊥
√
x2 + y2

)
e−il arctan(y,x)

∣∣∣∣
R

,

with κ̂κκ1 = iE0

ω
eikzzâkε̂εε and κ̂κκ2 = iE0

ω
e−ikzzâ†kε̂εε. is gives

∂xÂ(x, y, z)

∣∣∣∣
R

= −κ̂κκ1
(
eil arctan(y,x)

(
k⊥x√
x2 + y2

J ′
l (k⊥

√
x2 + y2)

)

+ ilJl(k⊥
√
x2 + y2)eil arctan(y,x)∂x arctan(y, x)

)∣∣∣∣
R

+ κ̂κκ2

(
e−il arctan(y,x)

(
k⊥x√
x2 + y2

J ′
l (k⊥

√
x2 + y2)

)

− ilJl(k⊥
√
x2 + y2)e−il arctan(y,x)∂x arctan(y, x)

)∣∣∣∣
R

.

e derivatives of the arctan(y, x) function are

∂x arctan(y, x) =
y

x2 + y2
; ∂y arctan(y, x) = − x

x2 + y2
. (A. )

us, we now have

∂xÂ(x, y, z)

∣∣∣∣
R

= κ̂κκ1

(
eil arctan(yR,xR)

(
k⊥xR√
x2R + y2R

J ′
l

(
k⊥

√
x2R + y2R

))

+
ilyR

x2R + y2R
Jl

(
k⊥

√
x2R + y2R

)
eil arctan(yR,xR)

)
− κ̂κκ2

(
e−il arctan(yR,xR)

(
k⊥xR√
x2R + y2R

J ′
l

(
k⊥

√
x2R + y2R

))

− ilyR
x2R + y2R

Jl

(
k⊥

√
x2R + y2R

)
e−il arctan(yR,xR)

)
;



returning to cylindrical coordinates gives

∂xÂ(x, y, z)

∣∣∣∣
R

= −iE0

ω
ε̂εε

×
[
eilΦReikzzR âk

(
k⊥ cosΦRJ

′
l (k⊥ρR) +

il sin(ΦR)

ρR
Jl (k⊥ρR)

)
− e−ilΦRe−ikzzR â†k

(
k⊥ cosΦRJ

′
l (k⊥ρR)−

il sin(ΦR)

ρR
Jl (k⊥ρR)

)]
(A. )

as the x derivative of the vector potential. Similar treatment of the y term gives

∂yÂ(x, y, z)

∣∣∣∣
R

= −iE0

ω
ε̂εε

×
[
eilΦReikzzR âk

(
k⊥ sinΦRJ

′
l (k⊥ρR)−

il cos(ΦR)

ρR
Jl (k⊥ρR)

)
− e−ilΦRe−ikzzR â†k

(
k⊥ sinΦRJ

′
l (k⊥ρR) +

il cos(ΦR)

ρR
Jl (k⊥ρR)

)]
; (A. )

so that nally, up to second order in the expansion, we have

Â(R+ αq) = Â(R)

− iαE0ε̂εε

ω

{
ρq sin(θq) cos(ϕq)

×
[
eilΦReikzzR âk

(
k⊥ cosΦRJ

′
l (k⊥ρR) +

il sin(ΦR)

ρR
Jl (k⊥ρR)

)
− e−ilΦRe−ikzzR â†k

(
k⊥ cosΦRJ

′
l (k⊥ρR)−

il sin(ΦR)

ρR
Jl (k⊥ρR)

)]
+ ρq sin(θq) sin(ϕq)

×
[
eilΦReikzzR âk

(
k⊥ sinΦRJ

′
l (k⊥ρR)−

il cos(ΦR)

ρR
Jl (k⊥ρR)

)
− e−ilΦRe−ikzzR â†k

(
k⊥ sinΦRJ

′
l (k⊥ρR) +

il cos(ΦR)

ρR
Jl (k⊥ρR)

)]
− ρq cos(θq)

×
[(
kzJl(k⊥ρR)e

ikzzReilΦR + kzJl(k⊥ρR)e
−ikzzRe−ilΦR

)]}
(A. )

as the expanded vector potential aboutR.

A. . T Q I H

e quadrupole term of the interaction Hamiltonian is found from the terms in Eq. ( . ) that are
second order in q. Two such terms arise, the second terms of Eq. (A. ) and Eq. (A. ). e focus
here will be the quadrupole term directly affecting the atomic electron, i.e. that from Eq. (A. ),



since the other contribution will be very small. us, we have

Ĥ
int(q)
OV =

e(mp −me)

mpme

pq · (q · ∇)Â(R) (A. )

as the quadrupole interaction of interest. Once again, the momentum operator is wri en as the
commutator of the atomic electron Hamiltonian and position operators, and the matrix element is
found to lead to selection rules:

Mquad
OV =

ie

~
(mp −me)

mpme

(Ef−Ei)
⟨
ψf
q (q);ψ

f
R(R);nf

OV

∣∣∣q · (q · ∇)Â(R)
∣∣∣ψi

q(q);ψ
i
R(R);ni

OV

⟩
,

(A. )
separating the polarisation vector ε̂εε from the optical potential once again, we have

Mquad
OV =

ie

~
(mp −me)

mpme

(Ef−Ei)
⟨
ψf
q (q);ψ

f
R(R);nf

OV

∣∣∣ ε̂iqiqj∂jÂ(R)
∣∣∣ψi

q(q);ψ
i
R(R);ni

OV

⟩
,

(A. )

A. . Q S R

e point of interest here is the possibility of transfer of orbital angular momentum between the
optical vortex and the atomic electron. As such, the orbital angular momentum selection rules will
be explicitly evaluated via the azimuthal integration of the matrix element of Eq. (A. ). e
atomic position operator and vector potential gradient are expanded in Cartesian coordinates, so
that any dependence on the circular polarisation of the optical vortex eld is made clear. e
selection rules found a er integration over ϕq andΦR are found to be:

Mquad
OV =

iπe(mp −me)

~mp

Nn,ℓ,mNn′,ℓ′,m′(Ef − Ei)

×ε̂εε ·

{(
x̂+ iŷ

2

)[√
ni
OV

(
(A+ iB)δ(m,m′)δ(L,L′+1−l)

+ (A− iB)δ(m,m′+2)δ(L,L′−1−l)

)
δ(nf

OV,n
i
OV−1)

−
√
ni
OV + 1

(
(A∗ − iB∗)δ(m,m′)δ(L,L′+1+l)

+ (A∗ + iB∗)δ(m,m′+2)δ(L,L′−1+l)

)
δ(nf

OV,n
i
OV+1)

+ 2
√
ni
OVCδ(m,m′+1)δ(L,L′−l)δ(nf

OV,n
i
OV−1)

− 2
√
ni
OV + 1C∗δ(m,m′+1)δ(L,L′+l)δ(nf

OV,n
i
OV+1)

]

+

(
x̂+ iŷ

2

)[√
ni
OV

(
(A− iB)δ(m,m′)δ(L,L′−1−l)

+ (A+ iB)δ(m,m′−2)δ(L,L′+1−l)

)
δ(nf

OV,n
i
OV−1)

−
√
ni
OV + 1

(
(A∗ + iB∗)δ(m,m′)δ(L,L′−1+l)



+ (A∗ − iB∗)δ(m,m′−2)δ(L,L′+1+l)

)
δ(nf

OV,n
i
OV+1)

+ 2
√
ni
OVCδ(m,m′−1)δ(L,L′−l)δ(nf

OV,n
i
OV−1)

− 2
√
ni
OV + 1C∗δ(m,m′−1)δ(L,L′+l)δ(nf

OV,n
i
OV+1)

]

+ẑ

[√
ni
OV

(
(A′ + iB′)δ(m,m′−1)δ(L,L′+1−l)

− (A′ + iB′)δ(m,m′+1)δ(L,L′−1−l)

)
δ(nf

OV,n
i
OV−1)

−
√
ni
OV + 1

(
(A′∗ − iB′∗)δ(m,m′−1)δ(L,L′+1+l)

− (A′∗ − iB′∗)δ(m,m′+1)δ(L,L′−1+l)

)
δ(nf

OV,n
i
OV+1)

+ 2
√
ni
OVC

′δ(m,m′)δ(L,L′−l)δ(nf
OV,n

i
OV−1)

− 2
√
ni
OV + 1C ′∗δ(m,m′)δ(L,L′+l)δ(nf

OV,n
i
OV+1)

]}
(A. )

whereA,A′,B,B′,C andC ′ are the non-azimuthal factors from the integration:

A = k⊥

∫ ∞

0

Qn′(ρq)Qn(ρq)ρ
4
qdρq

∫ π

0

Pm′

ℓ′ (cos θq)P
m
ℓ (cos θq) sin

3 θqdθq∫ ∞

0

Ri(ρR)R
f (ρR)J

′
l (k⊥ρR)ρRdρRδ(Kz −K ′

z − kz)

A′ = k⊥

∫ ∞

0

Qn′(ρq)Qn(ρq)ρ
4
qdρq

∫ π

0

Pm′

ℓ′ (cos θq)P
m
ℓ (cos θq) sin

2 θq cos θqdθq∫ ∞

0

Ri(ρR)R
f (ρR)J

′
l (k⊥ρR)ρRdρRδ(Kz −K ′

z + kz)

B = il

∫ ∞

0

Qn′(ρq)Qn(ρq)ρ
4
qdρq

∫ π

0

Pm′

ℓ′ (cos θq)P
m
ℓ (cos θq) sin

3 θqdθq∫ ∞

0

Ri(ρR)R
f (ρR)Jl(k⊥ρR)dρRδ(Kz −K ′

z − kz)

B′ = il

∫ ∞

0

Qn′(ρq)Qn(ρq)ρ
4
qdρq

∫ π

0

Pm′

ℓ′ (cos θq)P
m
ℓ (cos θq) sin

2 θq cos θqdθq∫ ∞

0

Ri(ρR)R
f (ρR)Jl(k⊥ρR)dρRδ(Kz −K ′

z + kz)

C = −kz
∫ ∞

0

Qn′(ρq)Qn(ρq)ρ
4
qdρq

∫ π

0

Pm′

ℓ′ (cos θq)P
m
ℓ (cos θq) sin

2 θq cos θqdθq∫ ∞

0

Ri(ρR)R
f (ρR)Jl(k⊥ρR)dρRδ(Kz −K ′

z − kz)

C ′ = −kz
∫ ∞

0

Qn′(ρq)Qn(ρq)ρ
4
qdρq

∫ π

0

Pm′

ℓ′ (cos θq)P
m
ℓ (cos θq) sin θq cos

2 θqdθq∫ ∞

0

Ri(ρR)R
f (ρR)Jl(k⊥ρR)dρRδ(Kz −K ′

z + kz).

ese quadrupole selection rules are rather more complicated than the dipole case. e orbital
angular momentum projection of the atomic electron is allowed to change by one or two units in



this quadrupole interaction, but once again, the circular polarisation of the optical vortex plays a
key role. For the linearly polarised eld - ẑ-polarised - the atomic electronmay exchange one unit of
angular momentum with the centre of mass, such that∆m = ±1. It can be seen that this does not
depend on the vortex eld, as both these processes are allowed for both absorption and emission of
a vortex photon by the centre of mass, and here, only the centre of mass may directly exchange
orbital angular momentum with the vortex. is is also the case for the interactions involving a
circularly polarised eld, in which exchanges of∆m = ±2 are possible. e centre of mass may
exchange l~ orbital angular momentum with the vortex, and the atomic electron may exchange one
unit with the centre of mass, and one with the polarisation angular momentum of the eld, giving a
total change of∆m = ±2. e centre of mass of the atom may also exchange angular momentum
with the spin polarisation of the photon. All the interactions described above rely on centre of mass
motion.

If the interacting photon were not a vortex photon, then the exchange processes between the
centre of mass and the atomic electron would still be possible. e quadrupole term allows the
centre of mass and atomic electron angular momenta to couple directly (the weaker dipole term of
Eq. ( . ) allows coupling between the electron and centre of mass such that∆m = ±1 and
∆L = ∓2, with the ‘extra’ unit from the circular polarisation of the photon). If the light eld were
not circularly polarised, then exchange of one unit would still be possible. However, the presence of
orbital angular momentum l in the light eld does not directly affect the atomic electron.



B
Ele ron Vortex Intera ions

B. C D S R

Here, the Coulomb matrix element of Eq. ( . ) will be explicitly evaluated. We write the
shorthand ⟨

(rv −R)

|rv −R|3

⟩
fi

=

⟨
ψf
v (rv);ψ

f
p (R)| (rv −R)

|rv −R|3
|ψi

v(rv);ψ
i
p(R)

⟩
. (B. )

from Eq. ( . ) we have

(rv −R)

|rv −R|3
=

1

[F − G cos(Φv − ΦR)]
3
2

[(
x̂+ iŷ

2

)(
ρve

−iΦv − ρRe
−iΦR

)
+

(
x̂− iŷ

2

)(
ρve

iΦv − ρRe
iΦR
) ]

(B. )

Making the substitution y = Φv − ΦR allows for mixing of the orbital angular momentum of the
electron vortex and the centre of mass motion, and requires generic integrals of the form

Y (β)
α =

∫ 2π

0

ei(l−l′+α)y

(F(ρv, zv, ρR, zR)− G(ρv, ρR) cos(Φv − ΦR))
β
2

dy, ( . )

so that the integral over dΦv is now replaced by the integral over dy. For the dipole terms, α takes
the values 0,±1. e full matrix element becomes⟨

(rv −R)

|rv −R|3

⟩
fi

= N
∫
d3R

∫
dρv

∫
dzv



×

[(
x̂+ iŷ

2

)(
IvJRY3

−1 − IJRRY3
0

)
ei(l+L−l′−L′−1)ΦR

(
x̂− iŷ

2

)(
IvJRY3

+1 − IJRRY3
0

)
ei(l+L−l′−L′+1)ΦR

ẑ
(
IJzRY3

0 − IJRzY3
0

)
ei(l+L−l′−L′)ΦR

]
(B. )

where the factors from the relevant wavefunctions have been wri en using the following
shorthand:

F = ρ2v + ρ2R + (zv − zR)
2, (B. a)

G = 2ρvρR, (B. b)

Iv = Jl(k⊥ρv)Jl′(k
′
⊥ρv)ρv, (B. c)

I = Jl(k⊥ρv)Jl′(k
′
⊥ρv), (B. d)

J = ei(kz−k′z)zvdzv, (B. e)

Jz = ei(kz−k′z)zvzvdzv, (B. f)

R = Ri(ρR)R
f (ρR, zR)e

i(KR−K′
R)ρRei(Kz−K′

z)zR , (B. g)

RR = Ri(ρR)R
f (ρR)e

i(KR−K′
R)ρRei(Kz−K′

z)zRρR, (B. h)

Rz = Ri(ρR)R
f (ρR)e

i(KR−K′
R)ρpei(Kz−K′

z)zRzR, (B. i)

N = N i
vN

f
vN

i
RN

f
R. (B. j)

In order to examine the possibility of orbital angular momentum transfer, we may now evaluate
the azimuthal integral overΦR, to nd

⟨
rv −R

|rv −R|3

⟩
fi

= B(−1)
l (x̂+ iŷ) δ[(L+l),(L′+l′+1)]

+ B(+1)
l (x̂− iŷ) δ[(L+l),(L′+l′−1)] + B(0)

l ẑδ[(L+l),(L′+l′)] ( . )

with the factorsBl containing the non-azimuthal factors integrated over the remaining degrees of
freedom

B(−1)
l =

2πN
2

∫
d3R

∫
dρv

∫
dzv
(
IvJRY3

−1 − IJRpY3
0

)
(B. a)

B(+1)
l =

2πN
2

∫
d3R

∫
dρv

∫
dzv
(
IvJRY3

+1 − IJRpY3
0

)
(B. b)

B(0)
l = 2πN

∫
d3R

∫
dρv

∫
dzv
(
IJzRY3

0 − IJRzY3
0

)
(B. c)

It can be seen that |B(+1)
l | = |B(−1)∗

l |.



B. C Q S R

Here, we nd the selection rules for the quadrupole potential terms using the same method as in
Appendix B. . e quadratic interaction potential terms are

Ĥ
quad
Int =

e2

8πε0

[
(m2

p −m2
e)

M

q2

|rv −R|3
+ 3

(m4
e −m4

p)

M

(q · (rv −R))2

|rv −R|5

]
( . )

which is expanded in vector components as

Ĥ
quad
Int =

e2

8πε0

ρ2q
M

[
3(m4

e −m4
p)

|rv −R|5

(
sin2 θqρ

2
v cos

2(ϕq − Φv) + sin2 θqρ
2
R cos2(ϕq − ΦR)

− 2 sin2 θqρrρv cos(ϕq − Φv) cos(Φq − ΦR)

+ 2 sin θq cos θqρv(zv − zR) cos(ϕq − Φv)

− 2 sin θq cos θqρR(zv − zR) cos(ϕq − ΦR)

+ cos2 θq(zv − zR)
2

)
+

(m2
p −m2

e)

|rv −R|3

]
(B. )

Expanding the azimuthal angular functions into exponential functions, so that the orbital angular
momentum exchange will be apparent, we have

Ĥ
quad
Int =

e2

8πε0

ρ2q
M

[
3(m4

e −m4
p)

|rv −R|5

(
1

4
sin2 θqρ

2
v

(
e2i(ϕq−Φv) + e−2i(ϕq−Φv) + 1

)
+

1

4
sin2 θqρ

2
R

(
e2i(ϕq−ΦR) + e−2i(ϕq−ΦR) + 1

)
− 1

2
sin2 θqρRρv

(
ei(2ϕq−ΦR−Φv) + e−i(2ϕq−ΦR−Φv)

+ ei(ΦR−Φv) + e−i(ΦR−Φv)
)

− sin θq cos θqρv(zv − zr)
(
ei(ϕq−Φv) + e−i(ϕq−Φv)

)
− sin θq cos θqρR(zv − zr)

(
ei(ϕq−ΦR) + e−i(ϕq−ΦR)

)
+ cos2 θq(zv − zr)

2

)
+

(m2
p −m2

e)

|rv −R|3

]
(B. )

As before we have,
1

|rv −R|3
=

1

[F + G cos(Φv − ΦR)]
3
2

(B. )

and similarly
1

|rv −R|5
=

1

[F + G cos(Φv − ΦR)]
5
2

(B. )

so that we can once again make the substitution y = Φv − ΦR, and make use of the integrals of
Eq. ( . ). Evaluating the full matrix element gives the following Kronecker delta functions that



form the basis of the selection rules:

Mquad
EV =

3e2π2(m4
e −m4

p)

ε0

[
δ(l+L),(l′+L′+2)δm,m′−2

(ξ3vξ1Rξqη0τ 3,0Y5
−2

4
+
ξ1vξ

3
Rξqη

0τ 3,0Y5
0

4

−
ξ2vξ

2
Rξqη

0τ 3,0Y5
−1

2

)

δ(l+L),(l′+L′−2)δm,m′+2

(ξ3vξ1Rξqη0τ 3,0Y5
2

4
+
ξ1vξ

3
Rξqη

0τ 3,0Y5
0

4

− ξ2vξ
2
Rξqη

0τ 3,0Y5
1

2

)
+δ(l+L),(l′+L′+1)δm,m′−1

(
ξ2vξ

1
Rξqη

1τ 2,1Y5
−1 − ξ1vξ

2
Rξqη

1τ 2,1Y5
0

)
+δ(l+L),(l′+L′−1)δm,m′+1

(
ξ2vξ

1
Rξqη

1τ 2,1Y5
1 − ξ1vξ

2
Rξqη

1τ 2,1Y5
0

)
δ(l+L),(l′+L′)δm,m′

(ξ3vξ1Rξqη0τ 3,0Y5
0

4
+
ξ1vξ

3
Rξqη

0τ 3,0Y5
0

4

−
ξ2vξ

2
Rξqη

0τ 3,0Y5
−1

2
− ξ2vξ

2
Rξqη

0τ 3,0Y5
1

2

+ ξ1vξ
1
Rξqη

2τ 1,2Y5
0

)]
+
3e2π2(m2

p −m2
e)

ε0
δ(l+L),(l′+L′)δm,m′ξ1vξ

1
Rξqη

0τ 1,0Y3
0 (B. )

with the non-azimuthal integrated factors given by

ξ(n)v =

∫ ∞

0

Jl(k⊥ρv)Jl′(k
′
⊥ρv)ρ

n
vdρv (B. a)

ξ
(n)
R =

∫ ∞

0

Ri(ρv)R
fρnRdρR (B. b)

ξq =

∫ ∞

0

Qn(ρq)Qn′(ρq)ρ
4
qdρq (B. c)

η(n)z =

∫ ∞

−∞

∫ ∞

−∞
ei(kz−k′z)zvei(Kz−K′

z)zR(zv − zR)
ndzvdzR (B. d)

τ (n,n
′) =

∫ π

0

Pm
ℓ (cos θq)P

m′

ℓ′ (cos θq) sin
n θq cos

n′
θqdθq (B. e)

B. N -V C I

e second term of the interaction Hamiltonian of Eq. ( . ) will not affect the internal electron
state of the atom, but it may induce transitions between different states of the atomic nucleus. In
particular we are interested in the transfer of orbital angular momentum, and so we will look for
changes in the rotational states of the nucleus. We have

MR
fi = −

⟨
ψi
q;ψ

i
R;ψ

i
v

∣∣ e2

4πε0

1

|rv −R|

∣∣∣ψf
q ;ψ

f
R;ψ

f
v

⟩
(B. )



Since bothψi
R andψi

v are speci ed in the same coordinate frame no transformation is necessary.
Once again, we have

|rv −R| =
√
ρ2v + ρ2R + (zv − zR)2 − ρvρR cos(Φv − ΦR) (B. )

= [F + G cos (Φv − ΦR)]
1
2 , (B. )

with the functionsF and G that same as previously give in Eq. (B. a) and Eq. (B. b). e
azimuthal factors of the matrix element are then given by

MR
fi ∝

∫ 2π

0

dϕq

∫ 2π

0

dΦR

∫ 2π

0

dΦv
ei(ℓ−ℓ′)ϕqei(L−L′)ΦRei(l−l′)Φv

[F + G cos (Φv − ΦR)]
1
2

. (B. )

Again, the substitution y = Φv − ΦR is made, and the matrix element is wri en in terms of the
integrals of Eq. ( . ). Evaluating this gives the selection rule

MR
fi =

e2π

ε0
ΘR,v,yΘqδm,m′δl+L,l′+L′ (B. )

where expressions forΘR,v,y andΘq are given in Appendix B. . , and since the atomic electron
wavefunction is not affected, we have 2πΘq = 1.

B. T M E A F E

e effective operator of Eq. ( . ) may be directly integrated to nd the full selection rules of the
interaction for the special case when the atom is free to rotate about the beam axis. is is carried
out by integration with the atomic states using the same technique as before, the y-integrals of
Eq. ( . ). e relevant factors to be integrated are, as before, the azimuthal terms for both the
vortex and atomic electron wavefunctions, along with the Coulomb interaction factor. Allowing
the nuclear coordinate to act as a dynamical variable we have, from the effective operator and the
relevant states

Mfi ∝
∫ 2π

0

∫ 2π

0

ei(p−p′)Φ′
vei(m−m′)ϕq

|r′v − q|
dΦ′

vdϕq. (B. )

Similar to above, the Coulomb interaction may be expanded as

1

|r′v − q|
=

1(
ρ′2v + z′2v + ρ2q − z′vρq cos θq − ρ′vρq sin θq cos(Φ

′
v − ϕq)

) 1
2

(B. )

=
1

(F ′ − G ′ cos(Φ′
v − ϕq))

1
2

(B. )

So that the azimuthal integral becomes

Mfi ∝
∫ 2π

0

e−i(p−p′)y′

(F ′ + G ′ cos(Φ′
v − ϕq))

1
2

∫ 2π

0

ei(m+p−m′−p′)ϕqdϕq (B. )



where the substitution y′ = Φ′
v − ϕq has been made in the same manner as before, and

F ′(ρ′v, ρq, z
′
v, θq) = ρ′2v + z′2v + ρ2q (B. )

G ′(ρ′v, ρq, θq) = ρ′vρq sin θq. (B. )

e full matrix element is then

Mfi =
e2

ε0
√
2π

(
∞∑

p=∞

Θl,l′,p,p′

R Θp,p′

q,v′,y′δl+L−p,l′+L′−p′δm+p,m′+p′ +ΘR,v,yΘqδm,m′δ(l+L),(l′+L′)

)
,

(B. )
where the factorsΘR,Θq,v′,y′ ,ΘR,v,y andΘq are numerical factors arising from integrating over
the remaining spatial degrees of freedom, and the matrix element of the Coulomb interaction
between the vortex electron and the nucleus has been included (see Appendix B. ). Full
expressions for theΘ factors are given in Appendix B. . and Appendix B. . . e vortex-nucleus
interaction contributes a channel in which the orbital angular momentum of the atomic electron
may not change, but the rotational state of the nucleus may exchange angular momentum with the
vortex. For the interaction in which the exchange with the atomic electron is possible, the selection
rule of orbital angular momentum conservation are

m−m′ = −(p− p′). (B. )

is selection rule only pertains to the particular p vortex wave that the atomic electron interacts
with. is may be related to the original orbital angular momentum of the vortex beam l only if the
initial and nal orbital angular momentum states of the centre of mass are known. As before, we
consider the centre of mass in an orbital angular momentum eigenstate, with initial and nal states
havingL andL′ units of angular momentum respectively. Eq. ( . ) contains the relevant factor
for these centre of mass eigenstates, and when integrated over the centre of mass coordinates we
nd the selection rule

l − l′ + L− L′ = p− p′ (B. )

such that the full selection rule of the interaction is found to show the same general orbital angular
momentum conservation as that obtained in Section . using the multipolar expansion of the
interaction Hamiltonian, namely

∆l +∆L = −∆m; (B. )

however, this is much less restrictive regarding the change of orbital angular momentum of the
atom. is selection rule encompasses all possible transitions, from all multipolar contributions,
since as yet no information regarding the multipolar nature of the transition has been obtained.

is general expression of orbital angular momentum conservation does not specify which
transitions are dipole allowed. In order to nd this, a further wavefunction expansion is made.

We note here that, for the case when the atom positionR is not a dynamical variable and the
atom is held xed, there is no selection rule relating∆l and∆m. In these situations, the orbital
angular momentum transfer to the atom may take any value, as−∞ ≤ p ≤ ∞, and the change in
orbital angular momentum of the beam is similarly unbounded. e consequences of this are



explored in Section . . and Section . . for the dipole terms of the interaction found from the
multipolar expansion.

B. F T E O

e effective operator may be expressed in terms of the total linear momentum transferQ(β)

between the beam and the atomic electron:

Q(β) = k′ − k

=
√
(k− k′)2 =

√
k2 + k′2 − 2k · k′

=
√
k2 + k′2 − 2k⊥k′⊥ cos(β)− 2kzk′z (B. )

where β = ϕ′
k − ϕk. Writing the effective operator in this is accomplished in a way that recalls the

method for Fourier transform of the Coulomb potential [ ]. From Eq. ( . )

Ip,p
′,u,u′

q =

∫
d3r′s.e

i(kz−k′z)z
′
sJp−u(k⊥q⊥)Jp′−u′(k′⊥q⊥)

Ju(k⊥ρ
′
s)Ju′(k′⊥ρ

′
s)

|r′s|
× ei(p−u−p′+u′)ϕqei(u−u′)Φ′

s ( . )

we may write the effective operator as a function ofQ. In order to do so, the Bessel functions may
be wri en in integral form using:

Jν(z) =
1

2πiν

∫ 2π

0

eiz cos(α)eiναdα. ( . )

Writing the Bessel functions Ju(k⊥ρ′s)Ju′(k′⊥ρ
′
s) in integral form gives

Ju(k⊥ρ
′
s)Ju′(k′⊥ρ

′
s) =

1

4π2iu(−i)u′

∫ 2π

0

eik⊥ρ′s cos(α)eiuαdα∫ 2π

0

e−ik′⊥ρ′s cos(α
′)e−iu′αdα′ (B. )

where the function Ju′(k′⊥ρ
′
s) has been wri en in terms of a complex conjugate. e angles α and

α′ may be identi ed with the angles between the position vector ρ′s and the transverse momenta,
k⊥ and k′⊥ respectively, so as to allow the scalar product to be wri en later:

Ju(k⊥ρ
′
s)Ju′(k′⊥ρ

′
s) =

1

4π2iu(−i)u′

∫ 2π

0

eik⊥ρ′s cos(ϕk−Φ′
s)eiu(ϕk−Φ′

s)dϕk∫ 2π

0

e−ik′⊥ρ′s cos(ϕ
′
k−Φ′

s)e−iu′(ϕ′
k−Φ′

s)dϕ′
k (B. )

Combining this with Eq. ( . ) gives

Ip,p
′,u,u′

q = Jp−u(k⊥q⊥)Jp′−u′(k′⊥q⊥)e
i(p−u−p′+u′)ϕq

1

4π2iu(−i)u′



×
∫
d3r′s

∫ 2π

0

dϕk

∫ 2π

0

dϕ′
ke

ik⊥ρ′s cos(ϕk−Φ′
s)e−ik′⊥ρ′s cos(ϕ

′
k−Φ′

s)

× ei(kz−k′z)z
′
sei(u−u′)Φ′

s

|r′s|
eiu(ϕk−Φ′

s)e−iu′(ϕ′
k−Φ′

s)

= Jp−u(k⊥q⊥)Jp′−u′(k′⊥q⊥)e
i(p−u−p′+u′)ϕq

1

4π2iu(−i)u′

×
∫
d3r′s

∫ 2π

0

dϕk

∫ 2π

0

dϕ′
k

ei(k−k′)·r′s

|r′s|
eiuϕke−iu′ϕ′

k (B. )

Using this the linear momentum transfer vectorQ(β), we may write

Ip,p
′,u,u′

q = Jp−u(k⊥q⊥)Jp′−u′(k′⊥q⊥)e
i(p−u−p′+u′)ϕq

1

4π2iu(−i)u′

×
∫
d3r′s

∫ 2π

0

dβ

∫ 2π

0

dϕk
e−iQ(β)·r′s

|r′s|
ei(u−u′)ϕke−iuβ

= Jp−u(k⊥q⊥)Jp′−u(k
′
⊥q⊥)e

i(p−p′)ϕq
δu,u′

2π

∫
d3r′s

∫ 2π

0

dβ
e−iQ(β)·r′s

|r′s|
e−iuβ (B. )

is now has a similar form as the Fourier transform of the Coulomb potential. Evaluating this
using the standard result [ ]

f̃(k) =
1

(2π)3/2

∫
d3x

1

|x|
e−ik·x =

√
2

π

1

k2
, (B. )

gives

Ip,p
′,u,u

q = Jp−u(k⊥q⊥)Jp′−u(k
′
⊥q⊥)e

i(p−p′)ϕq
δu,u′
√
2π3

∫ 2π

0

dβ
e−iuβ

Q(β)
. ( . )

B. S p, p′ u

In order to achieve the multipolar expansion, the asymptotic limit of the Bessel function is applied.
Since this is valid for Bessel functions of positive order only, it is necessary to write the expanded
wavefunctions in such a was that they are always of positive order, even for p < 0. is leads to the
conditions on p, p′ and u, as given in Table . . . Applying these conditions leads to a set of
eighteen restricted sums over p, p′ and u:

Σp,p′,u =
∞∑
u=0

(
∞∑

p=0,p≥u

∞∑
p′=0,p′≥u

Jp−u(k⊥q⊥)Jp′−u(k⊥q⊥)

+
∞∑

p=0,p≥u

∞∑
p′=0,p′<u

(−1)|p
′−u|Jp−u(k⊥q⊥)J|p′−u|(k⊥q⊥)

+
∞∑

p=0,p≥u

−1∑
p′=−∞

(−1)|p
′−u|Jp−u(k⊥q⊥)J|p′−u|(k⊥q⊥)

+
∞∑

p=0,p<u

∞∑
p′=0,p′≥u

(−1)|p−u|J|p−u|(k⊥q⊥)Jp′−u(k⊥q⊥)



+
∞∑

p=0,p<u

∞∑
p′=0,p′<u

(−1)|p−u|+|p′−u|J|p−u|(k⊥q⊥)J|p′−u|(k⊥q⊥)

+
∞∑

p=0,p<u

−1∑
p′=−∞

(−1)|p−u|+|p′−u|J|p−u|(k⊥q⊥)J|p′−u|(k⊥q⊥)

+
−1∑

p=−∞

∞∑
p′=0,p′≥u

(−1)|p−u|J|p−u|(k⊥q⊥)Jp′−u(k⊥q⊥)

+
−1∑

p=−∞

∞∑
p′=0,p′<u

(−1)|p−u|+|p′−u|J|p−u|(k⊥q⊥)J|p′−u|(k⊥q⊥)

−1∑
p=−∞

−1∑
p′=−∞

(−1)|p−u|+|p′−u|J|p−u|(k⊥q⊥)J|p′−u|(k⊥q⊥)

)

+
−1∑

u=−∞

(
∞∑
p=0

∞∑
p′=0

Jp−u(k⊥q⊥)Jp′−u(k⊥q⊥)

+
∞∑
p=0

−1∑
p′=−∞,p′≥u

Jp−u(k⊥q⊥)Jp′−u(k⊥q⊥)

+
∞∑
p=0

−1∑
p′=−∞,p′<u

(−1)|p
′−u|Jp−u(k⊥q⊥)J|p′−u|(k⊥q⊥)

+
−1∑

p=−∞,p≥u

∞∑
p′=0

Jp−u(k⊥q⊥)Jp′−u(k⊥q⊥)

+
−1∑

p=−∞,p≥u

−1∑
p′=−∞,p′≥u

Jp−u(k⊥q⊥)Jp′−u(k⊥q⊥)

+
−1∑

p=−∞,p≥u

−1∑
p′=−∞,p′<u

(−1)|p
′−u|Jp−u(k⊥q⊥)J|p′−u|(k⊥q⊥)

+
−1∑

p=−∞,p<u

∞∑
p′=0

(−1)|p−u|J|p−u|(k⊥q⊥)Jp′−u(k⊥q⊥)

+
−1∑

p=−∞,p<u

−1∑
p′=−∞,p′≥u

(−1)|p−u|J|p−u|(k⊥q⊥)Jp′−u(k⊥q⊥)

+
−1∑

p=−∞,p<u

−1∑
p′=−∞,p′<u

(−1)|p−u|+|p′−u|J|p−u|(k⊥q⊥)J|p′−u|(k⊥q⊥)

)
. (B. )

e Bessel functions wri en in each term above are now each of positive order, and are suitable for
expanding in powers of q⊥. Applying the asymptotic limit of Eq. ( . ) gives

Σp,p′,u =
∞∑
u=0

(
∞∑

p=0,p≥u

∞∑
p′=0,p′≥u

1

Γ(p− u+ 1)Γ(p′ − u+ 1)

(
k⊥q⊥
2

)p+p′−2u

+
∞∑

p=0,p≥u

∞∑
p′=0,p′<u

(−1)|p
′−u|

Γ(p− u+ 1)Γ(|p′ − u|+ 1)

(
k⊥q⊥
2

)p−u+|p′−u|



+
∞∑

p=0,p≥u

−1∑
p′=−∞

(−1)|p
′−u|

Γ(p− u+ 1)Γ(|p′ − u|+ 1)

(
k⊥q⊥
2

)p−u+|p′−u|

+
∞∑

p=0,p<u

∞∑
p′=0,p′≥u

(−1)|p−u|

Γ(|p− u|+ 1)Γ(p′ − u+ 1)

(
k⊥q⊥
2

)|p−u|+p′−u

+
∞∑

p=0,p<u

∞∑
p′=0,p′<u

(−1)|p−u|+|p′−u|

Γ(|p− u|+ 1)Γ(|p′ − u|+ 1)

(
k⊥q⊥
2

)|p−u|+|p′−u|

+
∞∑

p=0,p<u

−1∑
p′=−∞

(−1)|p−u|+|p′−u|

Γ(|p− u|+ 1)Γ(|p′ − u|+ 1)

(
k⊥q⊥
2

)|p−u|+|p′−u|

+
−1∑

p=−∞

∞∑
p′=0,p′≥u

(−1)|p−u|

Γ(|p− u|+ 1)Γ(p′ − u+ 1)

(
k⊥q⊥
2

)|p−u|+p′−u

+
−1∑

p=−∞

∞∑
p′=0,p′<u

(−1)|p−u|+|p′−u|

Γ(|p− u|+ 1)Γ(|p′ − u|+ 1)

(
k⊥q⊥
2

)|p−u|+|p′−u|

−1∑
p=−∞

−1∑
p′=−∞

(−1)|p−u|+|p′−u|

Γ(|p− u|+ 1)Γ(|p′ − u|+ 1)

(
k⊥q⊥
2

)|p−u|+|p′−u|

+
−1∑

u=−∞

(
∞∑
p=0

∞∑
p′=0

1

Γ(p− u+ 1)Γ(p′ − u+ 1)

(
k⊥q⊥
2

)p+p′−2u

+
∞∑
p=0

−1∑
p′=−∞,p′≥u

1

Γ(p− u+ 1)Γ(p′ − u+ 1)

(
k⊥q⊥
2

)p+p′−2u

+
∞∑
p=0

−1∑
p′=−∞,p′<u

(−1)|p
′−u|

Γ(p− u+ 1)Γ(|p′ − u|+ 1)

(
k⊥q⊥
2

)p−u+|p′−u|

+
−1∑

p=−∞,p≥u

∞∑
p′=0

1

Γ(p− u+ 1)Γ(p′ − u+ 1)

(
k⊥q⊥
2

)p+p′−2u

+
−1∑

p=−∞,p≥u

−1∑
p′=−∞,p′≥u

1

Γ(p− u+ 1)Γ(p′ − u+ 1)

(
k⊥q⊥
2

)p+p′−2u

+
−1∑

p=−∞,p≥u

−1∑
p′=−∞,p′<u

(−1)|p
′−u|

Γ(p− u+ 1)Γ(|p′ − u|+ 1)

(
k⊥q⊥
2

)p−u+|p′−u|

+
−1∑

p=−∞,p<u

∞∑
p′=0

(−1)|p−u|

Γ(|p− u|+ 1)Γ(p′ − u+ 1)

(
k⊥q⊥
2

)|p−u|+p′−u

+
−1∑

p=−∞,p<u

−1∑
p′=−∞,p′≥u

(−1)|p−u|

Γ(|p− u|+ 1)Γ(p′ − u+ 1)

(
k⊥q⊥
2

)|p−u|+p′−u

+
−1∑

p=−∞,p<u

−1∑
p′=−∞,p′<u

(−1)|p−u|+|p′−u|

Γ(|p− u|+ 1)Γ(|p′ − u|+ 1)

(
k⊥q⊥
2

)|p−u|+|p′−u|
)

(B. )

In order to determine the particular terms in the full multipole expansion, the speci c relationships
between p, p′ and u that give the desired powers of q⊥ are found for each multipole term. ese
relationships are speci ed in Table . . , Table . . and Table . . for the zero order, dipole and
quadrupole terms respectively.



B. M

In the following, the explicit expressions for the integrals arising in the evaluation of the matrix
element are given. ese are from the non-azimuthal factors of the wavefunctions in each case, and
the precise value depend on the particular initial and nal states of the electron vortex, atomic
electron and nuclear wavefunctions.

B. . I F N -V C I

e matrix element of the Coulomb interaction between the electron vortex and the atomic
nucleus is given in Appendix B. . e relevant integral factors take the following form:

ΘR,v,y = NRN
′
RNlNl′

∫ ∞

0

dρR

∫ ∞

−∞
dzR

∫ ∞

0

dρv

∫ ∞

−∞
dzv

∫ 2π

0

× Rf∗(ρR)R
i(ρR)Jl(k⊥ρv)Jl′(k

′
⊥ρv)

[F + G cos y]
1
2

× ei(K⊥−K′
⊥)ρRρRρve

i(Kz−K′
z)zRei(kz−k′z)zvei(l−l′)y; (B. )

Θ′
q = Nn,ℓ,mNn′,ℓ′,m′

∫ ∞

0

dρqQf∗
n′ (ρq)Qi

n(ρq)ρ
2
q

∫ π

0

dθqP
m
ℓ (cos θq)P

m′

ℓ′ (cos θq) sin θq.

(B. )
Θ′

q is simply the overlap integral of the radial and polar functions of two hydrogenic electron states.
Since the nucleus-vortex interaction cannot affect the internal state of the atom the set of quantum
numbers n, l,m for initial and nal hydrogenic states must be the same and we have 2πΘ′

q = 1.

B. . I F E O

A er the rst expansion of the electron vortex wavefunction about the atomic nucleus, the matrix
element and selection rules may be directly evaluated. is is shown in Appendix B. , with the
relevant integral factors given as:

Θl,l′,p,p′

R = NRN
′
RNlNl′

∫ ∞

0

dρRρRR
f∗(ρR)R

i(ρR)Jl−p(k⊥ρR)Jl′−p′(k
′
⊥ρR)

×
∫ ∞

−∞
dzRe

i(Kz+kz−K′
z−k′z)zR ; (B. )

Θp,p′

q,v′,y′ = Nn,ℓ,mNn′,ℓ′,m′

∫ ∞

0

dρ′v

∫ ∞

−∞
dz′v

∫ ∞

0

dρq

∫ π

0

dθq

×Qf∗
n′ (ρq)Qi

n(ρq)
Jp(k⊥ρ

′
v)Jp′(k

′
⊥ρ

′
v)

[F ′ + G ′ cos(y′)]
1
2

ρ2qρv sin θq

× Pm
ℓ (cos θq)P

m′

ℓ′ (cos θq)e
i(p−p′)y′ei(kz−k′z)z

′
v . (B. )



B. . I F Z O T

e matrix element and selection rules of the zero order term found in Section . . have the
following factors arising a er the integration over the non-azimuthal degrees of freedom of the
atomic electron and nucleus, as well as the integral over the total momentum transfer:

ΘZO
q = Nn,ℓ,mNn′,ℓ′,m′

∫ ∞

0

dρq

∫ π

0

dθqQf∗
n′ (ρq)Qi

n(ρq)P
m
ℓ (cos θq)P

m′

ℓ′ (cos θq)

× ρ2q sin θqe
i(kz−k′z)ρq cos θq (B. )

Θl,l′,p
R = 2πNRN

′
RNlNl′

∫ ∞

−∞
dzR

∫ ∞

0

dρRρRJl−p(k⊥ρR)Jl′−p(k⊥ρR)

×Rf∗(ρR)R
i(ρR)e

i(Kz+kz−K′
z−k′z)zR (B. )

B. . I F D T

For the dipole terms of Section . . , there are two different matrix elements illustrated - one for
the case when the atom is located along the beams axis, and one for the off-axis case. e dipole
matrix element of the atomic electron, and soΘdip

q , is common to each of them, whereasΘR and
Θl,l′,p,±

R apply to the on-axis and off-axis scenarios respectively.

Θdip
q = Nn,ℓ,mNn′,ℓ′,m′

∫ ∞

0

dρq

∫ π

0

dθqQf∗
n′ (ρq)Qi

n(ρq)P
m
ℓ (cos θq)P

m′

ℓ′ (cos θq)

× ρ3q sin θq cos θqe
i(kz−k′z)ρq cos θq (B. )

ΘR = NRN
′
R

∫ ∞

0

dρRR
f∗(ρR)R

i(ρR)ρR

∫ ∞

−∞
dzRe

i(Kz+kz−K′
z−k′z)zR (B. )

Θl,l′,p,±
R = NRN

′
RNlNl′

∫ ∞

−∞
dzR

∫ ∞

0

dρRρRJl−p(k⊥ρR)Jl′−p±1(k⊥ρR)

×Rf∗(ρR)R
i(ρR)e

i(Kz+kz−Kz−kz)zR

∫ 2π

0

ei(l−l′−p+p∓1)

(B. )

Due to the relationship between Bessel functions of positive and negative order given by ( . ) we
have |Θl,l′,p,±

R | = |Θ−l,−l′,−p,∓
R |.



C
RelativisticQuantumMechanics

C. T D γM

e γ-matrices are useful in writing a fully Lorentz covariant form of the Dirac equation and other
relativistic eld quantities, including the Lagrangian for quantum electrodynamics. e γ-matrices
form the -dimensional (three space and one time) representation of the Lorentz algebra for
Lorentz boosts and rotations of spin-1

2
particles. [ ]. In the Dirac representation the four

γ-matrices are de ned as

γ0 =

(
12 0

0 −12

)
; γi =

(
0 σi

−σi 0

)
(C. )

or, equivalently, γµ = (β, βααα). ough this notation is suggestive, the γ-matrices themselves are
not -vectors - instead the matrices act on true -vectors to give a Lorentz invariant quantity [ ].

e commutation and anti-commutation of the γ-matrices are their de ning characteristics -
they must satisfy the algebra of the Lorentz group, in order to represent Lorentz transformations.
We have

{γµ, γν} = 2gµν14 (C. )

where the metric tensor gµν is given as

gµν =


1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1

 . (C. )

e Lorentz transformations are then de ned elegantly by the commutators of the γmatrices, so



that we may write boosts and rotations respectively in the form [ , ]

S0j =
i

4
[γ0, γj] = − i

2

(
σj 0

0 −σj

)
(C. a)

Sij =
i

4
[γi, γj] =

~
2
εijkΣk (C. b)

with εijk the Levi-Civita permutation symbol, andΣΣΣ the spin operator for Dirac particles

ΣΣΣ =
~
2

(
σ 0

0 σ

)
. (C. )

e γ-matrices are Hermitian, however the generators of Lorentz transformations Eq. (C. ) are not
meaning that the transformation generators Sµν are not unitary, so that transformed quantities are
no longer Hermitian [ , ]. is means that, for a Dirac spinorψ†ψ ̸= 1 a er a Lorentz boost.
In order to resolve this, the adjoint Dirac spinor is introduced

ψ̄ = ψ†γ0. (C. )

While the Dirac spinor ψ transforms as

ψ → Λψ = e−
i
2
δSµν

ψ, (C. )

for some small parameter δ, the adjoint spinor transforms as

ψ̄ → (ψ†Λ†)γ0 = ψ†e
i
2
δSµν†

γ0. (C. )

From Eq. (C. ), the following relations can be found:

S0j† = −S0j, Sij† = Sij;

{S0j, γ0} [S0j, γ0] = 0;

and it can then be seen that Sµν†γ0 = γ0Sµν . So that the quantity ψ̄ψ transforms as

ψ̄ψ →(ψ†Λ†)γ0Λψ

= ψ†
(
1
i

2
δSµν†

)
γ0
(
1− i

2
δSµν

)
ψ

= ψ†γ0
(
1 +

i

2
δSµν

)(
1− i

2
δSµν

)
ψ

= ψ†γ0Λ−1Λψ

= ψ̄ψ

us ψ̄ψ is a Lorentz scalar, invariant under transformations. Similarly it can be shown [ ] that



ψ̄∂µψ is a Lorentz vector, so that the Lagrangian density for the Dirac eldψ is wri en

L = i~ψ̄∂µψ − c2mψ̄ψ. (C. )

On applying the Euler-Lagrange equations for ψ̄ andψ this yields the eld equations of motion;
respectively the Dirac equation of Eq. ( . ) or the adjoint Dirac equation

i∂µψ̄γ
µ +mψ̄ = 0. (C. )

C. A T F -W T

e Foldy-Wouthuysen transformation takes the form

H ′(t) = eiS(t) (H(t)− i~∂t) e−iS(t). (C. )

is will now be wri en into a convenient form, and applied to the Dirac Hamiltonian in the
presence of elds. In application of this transformation it is convenient to suppress the time and
space dependence of the operators. For any linear operatorsA andB acting in the same vector
space we have the relation [ , ]

eABe−A =
∞∑
n=0

1

n!
Ωn(A,B) (C. )

where the operatorΩn(A,B) is de ned as

Ωn(A,B) = [A,Ωn−1(A,B)] (C. )

with
Ω0(A,B) = B (C. )

so that the functionΩn(A,B) consists of n− 1 nested commutators. is is now applied to
Eq. (C. ). For the term eiS(t)H(t)e−iS(t) we have simply

eiS(t)H(t)e−iS(t) =
∞∑
n=0

in

n!
Ωn(S,H). (C. )

e second term eiS(t)i~∂te−iS(t) is slightly more tricky, but noting that

eiS∂te
−iS = −ieiS∂tSe−iS (C. )

suggests that we may look for an expansion in terms ofΩn(S, ∂tS). By comparing the rst few
terms in the expansions of ∂t and ∂tS, up to n = 2,

Ω0(S, ∂t) = ∂t = 0 Ω0(S, ∂tS) = ∂tS

Ω1(S, ∂t) = [S, ∂t] = −∂tS Ω1(S, ∂tS) = [S, ∂tS]



Ω2(S, ∂t) = −[S, ∂tS] = −Ω1(S, ∂tS) Ω2(S, ∂tS) = [S, [S, ∂tS]]

it is clear to see that
Ωn(S, ∂t) = −Ωn−1(S, ∂tS); (C. )

so that we may write

eiS∂te
−iS =

∞∑
n=0

in

n!
Ωn(S, ∂t)

= −
∞∑
n=0

in

n!
Ωn−1(S, ∂tS)

= −
∞∑
n=0

in+1

(n+ 1)!
Ωn(S, ∂tS).

Pu ing this together with Eq. (C. ) and Eq. (C. ) gives

H ′ =
∞∑
n=0

in

n!
Ωn(S,H)− ~

∞∑
n=0

in

(n+ 1)!
Ωn(S, ∂tS); (C. )

this can be consolidated into a single summation:

H ′ = H +
∞∑
n=1

in

n!
Ωn−1(S, [S,H])− ~

∞∑
n=0

in

(n+ 1)!
Ωn(S, ∂tS)

= H + ~
∞∑
n=0

in

(n+ 1)!
Ωn(S,

i
~ [S,H]− ∂tS), (C. )

giving the full expansion in terms of the original HamiltonianH .

C. T F -W H

Application of the Foldy-Wouthuysen transformation has resulted in an expansion in powers of
(mc2)−1, for which all terms of order (mc2)−2 and below are now even. is Hamiltonian has the
form

H ′ = mc2β + V + (mc2)−1η1 + (mc2)−2η2 + (mc2)−3ηeven,3 ( . )

where the operator coefficients are given in terms of the transformation matrices Sn:

η1 =− 2βS2
1 + i[S1, T ] ( . )

η2 =− 2β{S1, S2}+ i[S2, T ] + i[S2, T ]−
i~
2
[S1, Ṡ1] ( . )

ηeven,3 =− 2β{S1, S3} − 2βS2
2 +

2

3
βS4

1 + i[S3, T ]

− i

6
[S1, [S1, [S1, T ]]]−

i~
2
[S1, Ṡ2]−

i~
2
[S2, Ṡ2]. ( . )



e transformation matrices have been determined by the reduction of the odd operators of order
(mc2)0, (mc2)−1, and (mc2)−2, the S operators are given by

S1 =
βT

2ic2
( . )

S2 =
~Ṫ
(2i)2

( . )

S3 =
β

(2i)3

(
4

3
T 3 + ~2T̈

)
. ( . )

so that substituting Eq. ( . )-Eq. ( . ) into Eq. ( . )-( . ) will give the Foldy-Wouthuysen
Hamiltonian in terms of the odd and even operators T and V from the original Hamiltonian.
Substituting the Beginning with η1, we have

η1 = −2β

(
βT

2i

)2

+
i

2i
[βT, T ]

=
βT 2

2
, (C. )

since β anti-commutes with the odd operator T . η2 becomes

η2 =
2~β
(2i)3

{βT, Ṫ} − i~
2(2i)2

[βT, βṪ ]− i~
(2i)2

[Ṫ , T ]

= − i~
8
[T, Ṫ ]; (C. )

and nally,

η3 = − 2β

m3(2i)4

{
βT,

4

3
βT 3 + ~βT̈

}
− 2~2β
m3(2i)4

Ṫ +
2

3

β

m3(2i)4
(βT )4

+
i

m3(2i)

[
4

3
βT 3 + ~2βT̈ , T

]
− i

6m3(2i)3
[βT, [βT, [βT, T ]]]

+
i~2

2m3(2i)3
[βT, T̈ ] +

i~2

2m3(2i)3
[Ṫ , βṪ ]

= −1

8
βT 4 − ~2

16
β{T, T̈}.

where we have made use of the fact that even powers of T are even operators, and that β commutes
with even operators. e nal form of the Foldy-Wouthuysen Hamiltonian is then

H ′ = mc2β + V +
βT 2

2mc2
− i~

8m2c4
[T, Ṫ ]− 1

8m3c6
βT 4 − ~2

16m3c6
{T, T̈} (C. )

C. P , , -

Here, explicit expressions for the operators T 2, T 4, [T, Ṫ ] and {T, T̈} are found by substituting for
T from the original Hamiltonian, Eq. ( . ). We have

T = α · (p− eA), V = eΦ; ( . )



and it will also be necessary to make use of the relationships [ , ]

(α ·C)(α ·D) = C ·D+
2i

~
Σ ·C×D; (C. )

Σ =
~
4i
α×α =

~
2

(
σ 0

0 σ

)
; (C. )

p×C+C× p = −i~∇×C. (C. )

C. . P

e Foldy-Wouthuysen Hamiltonian of Eq. ( . ) has even powers of T , which are even operators.
Squaring the odd operator T gives

T 2 = (cα · (p− eA))2

= c2(p− eA)− iec2Σ · (p×A+A× p)

= c2(p− eA)− iec2Σ ·B. (C. )

Squaring this to obtain T 4 gives

T 4 =
(
c2(p− eA)− iec2Σ ·B

)2
= c4(p− eA)4 + e~2c4(Σ ·B)2 − e~c4

{
(p− eA)2,Σ ·B

}
. (C. )

C. . T D

e rst and second order time derivative of T are required in the transformed Hamiltonian. Using
the de nition Eq. ( . ) we have

Ṫ =
i

~
[V, T ]− ∂tT

=
i

~
[eΦ, cα · (p− eA)] + ∂t(cα · (p− eA))

= ecα · (Φ∇−∇Φ)− ecαȦ

= ecα · E (C. )

Using Eq. ( . ) a second time to obtain the second order time derivative gives

T̈ =
i

~
[V, Ṫ ] + ∂tṪ

=
i

~
[eΦ, ecα · E]− ∂t(ecα · E)

= ecα · Ė (C. )

C. . C A -C

e product of T and Ṫ is an even operator. Evaluating the commutator between the two gives

[T, Ṫ ] = [cα · (p− eA), ecα · E]



= ec2(p · E− E · p) + iec2Σ · (p× E− E× p)− e2c2(A · E− E · A)

− ie2c2Σ · (A× E− E×A)

= ec2[(p− eA),E] + iec2Σ · ((p− eA)× E− E× (p− eA)) . (C. )

Similarly, the anti-commutator between T and T̈ gives the even operator

{T, T̈} =
{
cα · (p− eA), ecα · Ė

}
= ecα · (p− eA)(α · Ė) + ec(α · Ė)α · (p− eA)

= ec{p− eA, Ė}+ iecΣ ·
(
(p− eA)× Ė+ Ė× (p− eA)

)
(C. )



D
Conferences

In I a ended two conferences speci cally relating to the orbital angular momentum of light
and electrons, namely the Spin Orbit Interaction for Light and Ma er Wavesworkshop at the
Max-Planck-Institut für Physik Komplexer Systeme, Dresden, Germany and the Second
International Conference on Optical Angular Momentum conference held at e Burrell Collection,
Glasgow, Scotland. I found these conferences particularly inspiring, and I greatly appreciated the
passionate and varied discussions I was a part of at these meetings. It was also inspiring to meet
with the distinguished authors of seminal articles in the eld with which I was already familiar, and
to discover new works and appreciate the richness of the eld. e knowledge gained in a ending
these conferences has directly contributed to this thesis. Reproduced below are the conference
photographs from both meetings. As can be seen, the sun shone on both these events.



Figure D. . : Conference photo of the Spin Orbit Interaction for Light and Ma er
Waves workshop at the Max-Planck-Institut für Physik Komplexer Systeme, Dres-
den, Germany, th- th April .

Figure D. . : Conference photo of the Second International Conference on Optical
Angular Momentum conference held at e Burrell Collection, Glasgow, Scotland,
rd- th June .



List of Abbreviations and Symbols

A

BFP Back Focal Plane
EELS Electron energy loss spectroscopy
EMCD Energy loss magnetic circular dichroism
FFP Front focal plane
FIB Focused ion beam
FWHM Full width at half maximum
STEM Scanning transmission electron microscopy
TEM Transmission electron microscopy
XMCD X-ray magnetic circular dichroism

M S

α Index
α Maximum angle of entrance
α General variable
α Dirac αmatrix
α(x) Gauge transformation parameter
αc Convergence angle
αo Objective aperture angle
αl,n nth zero of Bessel function Jl(x)
β Index
β General variable
β Angle between intial and nal

wavevectors
β Dirac β matrix
γ Index
γµ Dirac γ matices
Γ Integrated vortex circulation strength
Γ Transition rate

Γ(x) Gamma function
δl Spin-orbit interaction energy shi
δl,l′ Kronecker delta
δ(x) Dirac delta distribution
∆ Normalised orbital angular momentum

dichroism signal
∆A See p.
∆ϕ See p.
∆θ Phase shi of beam in magnetic eld
∆ϕ Observable beam rotation in

magnetic eld
∆E Energy spread of beam
∆f Axial displacement between two focal

points
∆l Change in orbital angular momentum
∆R FWHM of vortex node
η Foldy-Wouthuysen transformation



expansion coefficient
ξ
(n)
z See p.
ε̂εε Unit wave polarisation vector
ε0 Vacuum permi ivity
εijk Levi-Civita tensor
Θ(x) Heaviside step function
Θ′

q See p.
Θdip

q See p.
ΘZO

q See p.
Θp,p′

q,v′,y See p.
ΘR See p.
ΘR,v,y See p.
Θl,l′,p,p′

R See p.
Θl,l′,p

R See p.
Θl,l′,p,±

R See p.
κκκ1,2 See p.
λ Wavelength
Λ Helicity operator
µ Reduced mass
µ index
µ0 Vacuum permeability
ν Index
ξ Spin orbit interaction parameter (see

p. )
ξ
(n)
q , ξ

(n)
R , ξ

(n)
v See p.

ΠΠΠγ(r)Generalised eld momentum
ρ̂ρρ Unit vector in ρ direction
ρ̂f Density of available nal states
ρl,n Radius of nth Bessel zero for Jl(k⊥ρ)
ρ̃A(r) Charge density of atom
ρ̃l(r) Charge density of Bessel beam
ρ̃◦l (r) Charge density of apertured Bessel

beam
σ Photon spin (σ = ±1)
σσσ Vector of Pauli spin matrices
ΣΣΣ Spin operator
ΣA See p.
τ (n,n

′) See p.
ϕ Scalar potential
ϕ̂ϕϕ Unit vector in ϕ direction
ϕl l-dependent rotation in magnetic eld
ϕs Separation angle of hologram

reconstructed beams
Φ Bessel function expansion angle
Φ′ Bessel function expansion angle
Φ(r) Coulomb potential for electron vortex
χs Spin spinor
χS Phase shi due to spherical aberrations
ψ General wave eld
ψ̄ Adjoint Dirac spinor
ψatom Atomic wavefunction product state
ψf,i(r) Initial (i) or nal (f) wavefunction
ψl(r) Vortex wavefunction
ψl(rv) Vortex wavefunction
ψq(q) Atomic electron wavefunction
ψR(R) Atomic centre of mass wavefunction
ψ◦
l Apertured Bessel-type wavefunction

ψB
l Bessel-type wavefunction

ψp Plane wave wavefunction
Ψ Non-relativistic spinor vortex solution
Ψ Bessel function expansion angle
Ψ′ Bessel function expansion angle
Ψl Relativistic Bessel electron wavefunction
ω (Angular) mode frequency
ωL Larmor frequency
ωc Cyclotron frequency (2ωL)
Ω Nanoparticle rotation frequency
Ωn See p.
∇T Transverse Laplacian
1n n× n identity matrix
a Index
a General variable
a0 Bohr radius
A Linear operator
A,A′ See p.
Aµ Gauge eld -vector
A(r) Vector potential
A±

q ,A0
q See p.

A±1
l See p.

AF, R
l Matrix element factors for forward

(F) and reverse (R) transitions
A±1

l,Σp,l′ See p.
A±1

l,l′,p See p.
AR See p.



b Index
b General variable
B Linear operator
B,B′ See p.
B(r) Magnetic eld
Bϕ Azimuthal component of magnetic eld
Bz Axial component of magnetic eld
B±1,0
l See p.

c Speed of light in vaccuum
c Index
c General variable
C Path of integration
C,C ′ See p.
Cθ Elliptical polarisation conversion

coefficient
CC Coefficient of chromatic aberration
CS Coefficient of spherical aberration
CD Chiral dicroism signal
C±1,0
l See p.
d Resolution of scanning probe
d Grating separation
d Atomic electron dipole moment eq
ds Path element
dS Surface element
dV Volume element
∂x Partial derivative with respect to x
∂µ -vector derivative
D Electric dipole matrix element (see p. )
Dµ Covariant derivative
e Electron charge
E Average beam energy
E(r) Electric eld vector
ENP Non-paraxial vortex electric eld

vector
E0 Electron rest energy
E0 Optical electric eld amplitude
Eρ Radial component of electric eld
E Energy of a free electron
Ei,f Atomic electron energy; initial (i),

nal (f)
f Lens focal length
F General vector function

F µν Electromagnetic eld tensor
F l,l′,p,p′

R See p.

pFq[{a1 . . . ap}; {b1 . . . bq}; z]
Generalised hypergeometric function

F See p.
F ′ See p.
gµν Metric tensor
G See p.
G ′ See p.
h Height
~ Reduced Planck’s constant
H ′ Transformed Foldy-Wouthyusen

Hamiltonian
H

(q)
0 Unperturbed atomic electron

Hamiltonian
H

(R)
0 Unperturbed centre of mass

Hamiltonian
HB

int Electron vortex-atom interaction
Hamiltonian, atomic nucleus states

HCM
int Electron vortex-atom interaction

Hamiltonian, centre of mass states
HEV Full Hamiltonian for electron

vortex-atom system
H

dip, quad, hex
int Dipole, quadrupole, hexapole

electron vortex-atom interaction
Hamiltonians

HSO Spin-orbit interaction Hamiltonian
HOV

0 Unperturbed optical vortex
Hamiltonian

HOV
int Hamiltonian for optical vortex-atom

interaction
H

OV(q)
int Hamiltonian for optical vortex-atom

interaction, affecting atomic electron
H

OV(q)
dip Dipole interaction Hamiltonian

affecting atomic electron
H

OV(q)
quad Quadrupole interaction

Hamiltonian affecting atomic electron
H

OV(R)
int Hamiltonian for optical vortex-atom

interaction, affecting centre of mass
I Moment of inertia
I(r) Interference pa ern
Iσ=±1 Transmi ed intensity



Ip,p
′

q See p.
Iz Axial current
I See p.
Il Dimensionless Bessel moment (see p. )
Iv See p.
j(r) Normalised probability current density
J Total angular momentum vector
J Total angular momentum quantum

number
J(r) Probability current density
Jl(x) Bessel function of the rst kind,

of order l
J̃(r) Charge current density of Bessel beam
J̃◦(r) Charge current density of apertured

Bessel beam
J See p.
Jz See p.
k Wavenumber
k Index
k(kρ, kϕ, kz) Wavevector
k(kx, ky, kz) Wavevector
kz Axial wavevector
k⊥ Transverse wavevector
k⊥ Transverse wavenumber
K Maximum index
K(Kρ, Kϕ, Kz) Centre of mass wavevector
Kp,p′,u

q See p.
K⊥ Centre of mass transverse wavevector
l, l′ Orbital angular momentum quantum

number
ℓ, ℓ′ Atomic electron orbital angular

momentum quantum number
L Length of nite Bessel beam
L Axial length of cylindrical surface
L Centre of mass orbital angular

momentum quantum number
L Angular momentum transfer per electron
L Total orbital angular momentum

quantum number
L Total angular momentum vector
L Angular momentum operator
LCM Full Lagrangian for electron

vortex-atom system with centre of
mass states

LEV Full Lagrangian for electron
vortex-atom system

LOV Full Lagrangian for optical
vortex-atom system

Latom
0 Unpertubed atomic Lagrangian

LOV
0 Unpertubed optical vortex Lagrangian

LOV
int Interaction Lagrangian for optical

vortex-atom system
LTR Rate of angular momentum transfer
LEV Total angular momentum of electron

vortex
LOV Total angular momentum of optical

vortex
L Lagrangian density
LLL Angular momentum density
LLLEV Angular momentum density of

electron vortex
LLLOV Angular momentum density of optical

vortex
⟨Lz⟩ Angular momentum expectation

value in the presence of elds
m Mass (usually electron)
m Atomic electron magnetic quantum

number
me Electron mass
mp Proton mass
mJ Total angular momentum magnetic

quantum number
Mfi Matrix element
Mquad

OV Quadrupole matrix element for
optical vortex-atom interaction

Ml,l′

dip Matrix element for dipole interaction
Mon-axis

ZO Matrix element for on-axis dipole
interaction

Ml,l′

ZO Matrix element for zero order
interaction

n index, integer
n Atomic electron principal quantum

number
n1, n2 Refractive index



ni,f
OV Photon occupation; initial (i), nal (f)
Nl, N

i
l , N

f
l′ Normalisation factor for

vortex electron
Nn,ℓ,m Normalisation factor for

atomic electron
N See p.
O Effective operator a er expansion
O′ Effective operator second expansion
O′

dip Dipole effective operator
O′

quad Quadrupole effective operator
O′

ZO Zero-order effective operator
p Radial index for Laguerre-Gaussian beam
p, p′ Index
p General variable
pα Generalised coordinate momentum
pp Atomic proton momentum
pq Atomic electron momentum
pv electron vortex momentum
⟨P⊥⟩ Expectation value of transverse

momentum
Pm
ℓ (cos θ) Generalised Laguerre

polynomial
PPP Linear momentum density
PPPEV Linear momentum density of electron

vortex
PPPOV Linear momentum density of optical

vortex
q q-plate charge
q(ρq, ϕq, θq) Position vector of atomic

electron (relative to atomic nucleus)
q⊥ In-plane atomic electron radius, ρq sin θq
Q(β) Total wavevector transfer
Qn(q) Radial state of atomic electron
r(ρ, ϕ, z) Position vector
r(x, y, z) Position vector
re(ρe, ϕe, ze) Position vector of atomic

electron (relative to beam origin)
rp(ρp, ϕp, zp) Position vector of atomic

proton
r′s(ρ

′
s, ϕ

′
s, z

′
s) Electron vortex position

relative to atomic electron
rR(ρR, ϕR, zR) Position vector of centre

of mass
rv(ρv, ϕv, zv) Position vector of vortex

electron
r′v(ρ

′
v, ϕ

′
v, z

′
v) Electron vortex position

relative to atomic nucleus
r⊥ Transverse position vector
rAc Confusion radius for axial astigmatism
rCc Confusion radius for chromatic

aberrations
rSc Confusion radius for spherical

aberrations
R Nanoparticle radius
Rc Radius of peak intensity of vortex beam
Rmax Maximum radius of holographic

aperture
R(ρR) Radial state of centre of mass

wavefunction
R See p.
RR See p.
Rz See p.
S Total spin quantum number
S Foldy-Wouthuysen transformation

operator
S Spin angular momentum vector
Sµν Lorentz transformation
S Poynting vector
t Time
T Odd operator
u, u′ Index
us,s+2 Dirac spinor solutions
uNR
s,s+2 Non-relativistic spinor solutions
u(ρ), u(ρ, z) Spatial mode function
uB Spatial mode function of Bessel beam
uLG Spatial mode function of

Laguerre-Gaussian beam
U0,±1
l General matrix element factors

v Velocity
V Volume
V Even operator
Vβ(rα) Coulomb potential
w0 Minimum Gaussian beam waist



wB Characteristic Gaussian beam waist in a
magnetic eld
w(z) Gaussian Beam waist
x̂ Unit vector in x direction
y Angle difference between vortex and

centre of mass
y′ Angle difference between vortex and

atomic electron

ŷ Unit vector in y direction

Yl(x) Bessel function of the second kind,

of order l

Y m
l (θ, ϕ) Spherical harmonic function

Y(β)
α See p.

zR Rayleigh range

Z Atomic number

Zl(x) General Bessel function
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