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## Abstract

Surface partial differential equations model several natural phenomena; for example in fluid mechanics, cell biology and material science. The domain of the equations can often have complex and changing morphology. This implies analytic techniques are unavailable, hence numerical methods are required. The aim of this thesis is to design and analyse three methods for solving different problems with surface partial differential equations at their core.

First, we define a new finite element method for numerically approximating solutions of partial differential equations in a bulk region coupled to surface partial differential equations posed on the boundary of this domain. The key idea is to take a polyhedral approximation of the bulk region consisting of a union of simplices, and to use piecewise polynomial boundary faces as an approximation of the surface and solve using isoparametric finite element spaces. We study this method in the context of a model elliptic problem. The main result in this chapter is an optimal order error estimate which is confirmed in numerical experiments.

Second, we use the evolving surface finite element method to solve a CahnHilliard equation on an evolving surface with prescribed velocity. We start by deriving the equation using a conservation law and appropriate transport formulae and provide the necessary functional analytic setting. The finite element method relies on evolving an initial triangulation by moving the nodes according to the prescribed velocity. We go on to show a rigorous well-posedness result for the continuous equations by showing convergence, along a subsequence, of the finite element scheme. We conclude the chapter by deriving error estimates and present various numerical examples.

Finally, we stray from surface finite element method to consider new unfitted finite element methods for surface partial differential equations. The idea is to use a fixed bulk triangulation and approximate the surface using a discrete approximation of the distance function. We describe and analyse two methods using a sharp interface and narrow band approximation of the surface for a Poisson equation. Error estimates are described and numerical computations indicate very good convergence and stability properties.

## Chapter 1

## Introduction

### 1.1 What is a surface partial differential equation?

Surface partial differential equations arise in a variety of natural applications. In this thesis we will study partial differential equations posed on both stationary and evolving surfaces both mathematically and numerically. The framework will be geometric since the domains in which these equations are posed will be curved.

A surface partial differential equation is a partial differential equation whose domain is an $n$-dimensional curved surface $\Gamma$ living in $\mathbb{R}^{n+1}$. We contrast this with geometric partial differential equations which are partial differential equations for the evolution of a surface.

This means replacing the regular Cartesian derivatives with tangential gradients which are intrinsic to the surface; see Appendix A for full definitions. As an example, we consider the surface Poisson equation:

$$
\begin{equation*}
-\Delta_{\Gamma} u=f \quad \text { on } \Gamma . \tag{1.1.1}
\end{equation*}
$$

Here $\Delta_{\Gamma}$ is the Laplace-Beltrami operator, the surface equivalent to the Laplace operator. This will be the simplest model equation we consider. We may also consider a more general elliptic equation on a surface:

$$
\begin{equation*}
-\nabla_{\Gamma} \cdot\left(\mathcal{A} \nabla_{\Gamma} u\right)+\mathcal{B} \cdot \nabla_{\Gamma} u+\mathcal{C} u=f \quad \text { on } \Gamma . \tag{1.1.2}
\end{equation*}
$$

Here $\nabla_{\Gamma}$ is the tangential gradient and $\nabla_{\Gamma} \cdot$ the tangential divergence. This equation is elliptic if the diffusion tensor $\mathcal{A}$ is positive definite on the tangent space to $\Gamma$. In general, this means that $\mathcal{A}$ will vary in space, although the scalar matrix $\mathcal{A}=\alpha$ Id is also allowed. We also allow time dependent equations such as the surface heat
equation:

$$
\begin{align*}
u_{t} & =\Delta_{\Gamma} u & & \text { on } \Gamma  \tag{1.1.3}\\
u(\cdot, 0) & =u_{0} & & \text { on } \Gamma .
\end{align*}
$$

Throughout this thesis, we will assume that the boundary of $\Gamma$ is empty, although this is not a restriction on our methods. In the case that $\partial \Gamma$ is not empty, we may consider standard boundary conditions alongside (1.1.2) or (1.1.3); for example:

$$
\begin{equation*}
u=g \text { on } \partial \Gamma \quad \text { or } \quad \frac{\partial u}{\partial \mu}=g \quad \text { on } \partial \Gamma . \tag{1.1.4}
\end{equation*}
$$

Here $\mu$ is the outward pointing unit conormal to $\partial \Gamma$ - normal to $\partial \Gamma$ but tangent to $\Gamma$. See Appendix A for more precise definitions.

Alternatively, one can also consider partial differential equations on an evolving $n$-dimensional surface $\{\Gamma(t)\}$ for $t \in[0, T]$. A prototypical example is the evolving surface heat equation:

$$
\begin{align*}
\partial \bullet u+u \nabla_{\Gamma} \cdot \mathbf{v}-\Delta_{\Gamma} u & =0 & & \text { on } \Gamma(t)  \tag{1.1.5}\\
u(\cdot, 0) & =u_{0} & & \text { on } \Gamma(0) .
\end{align*}
$$

Here, $\partial^{\bullet}$ is the material derivative and $\mathbf{v}$ the material velocity of $\Gamma(t)$. The material derivative, $\partial \bullet u$, is an intrinsic derivative on the space-time domain of the equation measuring the rate of change of $u$ along the flow of the surface; see Section 3.2.1 for more precise details. The evolution of the surface may be given or need to be computed as the solution of a geometric partial differential equation, which may depend on the evolution of the field $u$ on the surface:

$$
\mathbf{v}=g(x, \nu, H, u) \quad \text { on } \Gamma(t) .
$$

Here $\nu$ is the unit normal vector field to $\Gamma(t)$ and $H$ is the mean curvature of $\Gamma(t)$. A simple example is given by forced mean curvature flow:

$$
\mathbf{v}=V \nu \quad V=-H+u \quad \text { on } \Gamma(t) .
$$

For a review of computational methods for geometric partial differential equations see Deckelnick, Dziuk and Elliott (2005).

Often in applications, domains have complex evolving morphology so analytic methods are unavailable. In this thesis, we derive and analyse computational methods to solve surface partial differential equations. In practice, this means finding a computable approximation of the equations. We are motivated by examples
which are of this fully coupled evolving form. In the problems presented in this thesis, we will assume either a given velocity or no velocity. Analysis of methods for surface partial differential equations coupled to geometric evolution laws is beyond the scope of current research methods.

### 1.2 Computational methods for surface partial differential equations

There are several methods designed to solve partial differential equations given in the literature. They fall into two broad categories: either using an explicit or implicit representation of the surface. The first approach uses a parametric viewpoint and approximates the surface using a triangulated surface and performs calculations on the discrete surface. The second category embeds the surface into Cartesian space and uses implicit representations of geometric quantities. In this section, we give a summary of a selection of these methods. As well as the given references, the review of Dziuk and Elliott (2013b) gives more details on many of these methods and their motivation.

The history of triangulated surfaces, and perhaps finite element methods in general, can be traced back to the work of Schellbach (1851) who proposed using a triangulated surface to solve Plateau's problem of determining the surface of a minimum area enclosed by a given closed curve. The first modern work to use a polyhedral approximation of a surface is due to Nedelec (1976) who considered a problem involving a surface integral. He constructed an exact triangulation of the surface consisting of curved simplices. To calculate the surface integral he used a high order quadrature rule to approximate the area element using a parameterisation of the surface. Baumgardner and Frederickson (1985) looked at ways to construct such exact triangulations.

The seminal work of Dziuk (1988) introduced what is now known as the surface finite element method. This method uses a polyhedral approximation of the surface consisting of planar triangles and then solves variational forms of partial differential equations using a finite element method. Integrals on each element can be performed exactly since elements in the mesh are no longer curved, however errors arising from approximating the surface in this way are of the same order as the standard planar interpolation error. This means the error is of optimal order with respect to the dimension of the surface. The method allows conventional software to be easily adapted for solving surface problems: The only difference is now that nodes live in one space dimension higher; see Figure 1.2.1 for an example.


Figure 1.2.1: An example of a triangulated surface approximation of a curve $\Gamma=$ $\left\{x \in \mathbb{R}^{2}: \Phi(x)=0\right\}$ with $\Phi\left(x_{1}, x_{2}\right)=\sqrt{\left(x_{1}-x_{2}^{2}\right)^{2}+x_{2}^{2}}-1$.

Higher order surface approximations have been developed by others including Heine (2005) and Demlow (2009). A reliable and efficient error estimator for adaptive calculations is given by Demlow and Dziuk (2007). The surface finite element method was extended to linear and non-linear parabolic equations by Dziuk and Elliott (2007b). This approach was used by Barreira (2009) to solve a variety of non-linear problems on surfaces and Du, Ju and Tian (2011) have given an analysis of a fully discrete approximation of a Cahn-Hilliard equation posed on a triangulated surface.

Other discretisations of surface partial differential equations on stationary surfaces have used a triangulated surface as the computational domain. Dedner, Madhavan and Stinner (2013) have studied a discontinuous Galerkin method for solving a Poisson equation on a surface. Finite volume methods have been developed and analysed by Ju and Du (2009) and Ju, Tian and Wang (2009). Calhoun and Helzel (2010) have used a similar approach using logically Cartesian grids. Conservation laws on a sphere have been considered by Berger, Calhoun, Helzel and LeVeque (2009).

The evolving surface finite element method was introduced by Dziuk and Elliott (2007a), with further analysis given by: Dziuk, Lubich and Mansor (2012b); Dziuk and Elliott (2012); Lubich, Mansour and Venkataraman (2013); and Dziuk and Elliott (2013a). The idea is to construct an evolving discrete surface by moving the nodes of a triangulated surface according to the underlying surface evolution. Many of the properties from the stationary case, including optimal order errors, carry over to this case. One key problem with this method is that, in the case of large deformations, elements may become distorted. This can lead to large errors and poorly conditioned systems of linear equations to solve at each time step. Re-


Figure 1.2.2: The level lines of a level set function for $\Phi\left(x_{1}, x_{2}\right)=$ $\sqrt{\left(x_{1}-x_{2}^{2}\right)^{2}+x_{2}^{2}}-1$. Highlighted in bold is the zero level line.
meshing strategies using conformal maps have been successfully used by Dziuk and Clarenz (2003) for spheres and by Eilks and Elliott (2008) for tori, but a more recent approach is to use an Arbitrary Lagrangian-Eulerian surface finite element method (Elliott and Styles 2012). The idea is to introduce an artificial tangential velocity to the nodes on the triangulated surface, and update the equations accordingly, in order to ensure good mesh quality. The authors Barrett, Garcke and Nürnberg (2008a,b,c,d) have developed novel discretisations of several geometric partial differential equations which introduce an artificial tangential velocity which leads to near equi-distribution of nodes.

Similar ideas have also been used by Dziuk, Kröner and Müller (2012a) in a finite volume scheme to solve scalar conservation laws on evolving surfaces. A second order wave equation on an evolving surface, the Jenner equation (Dziuk and Elliott 2013b), has been analysed by Lubich and Mansour (2012). The Jenner equation is derived from Hamilton's principle of stationary action and is the natural analogue of the classical acoustic wave equation on a given evolving surface.

The level set method is a very popular method for calculating solutions to surface partial differential equations using an implicit representation of the surface; see Sethian (1999) and Osher and Fedkiw (2002) for a review mainly focused on geometric partial differential equations. In this methodology, the surface is represented as the zero level set of a smooth function $\Phi$ defined on $\mathbb{R}^{n+1}$, i.e. $\Gamma=\left\{x \in \mathbb{R}^{n+1}: \Phi(x)=0\right\}$; see Figure 1.2.2 for example. We can use this representation to reformulate surface partial differential equations as equations on $\mathbb{R}^{n+1}$ and solve using well established discretisation schemes. For example, we can translate
the heat equation on a given surface to Eulerian form given by

$$
\begin{align*}
u_{t} & =\frac{1}{|\nabla \Phi|} \nabla \cdot(P \nabla u|\nabla \Phi|) & & \text { on } \mathbb{R}^{n+1} \times(0, T)  \tag{1.2.1}\\
u(\cdot, 0) & =u_{0}^{e} & & \text { on } \mathbb{R}^{n+1},
\end{align*}
$$

where $u_{0}^{e}$ is an extension of $u_{0}$ to $\mathbb{R}^{n+1}$ and

$$
P(x)=\operatorname{Id}-\nu(x) \otimes \nu(x) \quad \nu(x)=\frac{\nabla \Phi(x)}{|\nabla \Phi(x)|} \quad \text { for } x \in \mathbb{R}^{n+1}
$$

Here $\otimes$ denotes the outer product $\left((a \otimes b)_{i j}=a_{i} b_{j}\right)$. This equation can now be solved using standard computational methods. This is a degenerate parabolic equation since no diffusion can occur in the direction normal to the surface, and we now seek a solution $u$ on all of $\mathbb{R}^{n+1}$. Both of these difficulties will have to be overcome in computational approximations of (1.2.1).

The work of Bertalmío, Cheng, Osher and Sapiro (2001) uses both an energetic and variational formulation to derive the Eulerian form of a variety of different parabolic surface partial differential equations. These embedded equations are solved using finite differences on a Cartesian grid in space and an explicit time stepping strategy. The authors say that this approach allows the use of "well-studied numerical techniques, with accurate error, stability and robustness measures; the topology of the underlying surface is not an issue; and we can derive simple, accurate, robust, and elegant implementations." This method is extended by Greer, Bertozzi and Sapiro (2006) to fourth-order equations including a Cahn-Hilliard equation and a fully non-linear thin film model both posed on surfaces. Furthermore, finite differences have been used to solve advection-diffusion equations on evolving surfaces in Eulerian form; see Adalsteinsson and Sethian (2003) and Xu and Zhao (2003), for example.

The problem of having (1.2.1) posed on a domain one dimension higher than (1.1.5) can be overcome by considering (1.2.1) on a narrow band around the surface $U=\left\{|\Phi(x)|<c: x \in \mathbb{R}^{n+1}\right\}$; see the method developed by Schwartz, Adalsteinsson, Colella, Arkin and Onsum (2005) for example. However, this introduces further difficulties in the approximation of artificial boundary conditions imposed on the boundary of $U$. Any implicit time stepping scheme must overcome the degeneracy of the Eulerian approximation of the Laplace-Beltrami operator. Some of these issues are resolved in Greer et al. (2006) using convexity splitting, alternating direction implicit methods and iterative solvers. Recent works by Greer (2006) and Chernyshenko and Olshanskii (2013) have suggested different non-degenerate forms


Figure 1.2.3: An example of a phase field representation of the curve $\Gamma=\left\{x \in \mathbb{R}^{2}\right.$ : $\Phi(x)=0\}$ with $\Phi\left(x_{1}, x_{2}\right)=\sqrt{\left(x_{1}-x_{2}^{2}\right)^{2}+x_{2}^{2}}-1$. The plot is an isocolour plot of $\rho_{\varepsilon}(x)=1 / \cosh ^{2}(\Phi(x) / \varepsilon)$ for $\varepsilon=0.05$.
of the projection operator $P$.
The level set methodology has also been applied using the finite element method. Burger (2009) formulated an elliptic problem on a surface using an Eulerian formulation, and then used a finite element method based on a polyhedral narrow band about the surface. The parabolic case, including the Allen-Cahn equation and fourth order Cahn-Hilliard equation, was studied by Dziuk and Elliott (2008). Finally, the same authors have extended this work to evolving surfaces (Dziuk and Elliott 2010).

A different implicit representation of the surface comes from using phase field methods (Caginalp 1989; Deckelnick et al. 2005). The idea is to thicken the surface to a narrow band $\Gamma_{\varepsilon}$ about the surface involving a small parameter $\varepsilon$ related to the thickness of the band. To do this we consider a family of non-negative smooth functions $\rho_{\varepsilon}$ that when scaled with $1 / \varepsilon$ approximate the delta distribution of $\Gamma$ as $\varepsilon \rightarrow 0$. We define $\Gamma_{\varepsilon}$ to be the support of $\rho_{\varepsilon}$; see Figure 1.2.3 for example. The heat equation (1.1.5) in this formulation becomes

$$
\begin{align*}
\partial_{t}(\rho u) & =\nabla \cdot(\rho \nabla u) & & \text { on } \Gamma_{\varepsilon} \times(0, t)  \tag{1.2.2}\\
u(\cdot, 0) & =u_{0}^{e} & & \text { on } \Gamma_{\varepsilon} .
\end{align*}
$$

If we assume the surface is given by a level set function $\Phi: \mathbb{R}^{n+1} \rightarrow \mathbb{R}$, we may take

$$
\rho_{\varepsilon}(x)=\sigma\left(\frac{\Phi(x)}{\varepsilon}\right) .
$$



Figure 1.2.4: An example of the computational domains $\Gamma_{h}$ and $D_{h}$ for unfitted finite element methods.
where $\sigma(r)>0$ if $|r|<\alpha_{\omega}$ and $\sigma(r)=0$ if $|r| \geq \alpha_{\omega}$ for some constant $\alpha_{\omega}>0$.
In the phase field methodology, one often solves for an unknown interface (surface) represented by a phase field variable $\varphi$ which has a step transition from the bulk values $\approx \pm 1$ on either side of the interface. We can construct a phase field variable with compact support (i.e. the width of the interface is finite) with use of a double obstacle phase field model (Blowey and Elliott 1991, 1992). In this context, we form a diffuse interface with

$$
\rho_{\varepsilon}=\sigma(\varphi), \quad \text { where } \sigma(r)=1-r^{2}
$$

In this approach $\varphi$ can be considered as a level set function for $\Gamma$.
Such a formulation was originally developed by Cahn, Fife and Penrose (1997) for a complex moving boundary problem. Numerical methods were proposed by Deckelnick, Elliott and Styles (2001) using a finite element method. The approach was generalised to different equations in the work of Rätz and Voigt (2006) on stationary surfaces and extended to evolving surfaces by Elliott, Stinner, Styles and Welford (2011). The formulation is based on an arbitrary triangulation of a background region. To remain efficient, in practice, this is adaptively refined to resolve the interface. This approach has been used successfully to solve the Cahn-Hilliard-Navier-Stokes system by Kay, Styles and Welford (2008).

To ensure the efficiency of level set methods, it has been suggested (Deckelnick, Dziuk, Elliott and Heine 2010; Olshanskii, Reusken and Grande 2009) to use unfitted finite element methods. The idea is to solve variational forms of surface equations by integrating over partial elements, also known as cut cells, of a back-
ground, fixed triangulation. The method has been successfully used for equations in planar domains with curved boundaries using finite element methods (Barrett and Elliott 1982, 1984, 1985, 1987a,b, 1988) and using discontinuous Galerkin methods (Bastian and Engwer 2009; Engwer and Heimann 2012), as well as for an interface problem (Hansbo and Hansbo 2002).

We describe these methods for a Poisson equation (1.1.1) on a surface $\Gamma$ which is the zero level set of a smooth level set function $\Phi$. This approach uses the Eulerian formulation of surface partial differential equations. The work of Deckelnick et al. (2010) considers an approximation of a surface Poisson equation using a bulk finite element space $V_{h}$ defined over a union of elements which intersect $D_{h}:=\{x \in$ $\left.\mathbb{R}^{n+1}:\left|\Phi_{h}(x)\right|<\varepsilon\right\}$; see Figure 1.2.4 for example. To ensure optimal order errors, the authors couple $\varepsilon=\beta h$, for $\beta>0$, and solved:

$$
\int_{D_{h}} P_{h} \nabla u_{h} \cdot \nabla \phi_{h}\left|\nabla \Phi_{h}\right|+u_{h} \phi_{h}\left|\nabla \Phi_{h}\right| \mathrm{d} x=\int_{D_{h}} f^{e} \phi_{h}\left|\nabla \Phi_{h}\right| \mathrm{d} x, \quad \text { for all } \phi_{h} \in V_{h},
$$

where $\Phi_{h}$ is a numerical approximation of $\Phi$ (for example, the nodal interpolant), $P_{h}$ element-wise projection given by

$$
P_{h}(x)=\operatorname{Id}-\nu_{h}(x) \otimes \nu_{h}(x), \quad \nu_{h}(x)=\frac{\nabla \Phi_{h}(x)}{\left|\nabla \Phi_{h}(x)\right|}, \quad \text { for } x \in D_{h}
$$

One may also consider the limit of these equations as $\beta \rightarrow 0$ to derive a sharp interface approximation. We set $\Gamma_{h}:=\left\{x \in \mathbb{R}^{n+1}: \Phi_{h}(x)=0\right\}$ (see Figure 1.2.4), and $V_{h}$ is a bulk finite element space over elements which intersect $\Gamma_{h}$ (plus some technical details). This is the method of Olshanskii et al. (2009) who solve:

$$
\int_{\Gamma_{h}} \nabla_{\Gamma_{h}} u_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h}+u_{h} \phi_{h} \mathrm{~d} \sigma_{h}=\int_{\Gamma_{h}} f^{e} \phi_{h} \mathrm{~d} \sigma_{h}, \quad \text { for all } \phi_{h} \in V_{h}
$$

This finite element scheme is not initially well-posed unless we restrict the problem to finite element functions with $\nabla \phi_{h} \cdot \nu_{h}=0$ where $\nu_{h}$ is the element-wise normal to $\Gamma_{h}$. This does not cause any problems numerically since solutions can be computed with the usual finite element basis functions used as a spanning set via the conjugate gradient method. The induced triangulation, the underlying triangulation restricted to the computational domain, may have arbitrarily small elements, hence the resulting system of linear equations may be extremely badly conditioned. Analysis and numerical tests by Olshanskii and Reusken (2010) show that a simple Jacobi preconditioner overcomes this problem. Recent work by Olshanskii, Reusken and Xu (2012) shows that the induced triangulation will satisfy a maximum angle


Figure 1.2.5: An example of the computational domain for the closest point method. The black nodes represent the nodes at which we calculate the solution of the partial differential equation. In addition the yellow nodes show the extra ghost nodes at which we must find the extended (interpolated) solution.
condition if the bulk triangulation satisfies a minimum angle condition.
An adaptive finite element method using the sharp interface approximation has been studied by Demlow and Olshanskii (2012) and an advection dominated problem is considered by Olshanskii, Reusken and Xu (2013). More details on these methods are given in Chapter 4.

The final method we mention is the closest point method. The idea is to create a very simple method by embedding a surface partial differential equation into a narrow band about the surface using the closest point operator (A.2.2) and then using Cartesian differential operators. The original method, proposed by Ruuth and Merriman (2008), proposes a two step method to construct solutions to (1.1.3) at each time step. First, one extends the solution off the surface to the computational domain using the closest point operator, replacing $u$ by $u(p(\cdot))$. This step requires computation of the closest point operator and nodal interpolation to find the solution away from nodal values. Then, one computes the solution to the embedded partial differential equation - the surface partial differential equation with tangential surface operators replaced with their Cartesian counterparts - using standard finite differences on a Cartesian mesh in the computational domain for one time step. The computational domain is a narrow band about the surface defined by the nodes required to compute the finite difference stencil at each of the interpolation nodes; see Figure 1.2.5 for example. In effect, the method approximates solutions to

$$
\partial_{t}(u(p))-\Delta(u(p))=0
$$

The method relies on the fact that

$$
\nabla u(p(x))=\nabla_{\Gamma} u(x) \quad \text { for } x \in \Gamma
$$

This method has been generalised using different interpolation operators (Macdonald and Ruuth 2008), using implicit time stepping (Macdonald and Ruuth 2009), and using more general closest point operators (März and Macdonald 2012). It has been applied to a wide variety of problems including eigenvalue problems on surfaces (Macdonald, Brandman and Ruuth 2011). This method is incredibly cheap and simple to use although it currently lacks rigorous analysis.

### 1.3 Applications of surface partial differential equations

Surface partial differential equations arise in a wide variety of applications. We give details of a few here as motivation for the methods that follow. Many more applications have been studied. See Dziuk and Elliott (2007b) for a more detailed list.

## Surface active agents

A strong motivating example for many of the methods listed above is that of advection and diffusion of a surface active agent (surfactant) on a fluid interface. Surfactants have an important role in many industrial and biological applications. We mention in particular plastic production (Grace 1982), oil recovery (Morrow and Mason 2001) and pulmonary function (Goerke 1998). Surfactants have the property of changing (normally reducing) the surface tension of the interface to which they are bound.

We consider a situation with two immiscible viscous fluids, of equal densities, with a drop of one fluid inside another separated by an energetic interface. We suppose that there is a surfactant which is insoluble in either of the fluids and hence is confined to the interfacial region. We assume that the surface energy depends on the concentration of surfactant and thus leads to a concentration dependent surface tension and the Marangoni effect.

We describe a model presented by Elliott et al. (2011). The mathematical formulation consists of a moving interface problem of Navier-Stokes form coupled to an advection-diffusion equation on the interface. The problem is to find an interface $\Gamma(t)$ separating two fluid domains $\Omega_{1}(t)$ and $\Omega_{2}(t)$, a fluid velocity $\mathbf{v}$, pressure $p$, and a surfactant concentration $u$. Within the bulk domains $\Omega_{j}(t)$, we have the

Navier-Stokes system:

$$
\begin{aligned}
\partial_{t} \mathbf{v}+(\mathbf{v} \cdot \nabla) \mathbf{v} & =-\nabla p+\frac{1}{\operatorname{Re}} \Delta \mathbf{v} \\
\nabla \cdot \mathbf{v} & =0,
\end{aligned}
$$

and on the unknown evolving surface $\Gamma(t)$ we have mass and momentum balances:

$$
\begin{aligned}
& {[\mathbf{v}]_{2}^{1}=0 \quad \mathbf{v} \cdot \nu=V_{\Gamma}} \\
& {\left[-p \mathrm{Id}+\frac{2}{\operatorname{Re}} D(\mathbf{v})\right]_{2}^{1}=-\frac{1}{\operatorname{ReCa}}\left(\sigma(u) H+\nabla_{\Gamma} \sigma(u)\right) .}
\end{aligned}
$$

Here $\nu$ is the unit normal vector field pointing into $\Omega_{1}(t), H$ is the mean curvature of $\Gamma(t), \sigma(u)$ is the concentration dependent surface tension, Re and Ca are the Reynolds and capillary numbers (dimensionless numbers derived from physical quantities), $V_{\Gamma}$ is the normal velocity of $\Gamma(t)$ and $D(\mathbf{v})=\frac{1}{2}\left(\nabla \mathbf{v}+(\nabla \mathbf{v})^{\mathrm{t}}\right)$ is a deformation tensor. Finally, $[\eta]_{2}^{1}$ represents the jump of $\eta$ between $\Omega_{1}$ and $\Omega_{2}$. The concentration $u$ satisfies the conservation equation

$$
\partial \bullet u+u \nabla_{\Gamma} \cdot \mathbf{v}-\nabla_{\Gamma} \cdot q=0 \quad \text { on } \Gamma(t),
$$

where $q=q(u)$ is the flux by which $u$ is driven.
Several numerical approaches have been taken to solve similar problems. We mention the work of Xu, Li, Lowengrub and Zhao (2006), Lowengrub, Xu and Voigt (2007), and Xu, Yang and Lowengrub (2012) based on the level set method of Xu and Zhao (2003); the authors of Ganesan and Tobiska (2009) and Ganesan, Hahn, Held and Tobiska (2012) used an Arbitrary Lagrangian-Eulerian surface finite element method; and Elliott et al. (2011) who took a phase field approach. The study of James and Lowengrub (2004), who considered a conservative volume of fluid method, and the work of Lai, Tseng and Huang (2008), who used the immersed boundary method of Peskin (1972), pursue the same problem from a more physical point of view.

In other situations, we may drop the assumption that the surfactant only exists on the interface between the two fluids (Defay and Prigogine 1966). In this case, we will model soluble surfactants which may live on the interface $\Gamma(t)$ or in one of the bulk phases $\Omega_{2}(t)$. Typically, we extend the previous model by assuming that the surfactant has concentration $u$ on the interface $\Gamma(t)$ and $w$ in $\Omega_{2}(t)$ and
satisfying:

$$
\begin{aligned}
\partial_{t} w+\mathbf{v} \cdot \nabla w-\nabla \cdot q_{w} & =0 & & \text { in } \Omega_{2}(t) \\
\partial^{\bullet} u+u \nabla_{\Gamma} \cdot \mathbf{v}-\nabla_{\Gamma} \cdot q_{u} & =\frac{\partial w}{\partial \nu} & & \text { on } \Gamma(t),
\end{aligned}
$$

where $q_{u}$ and $q_{w}$ are the fluxes for the surfactant in $\Omega_{2}(t)$ and $\Gamma(t)$ respectively. The system is completed by prescribing the flux of surfactant between bulk and interface phases:

$$
\frac{\partial w}{\partial \nu}+L(w, u)=0
$$

or assuming instantaneous transport between the phases:

$$
u=\gamma\left(\left.w\right|_{\Gamma(t)}\right) .
$$

This model is similar to that derived by Bothe, Prüss and Simonett (2005) and Bothe and Prüss (2010). The precise form of $L$ or $\gamma$ will be determined by an adsorption/desorption model governed by Langmuir kinetics. Modelling using Langmuir kinetics can be found in work by Novak, Gao, Choi, Resasco, Schaff and Slepchenko (2007); Kwon and Derby (2001); Booty and Siegel (2010); Medvedev and Stuchebrukhov (2011); and Rätz and Röger (2012) in a variety of different applications.

Numerical methods have been derived for this extension, extending the previous works for insoluble surfactants. We mention in particular the work of Garcke, Lam and Stinner (2013) and Teigen, Li, Lowengrub, Wang and Voigt (2009) both using a phase field method. The review of Li and Kim (2012) is also a useful reference.

## Pattern formation on biological surfaces

The classical work of Turing (1952) showed that many different patterns in nature can be modelled by a simple system of reaction-diffusion equations. The review of Baker, Gaffney and Maini (2008) gives more modern biological applications of what are now called Turing patterns. Numerical examples suggest that similar reaction-diffusion systems posed on growing biological surfaces exhibit diffusiondriven instability of spatially uniform structures and thus lead to spatial patterns.

An example of such a model comes from the growth of solid tumours. The evolution of the solid bulk tumour is determined by a concentration of growth promoting factor on the surface. The mathematical problem is to find the tumour surface $\Gamma(t)$, evolving with velocity $\mathbf{v}=V \nu$ and scalar functions $u, w$ which are
surface concentrations satisfying an evolution equation

$$
V=-\varepsilon H+\delta u
$$

and a system of reaction-diffusion equations

$$
\begin{aligned}
& \partial \bullet u+u \nabla_{\Gamma} \cdot \mathbf{v}=\Delta_{\Gamma} u+f_{1}(u, w) \\
& \partial^{\bullet} w+w \nabla_{\Gamma} \cdot \mathbf{v}=D_{w} \Delta_{\Gamma} w+f_{2}(u, w) .
\end{aligned}
$$

In the first equation $\varepsilon$ and $\delta$ are positive parameters. The $\varepsilon H$ is a regularising term ensuring smoothness of the surface and the $\delta u$ reflects the promotion of growth of the surface by the concentration of $u$. In the reaction-diffusion system, $D_{w}$ is the positive diffusion coefficient of the species $w$ and $f_{1}, f_{2}$ model the interactions between the two surface concentrations. An example is the activator-depleted substrate model (Schnakenberg 1979), known as the Brusselator model, in which

$$
f_{1}(u, w)=\gamma\left(a-u+u^{2} w\right) \quad \text { and } \quad f_{2}(u, w)=\gamma\left(b-u^{2} w\right)
$$

with $\gamma, a, b>0$ constants. This model is a combination of ideas from the work of Crampin, Gaffney and Maini (1999) and Chaplain, Ganesh and Graham (2001).

Numerical studies of this model are given by Barreira, Elliott and Madzvamuse (2011) using a surface finite element method and by Bergdorf, Sbalzarini and Koumoutsakos (2010) using a Lagrangian particle method based on the level set methodology.

A similar model for brain growth was studied numerically by Lefevre and Mangin (2010). Further numerical studies can be found in Varea, Aragón and Barrio (1999) and Plaza, Sánchez-Garduño, Padilla, Barrio and Maini (2004). Other authors have considered problems where one of the chemical species may also live in the interior bulk phase. For example, Rätz and Röger (2012) consider a Turing-type model for Guanine-tri-phosphate (GTP) binding proteins in biological cells which can exist in either cytosolic volume or membrane surface using ideas from Langmuir kinetics similar to the models for soluble surfactants.

Both Neilson, Mackenzie, Webb and Insall (2011) and Elliott, Stinner and Venkataraman (2012) consider problems in cell motility using a reaction-diffusion system called the Meinhardt model (Gierer and Meinhardt 1972). This is coupled to a fourth order geometric equation for the cell membrane coming from a Helfrich energy.

## Phase separation on surfaces

The final example we consider comes from a model for the etching of silver in a silver-gold alloy whose surface is immersed in an electrolyte. It is an example where coupling surface evolution with a surface process leads to highly complex morphology. The following model was developed by Erlebacher, Aziz, Karma, Dimitrov and Sieradzki (2001) and Eilks and Elliott (2008).

The goal is to find a surface $\Gamma(t)$, evolving with velocity $\mathbf{v}=V \nu$, representing a surface monolayer, and a surface concentration $u$, of gold atoms in the binary mixture of gold and electrolyte adatoms in the surface monolayer, satisfying the geometric law

$$
V=-J_{\text {diss }}=v_{0}(1-\delta H),
$$

and the conservation law

$$
\partial \bullet u+u \nabla_{\Gamma} \cdot \mathbf{v}-\nabla_{\Gamma} \cdot q=V C_{0},
$$

with $C_{0}$ the bulk gold concentration and $q$ the diffusive surface flux of adatoms given by

$$
q=-J_{\mathrm{diff}}=-b(u) \nabla_{\Gamma} w \quad w=-\gamma \Delta_{\Gamma} u+\psi^{\prime}(u),
$$

where $w$ is the chemical potential, $b(u)$ is a concentration dependent mobility and $\psi$ is the double well free energy occurring in Cahn-Hilliard theory. The free energy of regular solution $\psi$ is given by the logarithmic functional

$$
\begin{equation*}
\psi(u)=\frac{\theta_{\text {cr }}}{2} u(1-u)+\frac{\theta}{4}(u \log u+(1-u) \log (1-u)) . \tag{1.3.1}
\end{equation*}
$$

The parameter $\theta$ represents the temperature of the system and $\theta_{\text {cr }}$ the critical temperature. We assume $\theta<\theta_{\text {cr }}$ so that $\psi$ has a double well form and phase separation occurs. A typical form of $b$ is $b(c)=\frac{B}{2}\left(1-u^{2}\right)$. Computations based on the surface finite element method can be found in Eilks and Elliott (2008).

Analysis of a surface finite element method for a Cahn-Hilliard equation on a stationary surface is given by Du et al. (2011). Further computations can be found in Schoenborn and Desai (1999) and Marenduzzo and Orlandini (2013). Mercker, Ptashnyk, Kühnle, Hartmann, Weiss and Jäger (2012) considered a Cahn-Hilliard type equation forced by terms depending on the curvature of the surface, again on a fixed surface.

Models of phase separation in biology have also been developed. Elliott et al. (2012) considered a problem in cell motility and Elliott and Stinner (2010a,b, 2013)
studied a problem on biomembranes.

We conclude this section by summarising the challenges these particular applications bring.

Curved surfaces: The underlying domain of the partial differential equations lives in curved space. Our numerical methods will have to find a way to capture the essential geometric aspects of the surface. We wish to make no assumptions with respect to symmetry.

Evolving surfaces: The domains we consider may also be time dependent. The methods we design must have a way to track this change. Ideally, we wish to try to use as many features of simpler systems as possible. This means we wish to use a time stepping procedure that results in solving a sequence of problems each on a different stationary surface.

Large deformations: We wish to be able to make no restrictions on the size of the deformation of the surface. Large deformations and topology changes will restrict the type of representation used for the surface.

Unknown evolutions: In most of the applications above the surface, and its evolution, is a priori unknown. This means we must combine our methods with computational techniques which can determine the motion of the surface.

Bulk effects: The surface effects we are modelling may be physically coupled to systems living in a volume region about the surface. Our numerical methods should be able to be combined with other methods for these equations.

Non-linear effects: The equations in this thesis are meant as model problems for the complicated systems presented above. As such, we should always have these applications in mind when making assumptions.

### 1.4 Outline of thesis

The original content of this thesis consists of three chapters. The first extends the surface finite element method to problems where a diffusion on a surface is coupled to diffusion in a bulk domain. The second studies an evolving surface finite element method applied to a Cahn-Hilliard equation. Finally, the third looks at new unfitted finite element methods for surface partial differential equations.

The first problem we tackle, shown in Chapter 2, is a coupled bulk-surface equation. Often, applications of the surface finite element method consider problems where the evolution of surface concentrations depend on 'bulk effects'. These effects fall into two broad categories. In each, we assume a surface is embedded in a volumetric domain. In the first case, the substance which lives on the surface may also live in parts of the volumetric region. The second case considers an evolution of the surface forced by some underlying equations for motion in the surrounding volume. Of course, both effects can occur in the same model.

To develop a method for these applications, we consider the following model problem. Given a domain $\Omega$ with closed boundary $\Gamma$, we seek a solution pair $u: \Omega \rightarrow$ $\mathbb{R}$ and $v: \Gamma \rightarrow \mathbb{R}$ satisfying

$$
\begin{align*}
-\Delta u+u & =f & & \text { in } \Omega  \tag{1.4.1a}\\
(\alpha u-\beta v)+\frac{\partial u}{\partial \nu} & =0 & & \text { on } \Gamma  \tag{1.4.1b}\\
-\Delta_{\Gamma} v+v+\frac{\partial u}{\partial \nu} & =g & & \text { on } \Gamma \tag{1.4.1c}
\end{align*}
$$

We assume $f: \Omega \rightarrow \mathbb{R}$ and $g: \Gamma \rightarrow \mathbb{R}$ are given functions and $\alpha, \beta$ are positive constants. Equations (1.4.1a) and (1.4.1c) represent diffusion equation in the bulk and on the surface, and (1.4.1b) represents the exchange of concentration between the bulk and surface phases. This particular choice of coupling on the surface has been used by Novak et al. (2007). It can be viewed as a linearisation of the more general equation

$$
L(u, v)+\frac{\partial u}{\partial \nu}=0
$$

where $\partial_{u} L(u, v)>0$ and $\partial_{v} L(u, v)<0$, which has been used by: Kwon and Derby (2001); Booty and Siegel (2010); Medvedev and Stuchebrukhov (2011); and Rätz and Röger (2012), for example. We leave the numerical analysis of more general couplings, the parabolic case and evolving domains to future work.

Our method works by taking a polyhedral approximation $\Omega_{h}$ of $\Omega$ and using the boundary faces of $\Omega_{h}$, which we will call $\Gamma_{h}$, as an approximation of $\Gamma$. We then use a finite element method to solve a variational form of the above equations. This work also includes the use of higher order isoparametric finite elements. We show well-posedness for these equations and derive optimal order error estimates for the finite element method. This chapter also includes details of a numerical implementation and examples to demonstrate the rates of convergence.

In Chapter 3, we consider our second problem looking at a Cahn-Hilliard equation on an evolving surface. The Cahn-Hilliard equation (Cahn and Hilliard
1958) can be used to model several natural phenomena; applications using a CahnHilliard equation can be found in Section 1.3. Analysis of the Cahn-Hilliard equation, in planar domains, started in the 1980's with the work of Elliott and Songmu (1986) and numerical work of Elliott and French (1987, 1989) and Elliott, French and Milner (1989), which was extended to stationary surfaces by Du et al. (2011). A review of the behaviour of the Cahn-Hilliard equation in the planar case is given by Elliott (1989).

We will study the following problem mathematically. We assume we are given an evolving surface $\{\Gamma(t)\}$, for $t \in[0, T]$, with prescribed velocity $v$. We seek a solution $u$ of

$$
\begin{equation*}
\partial^{\bullet} u+u \nabla_{\Gamma} \cdot v=\Delta_{\Gamma}\left(-\varepsilon \Delta_{\Gamma} u+\frac{1}{\varepsilon} \psi^{\prime}(u)\right) \quad \text { on } \Gamma(t), \tag{1.4.2}
\end{equation*}
$$

subject to the initial condition $u(\cdot, 0)=u_{0}$ on $\Gamma(0)=\Gamma_{0}$. This is a fourth-order non-linear equation posed on an evolving domain. We will look for solutions via a second-order splitting method. We assume that $\varepsilon$ is a small, but fixed, positive parameter and $\psi$ is the quartic double-well potential given by

$$
\psi(z)=\frac{1}{4}\left(z^{2}-1\right)^{2} .
$$

This is taken as a simplification of the logarithmic potential (1.3.1). We note that for general surface evolutions the Ginzburg-Landau functional will not decrease along solutions of this equation and (1.4.2) is not a gradient flow. One can enforce energy decrease by imposing extra assumptions on $v$. Alternatively, one can calculate a coupled gradient flow equation for $u$ and $v$ using techniques from Elliott and Stinner (2010a).

This chapter is broken into four sections. In the first we derive the continuous equation above (1.4.2). This comes from a simple conservation law on a surface and applying a generalisation of the Reynolds transport theorem to curved surfaces. Next, we derive our evolving surface finite element method. This is based on the original method of Dziuk and Elliott (2007a). In section four, the discrete solution is shown to satisfy an energy bound, hence we can use weak convergence results, along with domain perturbation arguments, to show that the continuous equations have a solution. The fifth section then shows that the finite element method converges with optimal order errors in appropriate surface norms. The chapter finishes with various numerical examples confirming the analytical results.

The final problem we consider, shown in Chapter 4, studies unfitted finite element methods for surface partial differential equations. We suppose we are given
a level set function describing the surface which may have been obtained using a level set or phase field method for a geometric partial differential equation. This method has the possibility of use in a large variety of applications where volumetric forces determine the position and geometry of an evolving interface. We would like a method with the efficiency of the parametric approach of the surface finite element method, but without worrying about constructing a good triangulation from an implicit representation of the surface. Our starting points are the sharp interface method of Olshanskii et al. (2009) and the narrow band method of Deckelnick et al. (2010). We extend these methods by using the full Cartesian gradient of basis functions instead of projecting onto the tangential directions to the surface.

Given a smooth level set function $\Phi$ with $\Gamma=\left\{x \in \mathbb{R}^{n+1}: \Phi(x)=0\right\}$, we wish to solve the surface elliptic problem:

$$
\begin{equation*}
-\Delta_{\Gamma} u+u=f \quad \text { on } \Gamma \tag{1.4.3}
\end{equation*}
$$

We assume we have a fixed bulk triangulation $\mathscr{T}_{h}$ of a neighbourhood of $\Gamma$ and $\Phi_{h}$ is some approximation of $\Phi$ (the nodal interpolant, for example). We define $\Gamma_{h}:=\left\{x \in \mathbb{R}^{n+1}: \Phi_{h}(x)=0\right\}$ and $D_{h}:=\left\{x \in \mathbb{R}^{n+1}:\left|\Phi_{h}(x)\right|<h\right\}$, which both consist of partial elements. For the sharp interface method, we set $V_{h}$ to be the space of piecewise linear finite element functions over the set of elements in $\mathscr{T}_{h}$ which intersect $\Gamma_{h}$ (plus some technical assumptions) and solve

$$
\begin{equation*}
\int_{\Gamma_{h}} \nabla u_{h} \cdot \nabla \phi_{h}+u_{h} \phi_{h} \mathrm{~d} \sigma_{h}=\int_{\Gamma_{h}} f^{e} \phi_{h} \mathrm{~d} \sigma_{h} \quad \text { for all } \phi_{h} \in V_{h} \tag{1.4.4}
\end{equation*}
$$

Alternatively, for the narrow band method, we set $V_{h}$ to be the space of piecewise linear finite element functions over the set of elements in $\mathscr{T}_{h}$ which intersects $D_{h}$ and solve

$$
\begin{equation*}
\frac{1}{2 h} \int_{D_{h}} \nabla u_{h} \cdot \nabla \phi_{h}+u_{h} \phi_{h} \mathrm{~d} x=\frac{1}{2 h} \int_{D_{h}} f^{e} \phi_{h} \mathrm{~d} x \quad \text { for all } \phi_{h} \in V_{h} \tag{1.4.5}
\end{equation*}
$$

The use of full gradients means we no longer have degenerate equations to solve and gives us control over the error of our finite element method away from the surface since we can bound the gradient of the error in the normal direction to the surface. The properties of these new methods are explored both analytically and numerically for a surface Poisson equation (1.4.3) and are shown to give comparable results to the surface finite element method.

The thesis is completed by Appendix A which sets up our notation and assumptions. This preliminary material describes the surface finite element method
as proposed by Dziuk (1988). Many of the proofs from main chapters are given in full detail here taken from Dziuk and Elliott (2013b). This section also includes details of numerical experiments which will be used as a basis for comparison for the other chapters.

## Chapter 2

## A finite element analysis of a coupled bulk-surface equation

### 2.1 Introduction

In this chapter, we will describe and analyse a method for solving equations arising from models with both bulk and surface effects taken into account. The key idea is to take a polyhedral approximation of the bulk region, consisting of a union of simplices, and to use its boundary faces as an approximation of the surface. Using the boundary faces in our calculations allows us to use the surface finite element method, as described in Appendix A, to calculate and analyse the surface terms in our equations. The novelty of this work is to combine these ideas with previous studies of Lenoir (1986), Bernardi (1989) and Dubois (1990) to account for the errors coming from the bulk terms.

We will restrict the presentation to a sample linear elliptic problem. Given a sufficiently smooth boundary, we will show error bounds of order $h^{k}$ in the $H^{1}$ norm and order $h^{k+1}$ in the $L^{2}$ norm, where $k$ is the polynomial degree of the underlying finite element space and $h$ is the mesh size. This coincides with both error estimates for planar domains (for example, Brenner and Scott 2002) and elliptic equations on surfaces (Demlow 2009). This is because any errors introduced by the approximation of the geometry are of the same order as interpolation errors

### 2.1.1 The coupled system

For a bounded domain $\Omega \subset \mathbb{R}^{n}$ with boundary $\Gamma$, we seek solutions $u: \Omega \rightarrow \mathbb{R}$ and $v: \Gamma \rightarrow \mathbb{R}$ of the system

$$
\begin{align*}
-\Delta u+u & =f & & \text { in } \Omega  \tag{2.1.1a}\\
(\alpha u-\beta v)+\frac{\partial u}{\partial \nu} & =0 & & \text { on } \Gamma  \tag{2.1.1b}\\
-\Delta_{\Gamma} v+v+\frac{\partial u}{\partial \nu} & =g & & \text { on } \Gamma \tag{2.1.1c}
\end{align*}
$$

Here we assume that $f$ and $g$ are known functions on $\Omega$ and $\Gamma$, respectively, and $\alpha, \beta>0$ are positive constants. We can think of $\alpha$ and $\beta$ as constants coming from non-dimensionalising a physical model. We denote by $\Delta_{\Gamma}$ the Laplace-Beltrami operator on $\Gamma$ and by $\nu$ the outward pointing unit normal to $\Gamma$.

### 2.1.2 Outline of chapter

The chapter proceeds as follows. In the second section we will derive a variational form for the equations and explore existence, uniqueness and regularity of solutions. The third section focuses on how to construct our computational domain and the errors this introduces into our method. In the fourth section we develop the finite element method and in the fifth section we will look for error bounds for this method. In the final section we will show some numerical results.

Throughout, we will use the notation of Deckelnick et al. (2005) introduced in Appendix A.

### 2.2 Well-posedness of the continuous problem

In this section, we introduce the variational form that the method is based on. We go on to prove an existence and uniqueness result using the Lax-Milgram theorem (Evans 1998) and then show a regularity result by considering the bulk and surface equations separately. Throughout this chapter, we will make the same assumptions on the domain as in Appendix A, except now since $\Omega \subset \mathbb{R}^{n}$, we assume that $\Gamma$ is an ( $n-1$ )-dimensional hypersurface.

### 2.2.1 Variational form

We take functions $\eta: \Omega \rightarrow \mathbb{R}$ and $\xi: \Gamma \rightarrow \mathbb{R}$ in a suitable space of test functions, multiply (2.1.1a) by $\eta$ and (2.1.1c) by $\xi$. Applying integration by parts (A.2.8) gives

$$
\begin{align*}
\int_{\Omega} \nabla u \cdot \nabla \eta+u \eta \mathrm{~d} x-\int_{\Gamma} \eta \frac{\partial u}{\partial \nu} \mathrm{~d} \sigma & =\int_{\Omega} f \eta \mathrm{~d} x  \tag{2.2.1a}\\
\int_{\Gamma} \nabla_{\Gamma} v \cdot \nabla_{\Gamma} \xi+v \xi \mathrm{~d} \sigma+\int_{\Gamma} \frac{\partial u}{\partial \nu} \xi \mathrm{~d} \sigma & =\int_{\Gamma} g \xi \mathrm{~d} \sigma \tag{2.2.1b}
\end{align*}
$$

The boundary condition (2.1.1b) tells us that

$$
\begin{equation*}
-\int_{\Gamma} \eta \frac{\partial u}{\partial \nu} \mathrm{~d} \sigma=\int_{\Gamma}(\alpha u-\beta v) \eta \mathrm{d} \sigma \quad \text { and } \quad \int_{\Gamma} \frac{\partial u}{\partial \nu} \xi \mathrm{~d} \sigma=-\int_{\Gamma}(\alpha u-\beta v) \xi \mathrm{d} \sigma \tag{2.2.2}
\end{equation*}
$$

We substitute these into (2.2.1) to get

$$
\begin{align*}
\int_{\Omega} \nabla u \cdot \nabla \eta+u \eta \mathrm{~d} x+\int_{\Gamma}(\alpha u-\beta v) \eta \mathrm{d} \sigma & =\int_{\Omega} f \eta \mathrm{~d} x  \tag{2.2.3a}\\
\int_{\Gamma} \nabla_{\Gamma} v \cdot \nabla_{\Gamma} \xi+v \xi \mathrm{~d} \sigma-\int_{\Gamma}(\alpha u-\beta v) \xi \mathrm{d} \sigma & =\int_{\Gamma} g \eta \mathrm{~d} \sigma \tag{2.2.3b}
\end{align*}
$$

We now take a weighted sum of (2.2.3a) and (2.2.3b) to obtain the variational form

$$
\begin{align*}
& \alpha \int_{\Omega} \nabla u \cdot \nabla \eta+u \eta \mathrm{~d} x+\beta \int_{\Gamma} \nabla_{\Gamma} v \cdot \nabla_{\Gamma} \xi+v \xi \mathrm{~d} \sigma  \tag{2.2.4}\\
& \quad+\int_{\Gamma}(\alpha u-\beta v)(\alpha \eta-\beta \xi) \mathrm{d} \sigma=\alpha \int_{\Omega} f \eta \mathrm{~d} x+\beta \int_{\Gamma} g \xi \mathrm{~d} \sigma
\end{align*}
$$

We will test this variational form over the space $H^{1}(\Omega) \times H^{1}(\Gamma)$, which we define to be the product space

$$
H^{1}(\Omega) \times H^{1}(\Gamma):=\left\{(\eta, \xi): \eta \in H^{1}(\Omega) \text { and } \xi \in H^{1}(\Gamma)\right\}
$$

We equip this space with the inner product

$$
\left\langle\left(\eta_{1}, \xi_{1}\right),\left(\eta_{2}, \xi_{2}\right)\right\rangle_{H^{1}(\Omega) \times H^{1}(\Gamma)}:=\left\langle\eta_{1}, \eta_{2}\right\rangle_{H^{1}(\Omega)}+\left\langle\xi_{1}, \xi_{2}\right\rangle_{H^{1}(\Gamma)}
$$

and induced norm given by

$$
\|(\eta, \xi)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)}:=\left(\|\eta\|_{H^{1}(\Omega)}^{2}+\|\xi\|_{H^{1}(\Gamma)}^{2}\right)^{\frac{1}{2}} .
$$

It is clear that $H^{1}(\Omega) \times H^{1}(\Gamma)$ is a Hilbert space with this inner product. Details of how to define the surface Sobolev space $H^{1}(\Gamma)$, and higher order spaces, can be found in Appendix A. Using a Sobolev space formulation requires us to interpret $\left.u\right|_{\Gamma}$ in the trace sense:

Theorem 2.2.1 (Trace Theorem). Assume $\Omega$ is bounded and $\Gamma=\partial \Omega$ is $C^{1}$ and $1 \leq p<\infty$. Then there exists a bounded linear operator

$$
\begin{equation*}
T: W^{1, p}(\Omega) \rightarrow L^{p}(\Gamma) \tag{2.2.5}
\end{equation*}
$$

such that $T w=\left.w\right|_{\Gamma}$ if $w \in W^{1, p}(\Omega) \cap C(\bar{\Omega})$. Furthermore there exists a constant $c_{T}$, depending only on $p$ and $\Omega$ such that

$$
\begin{equation*}
\|T w\|_{L^{p}(\Gamma)} \leq c_{T}\|w\|_{W^{1, p}(\Omega)} \tag{2.2.6}
\end{equation*}
$$

for each $w \in W^{1, p}(\Omega)$. We call $T w$ the trace of $w$ on $\Gamma$.
Proof. A proof is given is by Evans (1998, Chapter 5.5, Theorem 1).
Throughout, we will write $u$ for $T u$ on $\Gamma$.
We will approximate solutions of the weak from of (2.1.1): Find $(u, v) \in$ $H^{1}(\Omega) \times H^{1}(\Gamma)$ such that

$$
\begin{align*}
& \alpha \int_{\Omega} \nabla u \cdot \nabla \eta+u \eta \mathrm{~d} x+\beta \int_{\Gamma} \nabla_{\Gamma} v \cdot \nabla_{\Gamma} \xi+v \xi \mathrm{~d} \sigma  \tag{2.2.7}\\
& \quad+\int_{\Gamma}(\alpha u-\beta v)(\alpha \eta-\beta \xi) \mathrm{d} \sigma=\alpha \int_{\Omega} f \eta \mathrm{~d} x+\beta \int_{\Gamma} g \xi \mathrm{~d} \sigma \\
& \quad \text { for all }(\eta, \xi) \in H^{1}(\Omega) \times H^{1}(\Gamma) .
\end{align*}
$$

To help with the notations later, we will write $a((u, v),(\eta, \xi))$ for the left-hand side of this equation and $l((\eta, \xi))$ for the right-hand side. In this way, we can rewrite (2.2.7) as

$$
\begin{equation*}
a((u, v),(\eta, \xi))=l((\eta, \xi)) \quad \text { for all }(\eta, \xi) \in H^{1}(\Omega) \times H^{1}(\Gamma) \tag{2.2.8}
\end{equation*}
$$

### 2.2.2 Existence, uniqueness and regularity

To apply the standard Lax-Milgram techniques, we must show that $a$ is bounded and coercive and $l$ is bounded over $H^{1}(\Omega) \times H^{1}(\Gamma)$.

To see that $a$ is bounded, we notice that for $(w, y),(\eta, \xi) \in H^{1}(\Omega) \times H^{1}(\Gamma)$,

$$
\begin{align*}
a((w, y),(\eta, \xi)) \leq & \alpha\|w\|_{H^{1}(\Omega)}\|\eta\|_{H^{1}(\Omega)}+\beta\|y\|_{H^{1}(\Gamma)}\|\xi\|_{H^{1}(\Gamma)} \\
& +\int_{\Gamma}(\alpha w-\beta y)(\alpha \eta-\beta \xi) \mathrm{d} \sigma \\
\leq & \sqrt{2} \max \{\alpha, \beta\}\|(w, y)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)}\|(\eta, \xi)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)} \\
& +2 c_{T}^{2} \max \{\alpha, \beta\}^{2}\|(w, y)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)}\|(\eta, \xi)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)} \\
\leq & c\|(w, y)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)}\|(\eta, \xi)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)} . \tag{2.2.9}
\end{align*}
$$

Here $c_{T}$ is the constant from the Trace Theorem (Theorem 2.2.1). Coercivity of $a$ is immediate since we have for $(\eta, \xi) \in H^{1}(\Omega) \times H^{1}(\Gamma)$,

$$
\begin{align*}
a((\eta, \xi),(\eta, \xi)) & =\alpha\|\eta\|_{H^{1}(\Omega)}^{2}+\beta\|\xi\|_{H^{1}(\Gamma)}^{2}+\|\alpha \eta-\beta \xi\|_{L^{2}(\Gamma)}^{2}  \tag{2.2.10}\\
& \geq \sqrt{2} \min \{\alpha, \beta\}\|(\eta, \xi)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)}^{2} .
\end{align*}
$$

Hence $a$ is coercive on $H^{1}(\Omega) \times H^{1}(\Gamma)$ as $\alpha, \beta>0$.
It is clear that $l$ is bounded under the assumption that $f \in H^{-1}(\Omega)$ and $g \in H^{-1}(\Gamma)$.

Theorem 2.2.2 (Existence and uniqueness). Given $\alpha, \beta>0, f \in H^{-1}(\Omega)$ and $g \in H^{-1}(\Gamma)$ there exists a unique pair $(u, v) \in H^{1}(\Omega) \times H^{1}(\Gamma)$ such that

$$
\begin{equation*}
a((u, v),(\eta, \xi))=l((\eta, \xi)) \quad \text { for all }(\eta, \xi) \in H^{1}(\Omega) \times H^{1}(\Gamma) \tag{2.2.11}
\end{equation*}
$$

Furthermore, if $\Gamma$ is $C^{3}$, we can achieve bounds in the $H^{2}$-norm by considering restricting the bilinear form $a$ by setting $\eta$ and $\xi$ equal to zero in turn.

$$
\text { For } \eta=0 \text {, we get }
$$

$\beta \int_{\Gamma}\left(\nabla_{\Gamma} v \cdot \nabla_{\Gamma} \xi+v \xi\right) \mathrm{d} \sigma+\beta^{2} \int_{\Gamma} v \xi \mathrm{~d} \sigma=\beta \int_{\Gamma} g \xi+\alpha \beta \int_{\Gamma} u \xi \mathrm{~d} \sigma \quad$ for all $\xi \in H^{1}(\Gamma)$.
This is exactly the variational form of the equation

$$
-\beta \Delta_{\Gamma} v+\left(\beta+\beta^{2}\right) v=\beta g+\alpha \beta u \quad \text { on } \Gamma \text {. }
$$

By the Trace Theorem (Theorem 2.2.1) and Theorem 2.2.2, we know that $u \in L^{2}(\Gamma)$. Hence by surface elliptic theory (Aubin 1982), similarly to Theorem A.2.5, we have that $v \in H^{2}(\Gamma)$ and have the bound

$$
\begin{equation*}
\|v\|_{H^{2}(\Gamma)} \leq c\left(\|g\|_{L^{2}(\Gamma)}+\|v\|_{L^{2}(\Gamma)}+\|u\|_{H^{1}(\Omega)}\right) . \tag{2.2.12}
\end{equation*}
$$

For $\xi=0$, we get
$\alpha \int_{\Omega}(\nabla u \cdot \nabla \eta+u \eta) \mathrm{d} x+\alpha^{2} u \eta \mathrm{~d} \sigma=\alpha \int_{\Omega} f \eta \mathrm{~d} x+\alpha \beta \int_{\Gamma} v \eta \mathrm{~d} \sigma \quad$ for all $\eta \in H^{1}(\Omega)$.
This equation arises as the variational form of the equation

$$
\begin{aligned}
-\alpha \Delta u+\alpha u & =\alpha f \text { in } \Omega \\
\frac{\partial u}{\partial \nu}+\alpha u & =\beta v \text { on } \Gamma .
\end{aligned}
$$

By regularity theory of elliptic problems with Robin boundary data (see Ladyzhenskaia and Uraltseva (1968) or Gilbarg and Trudinger (2001)), if $\Gamma$ is $C^{3}$, we have that $u \in H^{2}(\Omega)$ with the bound

$$
\begin{equation*}
\|u\|_{H^{2}(\Omega)} \leq c\left(\|f\|_{L^{2}(\Omega)}+\|v\|_{H^{1 / 2}(\Gamma)}\right) \tag{2.2.13}
\end{equation*}
$$

Combining (2.2.12) and (2.2.13) gives the following regularity result:
Theorem 2.2.3 (Regularity). Let $\Gamma$ be $C^{3}, f \in L^{2}(\Omega), g \in L^{2}(\Gamma)$ and $\alpha, \beta>0$. If $(u, v)$ solves the variational problem (2.2.7) then $(u, v) \in H^{2}(\Omega) \times H^{2}(\Gamma)$ and

$$
\begin{equation*}
\|(u, v)\|_{H^{2}(\Omega) \times H^{2}(\Gamma)} \leq c\left(\|f\|_{L^{2}(\Omega)}+\|g\|_{L^{2}(\Omega)}\right) . \tag{2.2.14}
\end{equation*}
$$

### 2.3 Domain perturbation

The first step we take in discretising the system (2.1.1) is to create a polyhedral domain $\check{\Omega}_{h}$ with boundary $\check{\Gamma}_{h}$ and then describe higher order approximations $\Omega_{h}^{(k)}$ and $\Gamma_{h}^{(k)}$. Our finite element method will be based on these domains. In this section, we will explain how to construct such a domain and provide estimates for the errors introduced by approximating the domain. To prove the results in this section, we will assume $\Gamma$ is $C^{k+1}$.

### 2.3.1 Domain approximation

We follow ideas taken from the work of Lenoir (1986), Bernardi (1989) and Dubois (1990) in order to define the triangulation of our bulk domain and results of Dziuk (1988), Dziuk and Elliott (2007a) and Demlow (2009) to make estimates about the perturbation of the boundary of this domain. The higher order surface finite element space, used here, are described in Heine (2005).


Figure 2.3.1: An example of a triangulated domains $\check{\Omega}_{h}$ in $\mathbb{R}^{3}$, cut open to see the interior simplices. These have been created using the CGAL package's 3D Mesh Generation demos. See Alliez et al. (2012) for details. These polyhedra are approximations of $\Omega=\{x: \Phi(x)<0\}$ with $\Phi$ from (2.6.1)

Let $\check{\Omega}_{h}$ be a polyhedral approximation of $\Omega$ and set $\check{\Gamma}_{h}:=\partial \check{\Omega}_{h}$. We suppose that the faces of $\check{\Gamma}_{h}$ are $(N-1)$ simplices whose vertices lie on $\Gamma$ so that $\check{\Gamma}_{h}$ is a discrete approximation of $\Gamma$ in the sense of Section A.3.1. We assume this is given at the start of the procedure; see for example Figure 2.3.1. We take a quasiuniform triangulation $\check{\mathscr{T}}_{h}$ of $\check{\Omega}_{h}$ (Definition A.3.1) consisting of closed simplices, either triangles in $\mathbb{R}^{2}$ or tetrahedra in $\mathbb{R}^{3}$.

We define $h:=\max \left\{\operatorname{diam}(T): T \in \check{\mathscr{T}}_{h}\right\}$ and assume that $h$ is sufficiently small so that $\check{\Gamma}_{h} \subseteq U$ so that for all $x \in \check{\Gamma}_{h}$, there exists a unique point $p=p(x) \in \Gamma$ defined by (A.2.2). Finally, we assume that for each $T \in \check{\mathscr{T}}_{h}, T \cap \check{\Gamma}_{h}$ has at most one face of $T$.

## Exact triangulation

In order to define our computational domains, we first define an exact triangulation of $\Omega$. An exact triangulation is made up of 'curved simplices' which together cover all of $\Omega$ exactly.

The unit reference $n$-simplex is defined to be the unit simplex with vertices at $(0, \ldots, 0),(1,0, \ldots, 0),(0,1,0, \ldots, 0), \ldots,(0, \ldots, 0,1)$. For each simplex $T \in \check{\mathscr{T}}_{h}$, we define an affine function $F_{T}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ which maps the unit reference $n$-simplex $\hat{T}$ onto $T$ (mapping the vertices of $\hat{T}$ onto the vertices of $T$ ) which we write as

$$
\begin{equation*}
F_{T}(\hat{x})=A_{T} \hat{x}+b_{T} \quad \text { for } \hat{x} \in \hat{T} \tag{2.3.1}
\end{equation*}
$$

We say that a closed set $T^{e}$ is a curved $n$-simplex if there exists a $C^{1}$-mapping $F_{T}^{e}$ that maps $\hat{T}$ onto $T^{e}$ that is of the form

$$
\begin{equation*}
F_{T}^{e}=F_{T}+\Phi_{T} \tag{2.3.2}
\end{equation*}
$$

where $F_{T}$ is the affine map from (2.3.1) and $\Phi_{T}$ is a $C^{1}$-mapping from $\hat{T}$ to $\mathbb{R}^{n}$ satisfying

$$
\begin{equation*}
C_{T}:=\sup _{\hat{x} \in \hat{T}}\left|D \Phi_{T}(\hat{x}) A_{T}^{-1}\right|<1 . \tag{2.3.3}
\end{equation*}
$$

From this definition, we immediately have the following result:
Proposition 2.3.1. If the $F_{T}^{e}$ exists, then it is a $C^{1}$-diffeomorphism from $\hat{T}$ onto $T^{e}$ and satisfies

$$
\begin{align*}
\sup _{\hat{x} \in \hat{T}}\left|D F_{T}^{e}(\hat{x})\right| & \leq\left(1+C_{T}\right)\left|A_{T}\right|,  \tag{2.3.4a}\\
\sup _{x \in T^{e}}\left|D\left(F_{T}^{e}\right)^{-1}(x)\right| & \leq\left(1-C_{T}\right)^{-1}\left|A_{T}\right|^{-1},  \tag{2.3.4b}\\
\left(1-C_{T}\right)^{n}\left|\operatorname{det} A_{T}\right| \leq\left|\operatorname{det} D F_{T}^{e}(\hat{x})\right| & \leq\left(1+C_{T}\right)^{n}\left|\operatorname{det} A_{T}\right| \quad \text { for all } \hat{x} \in \hat{T} . \tag{2.3.4c}
\end{align*}
$$

We define an exact triangulation of a domain as a set of curved simplices $\mathscr{T}_{h}^{e}$ such that

$$
\bigcup_{T^{e} \in \mathscr{T}_{h}^{e}} T^{e}=\bar{\Omega} \quad \text { and } \quad \sup _{T \in \mathscr{T}_{h}} C_{T} \leq C<1
$$

There are several ways of defining such a $\Phi_{T}$ given in the literature. Zlamal $(1973,1974)$ and Scott (1973) considered problems with finite element spaces defined over curved spaces. Scott gives an explicit construction of an exact triangulation in two space dimensions which was generalised by Lenoir (1986) to arbitrary dimensions. Here, we will use a construction based on work by Dubois (1990) which uses the normal projection operator (A.2.2). We will adopt the notation used by Bänsch and Deckelnick (1999) and Deckelnick, Günther and Hinze (2009).

Bearing in mind our assumption on the triangulation, each $T \in \check{\mathscr{T}}_{h}$ is either an internal simplex, with at most one node on $\check{\Gamma}_{h}$, in which case we set $\Phi_{T}=0$; or $T$ has more than one node on the boundary. If $T$ is not an internal simplex, we denote by $l \geq 2$ the number of nodes of $T$ that lie on $\check{\Gamma}_{h}$ and denote by $\psi_{1}, \ldots, \psi_{n+1}$ the vertices of $T$, ordered so that $\psi_{1}, \ldots, \psi_{l}$ lie on $\check{\Gamma}_{h}$. For each point $x \in T$, we define barycentric coordinates by

$$
x=\sum_{j=1}^{n+1} \lambda_{j} \psi_{j}
$$

and write $\hat{x}=\left(\lambda_{1}, \lambda_{2}, \ldots, \ldots, \lambda_{n}\right)$. We next introduce

$$
\lambda^{*}=\lambda^{*}(\hat{x})=\sum_{j=1}^{l} \lambda_{j} \quad \text { and } \quad \hat{\sigma}=\left\{\hat{x} \in \hat{X}: \lambda^{*}(\hat{x})=0\right\} .
$$

In three dimensions, $\hat{\sigma}$ falls into the following cases:

1. If $T \cap \check{\Gamma}_{h}$ is an edge of a tetrahedron $(l=2)$, then $\hat{\sigma}$ is the inverse image of the edge spanned by $\psi_{3}, \psi_{4}$ under $F_{T}$;
2. If $T \cap \check{\Gamma}_{h}$ is a face of a tetrahedron $(l=3)$, then $\hat{\sigma}$ is the point $F_{T}^{-1}\left(\psi_{4}\right)$.

For $\hat{x} \notin \hat{\sigma}$, we denote the projection of $x$ onto $\tau=T \cap \check{\Gamma}_{h}$ by $y=y(\hat{x})$ defined by

$$
\begin{equation*}
y=\sum_{j=1}^{l} \frac{\lambda_{j}}{\lambda^{*}} \psi_{j} \in \tau \tag{2.3.5}
\end{equation*}
$$

Then using the normal projection $p(y) \in \Gamma$ of $y$ given by (A.2.2), we define $\Phi_{T}$.
Definition 2.3.2. Given $k \in \mathbb{N}$, we define $\Phi_{T}: \hat{T} \rightarrow \mathbb{R}^{n}$ by

$$
\Phi_{T}(\hat{x}):= \begin{cases}\left(\lambda^{*}\right)^{k+2}(p(y)-y) & \text { if } \hat{x} \notin \hat{\sigma}  \tag{2.3.6}\\ 0 & \text { if } \hat{x} \in \hat{\sigma} .\end{cases}
$$

We now follow a sequence of lemmas from Bernardi (1989) to show that $\Phi_{T}$ is $C^{1}$ and satisfies (2.3.3).

Lemma 2.3.3. The mapping $y$ is $C^{k+1}$ on $\hat{T} \backslash \hat{\sigma}$ and satisfies

$$
\begin{equation*}
\left\|D_{\hat{x}}^{m} y\right\|_{L^{\infty}(\hat{T} \backslash \hat{\sigma})} \leq \frac{c h}{\left(\lambda^{*}\right)^{m}} \quad \text { for } 1 \leq m \leq k+1 . \tag{2.3.7}
\end{equation*}
$$

Proof. The proof is given in Lemma 6.2 by Bernardi (1989).
Lemma 2.3.4. The mapping $p(y)$ is of class $C^{k+1}$ on $\hat{T} \backslash \hat{\sigma}$ and we have the bound

$$
\begin{equation*}
\left\|D_{\hat{x}}^{m}(p(y)-y)\right\|_{L^{\infty}(\hat{T} \backslash \hat{\sigma})} \leq \frac{c h^{2}}{\left(\lambda^{*}\right)^{m}} \quad \text { for } 1 \leq m \leq k+1 . \tag{2.3.8}
\end{equation*}
$$

Proof. Using Equation 2.9 from Bernardi (1989),

$$
D^{m}(f \circ g)=\sum_{r=1}^{m} D^{r} f\left(\sum_{\underline{i} \in E(m, r)} c_{\underline{i}} \prod_{q=1}^{m}\left(D^{q} g\right)^{i_{q}}\right)
$$

where

$$
E(m, r)=\left\{\underline{i}=\left(i_{1}, \ldots, i_{m}\right) \in \mathbb{N}^{m}: \sum_{q=1}^{m} i_{q}=r \text { and } \sum_{q=1}^{m} q i_{q}=m\right\},
$$

we remark that

$$
\left\|D_{\hat{x}}^{m}(p(y)-y)\right\|_{L^{\infty}(\hat{T} \backslash \hat{\sigma})} \leq c \sum_{r=1}^{m}\left(\left\|D_{y}^{r}(p(y)-y)\right\|_{L^{\infty}(\tau)} \prod_{q=1}^{m}\left\|D_{\hat{x}}^{q} y\right\|_{L^{\infty}(\hat{T} \backslash \hat{\sigma})}^{i_{q}}\right) .
$$

We notice that $p(y)=y$ if $y=\psi_{j}$ for any $0 \leq j \leq l$ - that is if $y$ is a corner of $T$ lying on $\tau=T \cap \check{\Gamma}_{h}-$ so $\left.y\right|_{\tau}$ can be seen as a linear interpolant of $p(y)$ on $\tau$. Hence from our geometric assumptions on $\Gamma,\left\|D_{y}^{r}(p(y)-y)\right\|_{L^{\infty}(\tau)} \leq c h^{2-r}$ for $0 \leq r \leq 2$.

Using (2.3.7), we see if $m \leq 2$,

$$
\left\|D_{\hat{x}}^{m}(p(y)-y)\right\|_{L^{\infty}(\hat{T} \backslash \hat{\sigma})} \leq c \sum_{r=1}^{m} \frac{h^{2-r} h^{\left(\sum_{q=1}^{m} i_{q}\right)}}{\left(\lambda^{*}\right)^{\left(\sum_{q=1}^{m} q i_{q}\right)}} \leq \frac{c h^{2}}{\left(\lambda^{*}\right)^{m}},
$$

and if $m>2$,

$$
\left\|D_{\hat{x}}^{m}(p(y)-y)\right\|_{L^{\infty}(\hat{T} \backslash \hat{\sigma})} \leq c\left(\sum_{r=1}^{2} \frac{h^{2-r} h^{\left(\sum_{q=1}^{m} i_{q}\right)}}{\left(\lambda^{*}\right)^{\left(\sum_{q=1}^{m} q i_{q}\right)}}+\sum_{r=3}^{m} \frac{h^{\left(\sum_{q=1}^{m} i_{q}\right)}}{\left(\lambda^{*}\right)^{\left(\sum_{q=1}^{m} q_{q}\right)}}\right) \leq \frac{c h^{2}}{\left(\lambda^{*}\right)^{m}} . \square
$$

Proposition 2.3.5. The mapping $\Phi_{T}$ is $C^{k+1}$ on $\hat{T}$ and we have the bound

$$
\begin{equation*}
\left\|D^{m} \Phi_{T}\right\|_{L^{\infty}(\hat{T})} \leq c h^{2} \quad \text { for } 0 \leq m \leq k+1 . \tag{2.3.9}
\end{equation*}
$$

Furthermore, $\Phi_{T}$ satisfies (2.3.3).
Proof. Using the Leibniz formula, we have for any $\hat{x} \in \hat{T} \backslash \hat{\sigma}$,

$$
\begin{aligned}
D^{m} \Phi_{T}(\hat{x}) & =D_{\hat{x}}^{m}\left(\left(\lambda^{*}\right)^{k+2}(p(y)-y)\right) \\
& =\sum_{r=0}^{m}\binom{m}{r}(k+2) \ldots(k+3-r)\left(\lambda^{*}\right)^{k+2-r}\left(D_{\hat{x}} \lambda^{*}\right)^{r} D_{\hat{x}}^{m-r}(p(y)-y)
\end{aligned}
$$

Applying (2.3.8) gives

$$
\left\|D_{\hat{x}}^{m}\left(\left(\lambda^{*}\right)^{k+2}(p(y)-y)\right)\right\|_{L^{\infty}(\hat{T} \backslash \hat{\sigma})} \leq c \sum_{r=0}^{m}\left(\lambda^{*}\right)^{k+2-r} \frac{c h^{2}}{\left(\lambda^{*}\right)^{m-r}} \leq c h^{2}\left(\lambda^{*}\right)^{k+2-m} .
$$

The mapping $\Phi_{T}$ is $C^{k+1}$ on $\hat{T} \backslash \hat{\sigma}$ with derivatives of order less than or equal to


Figure 2.3.2: A plot of two sections of triangulation. The left shows three tetrahedra in $\check{\mathscr{T}}_{h}$ and the right shows the corresponding three tetrahedra in $\mathscr{T}_{h}^{e}$. The surface is shown by spots on both sides. The red and yellow tetrahedra (left and right in each image) share a face with the boundary $(l=3)$ and the blue tetrahedron (centre in each image) shares an edge with the boundary $(l=2)$. This means the red and yellow curved tetrahedra have four curved faces and the blue tetrahedron has two curved faces.
$k+1$ tending to zero when $\hat{x}$ tends to a point in $\hat{\sigma}$, since $\lambda^{*}=0$ for $\hat{x} \in \hat{\sigma}$. Hence, $\Phi_{T}$ is a $C^{k+1}$ mapping on $\hat{T}$ (Gilbarg and Trudinger 2001, p. 10) which satisfies (2.3.9).

Since $\left|\partial \hat{x}_{l} / \partial x_{j}\right| \leq c h,($ Ciarlet and Raviart 1972a, p. 239), we know that

$$
\left|A_{T}^{-1}\right|=\frac{c}{h} \quad \text { and } \quad C_{T} \leq \sup _{\hat{x} \in \hat{T}}\left(\left|D \Phi_{T} \hat{x}\right|\left|A_{T}\right|^{-1}\right) \leq c h
$$

Hence $\Phi_{T}$ satisfies (2.3.3) for $h$ small enough.

We will call the exact triangulation, defined by $F_{T}^{e}$ above, $\mathscr{T}_{h}^{e}$. Note that under this construction, in three dimensions, simplices in $\mathscr{T}_{h}^{e}$, which have more than one vertex on the boundary, can have more than one curved face. See Figure 2.3.2 for example.

Remark 2.3.6. Note that we could have chosen $\Phi_{T}(\hat{x})=\lambda^{*}(p(y)-y)$. This would define an exact triangulation of $\Omega$ however this function is not $C^{1}(T)$, since the first derivatives are not continuous at $\lambda^{*}=0$. This would mean the interpolation theory of Bernardi (1989) would not be available. Our construction combines the ideas of Lenoir (1986) and Dubois (1990).

## Computational domain

We are now in a position to define our computational domains $\Omega_{h}^{(k)}$ and $\Gamma_{h}^{(k)}$. Given $T \in \breve{\mathscr{T}}_{h}$, let $\phi_{1}^{k}, \ldots, \phi_{n_{k}}^{k}$ be a Lagrangian basis of degree $k$ on $\hat{T}$ corresponding to the nodal points $\hat{x}^{1}, \ldots, \hat{x}^{n_{k}}$ (see Figure 2.4.1). Then for $\hat{x} \in \hat{T}$, we can define a
parametrisation of a polynomial simplex $T^{(k)}$ by

$$
\begin{equation*}
F_{T}^{(k)}(\hat{x})=\sum_{j=1}^{n_{k}} F_{T}^{e}\left(\hat{x}^{j}\right) \phi_{j}^{k}(\hat{x}) . \tag{2.3.10}
\end{equation*}
$$

We can carry out this procedure for each simplex $T \in \check{\mathscr{T}}_{h}$. Since the basis functions $\left\{\phi_{j}^{k}\right\}$ are unisolvent, $F_{T}^{(k)}$ is also a diffeomorphism on each simplex. We define $\Omega_{h}^{(k)}$ as the union of elements $\mathscr{T}_{h}^{(k)}$ given by

$$
T^{(k)}:=\left\{F_{T}^{(k)}(\hat{x}): \hat{x} \in \hat{T}\right\}, \quad \mathscr{T}_{h}^{(k)}:=\left\{T^{(k)}: T \in \check{\mathscr{T}}\right\} .
$$

Then $\Gamma_{h}^{(k)}$ is defined to be the boundary of the domain $\Omega_{h}^{(k)}$ with triangulation $\left.\mathscr{T}_{h}^{(k)}\right|_{\Gamma_{h}^{(k)}}$. The choice of Lagrangian basis ensures that the nodes of $\Gamma_{h}^{(k)}$ lie on $\Gamma$. This construction admits quasi-uniform triangulations $\mathscr{T}_{h}^{(k)}$ and $\left.\mathscr{T}_{h}^{(k)}\right|_{\Gamma_{h}^{(k)}}$ for $\Omega_{h}^{(k)}$ and $\Gamma_{h}^{(k)}$, respectively. Note that, like the exact simplices in $\mathscr{T}_{h}^{e}$, the simplices in $\mathscr{T}_{h}^{(k)}$ can have curved (polynomial) faces.

### 2.3.2 Bulk estimates

In this section, we will bound the difference between the exact and computational domains using the fact that $F_{T}^{(k)}$ is an interpolant of the parametrisation $F_{T}^{e}$.

We define a function $G_{h}: \Omega_{h}^{(k)} \rightarrow \Omega$ locally by $\left.G_{h}\right|_{T^{(k)}}:=F_{T}^{e} \circ\left(F_{T}^{(k)}\right)^{-1}$ for each $T^{(k)} \in \mathscr{T}_{h}^{(k)}$. This is a homeomorphism, which when restricted to interior simplices (those with at most one vertex on the boundary) is the identity map. We use the notation $D G_{h}$ for the gradient of $G_{h}$, where $\left(D G_{h}\right)_{i j}=\left(\partial / \partial x_{j}\right)\left(G_{h}\right)_{i}$ and $D G_{h}^{\mathrm{t}}$ for its transpose. We will also write $D G_{h}^{-1}$ for $D\left(G_{h}^{-1}\right)=\left(D G_{h}\right)^{-1}$. We denote by $\left.J_{h}\right|_{T}$ the absolute value of the determinant of $\left.D G_{h}\right|_{T}$.

We denote by $B_{h}$ the union of elements in $\mathscr{T}_{h}^{(k)}$ which have more than one vertex on the boundary $\Gamma_{h}^{(k)}$ and $B_{h}^{\ell}=G_{h}\left(B_{h}\right)$ the associated exact elements in $\mathscr{T}_{h}^{e}$. Note that $B_{h}$ is the region where $G_{h}$ is different from the identity.

Let us use the notation that for a fixed $\hat{x} \in \hat{T}$, we denote $F_{T}^{(k)}(\hat{x})=x$, then one may write that

$$
\begin{equation*}
G_{h}(x)=F_{T}^{e}\left(\left(F_{T}^{(k)}\right)^{-1}(x)\right)=F_{T}^{e}(\hat{x})=x+\left(F_{T}^{e}(\hat{x})-F_{T}^{(k)}(\hat{x})\right) . \tag{2.3.11}
\end{equation*}
$$

Lemma 2.3.7. If $\Gamma$ is $C^{k+1}$, then $\left.G_{h}\right|_{T^{(k)}}$ is $C^{k+1}\left(T^{(k)}\right)$ for each $T^{(k)} \in \mathscr{T}_{h}^{(k)}$ and we have that $\left\|G_{h}\right\|_{W^{k+1, \infty}\left(T^{(k)}\right)}$ is bounded independently of $h$.

Proof. Using (2.3.11), we can write $G_{h}$ as

$$
G_{h}(x)=F_{T}(\hat{x})+\Phi_{T}(\hat{x}) .
$$

Since $x \mapsto \hat{x}$ is smooth on each element, $G_{h}$ is the sum of an affine function and a $C^{k+1}$ function, so $G_{h}$ is of class $C^{k+1}$ on $T^{(k)}$. To achieve the bound independently of $h$, we use (2.3.3).

The next proposition is the main result in this section. It gives bounds on the geometric errors between $\Omega$ and $\Omega_{h}$. We show this bound for boundary simplices only since for interior simplices $\left.D G_{h}^{t}\right|_{T}=\mathrm{Id}$ and $\left.J_{h}\right|_{T}=1$.

Proposition 2.3.8 (Geometric bulk estimates). Let $T \in \mathscr{T}_{h}^{(k)}$ be a boundary simplex and $T^{e}$ the associated exact simplex in $\mathscr{T}_{h}^{e}$. Under the assumption that $\mathscr{T}_{h}$ is quasi-uniform, for sufficiently small $h$, we have that

$$
\begin{align*}
\left\|\left.D G_{h}^{t}\right|_{T}-\mathrm{Id}\right\|_{L^{\infty}(T)} & \leq c h^{k}  \tag{2.3.12a}\\
\left\|\left.J_{h}\right|_{T}-1\right\|_{L^{\infty}(T)} & \leq c h^{k} . \tag{2.3.12b}
\end{align*}
$$

Proof. We will show that

$$
\left|\frac{\partial}{\partial x_{j}}\left(G_{h}\right)_{i}-\delta_{i j}\right| \leq c h^{k}
$$

which will show the required bounds. The first result follows a simple calculations and the second is shown by Ipsen and Rehman (2008).

We start by taking the $x_{j}$ derivative of $G_{h}$ to get

$$
\frac{\partial}{\partial x_{j}}\left(G_{h}\right)_{i}=\sum_{l} \frac{\partial\left(F_{T}^{(k)}\right)^{-1}(x)_{l}}{\partial x_{j}} \frac{\partial\left(F_{T}^{e}(\hat{x})\right)_{i}}{\partial \hat{x}_{l}}
$$

where we have used the substitution $F_{T}^{(k)}(\hat{x})=x$. Similarly, we have

$$
\delta_{i j}=\frac{\partial\left(F_{T}^{(k)}\right)^{-1}(x)_{i}}{\partial x_{j}}=\sum_{l} \frac{\partial\left(F_{T}^{(k)}\right)^{-1}(x)_{l}}{\partial x_{j}} \frac{\partial\left(F_{T}^{(k)}(\hat{x})\right)_{i}}{\partial \hat{x}_{l}} .
$$

Hence

$$
\frac{\partial}{\partial x_{j}}\left(G_{h}\right)_{i}-\delta_{i j}=\sum_{l} \frac{\partial\left(F_{T}^{(k)}\right)^{-1}(x)_{l}}{\partial x_{j}} \frac{\partial}{\partial \hat{x}_{l}}\left(F_{T}^{e}(\hat{x})-F_{T}^{(k)}(\hat{x})\right)_{i} .
$$

It is classical (Ciarlet and Raviart 1972a, Lemma 7, p. 238) that

$$
\left|\frac{\partial\left(\left(F_{T}^{(k)}\right)^{-1}(\hat{x})\right)_{l}}{\partial x_{j}}\right|=\left|\frac{\partial \hat{x}_{l}}{\partial x_{j}}\right| \leq \frac{c}{h}
$$

and from standard interpolation theory, we see that

$$
\left|\frac{\partial}{\partial \hat{x}_{l}}\left(F_{T}^{e}(\hat{x})-F_{T}^{(k)}(\hat{x})\right)_{i}\right| \leq c\left\|D_{\hat{x}}^{k+1}\left(F_{T}^{e}\right)\right\|_{L^{\infty}(\hat{T})}
$$

However we may use the fact that $\left|D_{\hat{x}}^{m+1} x_{j}\right| \leq c h^{m}$ (Ciarlet and Raviart 1972a, p. 239) and change coordinates to see

$$
\left\|D_{\hat{x}}^{k+1}\left(F_{T}^{e}\right)\right\|_{L^{\infty}(\hat{T})} \leq c h^{k+1}\left\|F_{T}^{e} \circ\left(F_{T}^{(k)}\right)^{-1}\right\|_{W^{k+1, \infty}\left(T^{(k)}\right)}=c h^{k+1}\left\|G_{h}\right\|_{W^{k+1, \infty}\left(T^{(k)}\right)}
$$

From Lemma 2.3.7, we know $\left\|G_{h}\right\|_{W^{k+1, \infty}\left(T^{(k)}\right)}$ is bounded independently of $h$, this shows that

$$
\left|\frac{\partial}{\partial x_{j}}\left(G_{h}\right)_{i}-\delta_{i j}\right| \leq c h^{k}
$$

We next show how we can relate functions defined on the exact and computational domains. We do this through a 'lifting' process.
Definition 2.3.9. For a function $\eta_{h}: \Omega_{h}^{(k)} \rightarrow \mathbb{R}$, we define its lift $\eta_{h}^{\ell}: \Omega \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\eta_{h}^{\ell}:=\eta_{h} \circ G_{h}^{-1} . \tag{2.3.13}
\end{equation*}
$$

For a function $\eta: \Omega \rightarrow \mathbb{R}$, we can define its inverse lift $\eta^{-\ell}: \Omega_{h}^{(k)} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\eta^{-\ell}:=\eta \circ G_{h} . \tag{2.3.14}
\end{equation*}
$$

From this definition, it follows that $\left(\eta^{-\ell}\right)^{\ell}=\eta$. We can show that norms on $\Omega$ and $\Omega_{h}^{(k)}$ are equivalent using this process:
Proposition 2.3.10. Let $\eta_{h}: \Omega_{h}^{(k)} \rightarrow \mathbb{R}$ and let $\eta_{h}^{\ell}: \Omega \rightarrow \mathbb{R}$ be its lift. Then there exists constants $c_{1}, c_{2}>0$, independent of $h$, such that

$$
\begin{gather*}
c_{1}\left\|\eta_{h}^{\ell}\right\|_{L^{2}(\Omega)} \leq\left\|\eta_{h}\right\|_{L^{2}\left(\Omega_{h}^{(k)}\right)} \leq c_{2}\left\|\eta_{h}^{\ell}\right\|_{L^{2}(\Omega)},  \tag{2.3.15a}\\
c_{1}\left\|\nabla \eta_{h}^{\ell}\right\|_{L^{2}(\Omega)} \leq\left\|\nabla \eta_{h}\right\|_{L^{2}\left(\Omega_{h}^{(k)}\right)} \leq c_{2}\left\|\nabla \eta_{h}^{\ell}\right\|_{L^{2}(\Omega)} . \tag{2.3.15b}
\end{gather*}
$$

Proof. Using the transformation $y=G_{h}(x)$, we can write integrals over $\Omega_{h}^{(k)}$ as

$$
\int_{\Omega_{h}^{(k)}} \eta_{h}(x) \mathrm{d} x=\int_{\Omega} \eta_{h}^{\ell}(y)\left(J_{h}^{\ell}(y)\right)^{-1} \mathrm{~d} y,
$$

and the gradient of $\Omega_{h}^{(k)}$ as

$$
\nabla_{x} \eta_{h}(x)=D G_{h}^{\mathrm{t}}(y) \nabla_{y} \eta_{h}^{\ell}(y) .
$$

The two results then simply follow by applying the previous proposition.
In the following error analysis, we will require the following narrow band trace inequality.

Lemma 2.3.11. Let $\mathcal{N}_{\delta} \subseteq U$ be the band of width $\delta$, given by

$$
\begin{equation*}
\mathcal{N}_{\delta}=\{x \in \Omega:-\delta<d(x)<0\}, \tag{2.3.16}
\end{equation*}
$$

where $d$ is the signed distance function to $\Gamma$. Assuming that $\delta>0$ is sufficiently small so that $\mathcal{N}_{\delta} \subset U$, it holds that for $\eta \in H^{1}(\Omega)$

$$
\begin{equation*}
\|\eta\|_{L^{2}\left(\mathcal{N}_{\delta}\right)} \leq c \delta^{\frac{1}{2}}\|\eta\|_{H^{1}(\Omega)} . \tag{2.3.17}
\end{equation*}
$$

Proof. After this proof was written, the author was informed that this result was given by Oganesyan and Rukhovets (1979).

First, we may assume that $\eta \in C^{1}(\Omega)$, since the more general result will follow by a density argument. Note that $d \in C^{2}\left(\mathcal{N}_{\delta}\right)$ and $|\nabla d|=1$ on $\mathcal{N}_{\delta}$. We can apply the co-area formula to integrals over $\mathcal{N}_{\delta}$ as follows:

$$
\begin{equation*}
\int_{\mathcal{N}_{\delta}} \eta(y)^{2} \mathrm{~d} y=\int_{\mathcal{N}_{\delta}} \eta(y)^{2}|\nabla d(y)| \mathrm{d} y=\int_{-\delta}^{0}\left(\left.\int_{\Gamma_{s}} \eta^{2}\right|_{\Gamma_{s}} \mathrm{~d} \sigma\right) \mathrm{d} s . \tag{2.3.18}
\end{equation*}
$$

Here $\Gamma_{s}$ denotes the $C^{2}$ hypersurface which is the inverse images of $s$ under $d$, namely $\Gamma_{s}=\left\{x \in \mathcal{N}_{\delta}: d(x)=s\right\}$.

Next, we wish to apply a trace inequality type argument to bound the righthand side of this equation. We follow the proof of the trace inequality from Grisvard (2011, Theorem 1.5.1.10). Let the vector field $D: \bar{\Omega} \rightarrow \mathbb{R}^{n}$ be an extension of $\nabla d$ in $C^{1}(\bar{\Omega})$, equal to $\nabla d$ on $\mathcal{N}_{\delta}$, with the bound $\|D\|_{C^{1}(\bar{\Omega})} \leq c\|d\|_{C^{2}\left(\mathcal{N}_{\delta}\right)}$. Setting $\Omega_{s}=\{x \in \Omega: d(x)<s\}$, we have that

$$
\int_{\Omega_{s}} \nabla\left(\eta^{2}\right) \cdot D \mathrm{~d} x=2 \int_{\Omega_{s}} \eta \nabla \eta \cdot D \mathrm{~d} x .
$$

On the other hand, applying Green's theorem, using the notation $\nu_{s}$ for the normal to $\Gamma_{s}$, we obtain

$$
\int_{\Omega_{s}} \nabla\left(\eta^{2}\right) \cdot D \mathrm{~d} x=\int_{\Gamma_{s}} \eta^{2} D \cdot \nu_{s} \mathrm{~d} \sigma-\int_{\Omega_{s}} \eta^{2} \nabla \cdot D \mathrm{~d} x
$$

Since $D \cdot \nu_{s}=1$ on $\Gamma_{s}$, combining these two equations we have that

$$
\int_{\Gamma_{s}} \eta^{2} D \cdot \nu_{s} \mathrm{~d} \sigma=2 \int_{\Omega_{s}} \eta \nabla \eta \cdot D \mathrm{~d} x+\int_{\Omega_{s}} \eta \nabla \cdot D \mathrm{~d} x
$$

which means that

$$
\int_{\Gamma_{s}} \eta^{2} \mathrm{~d} \sigma \leq 2 \max _{\bar{\Omega}_{s}}|D| \int_{\Omega_{s}}|\eta||\nabla \eta| \mathrm{d} x+\max _{\bar{\Omega}_{s}}|\nabla \cdot D| \int_{\Omega_{s}} \eta^{2} \mathrm{~d} x
$$

Since we have that $\Omega_{s} \subseteq \Omega$, applying a Young's inequality gives

$$
\int_{\Gamma_{s}} \eta^{2} \mathrm{~d} \sigma \leq c\|D\|_{C^{1}(\bar{\Omega})} \int_{\Omega}\left(|\nabla \eta|^{2}+\eta^{2}\right) \mathrm{d} x
$$

Hence, using (2.3.18), we have that

$$
\|\eta\|_{L^{2}\left(\mathcal{N}_{\delta}\right)}^{2} \leq c \delta\|\eta\|_{H^{1}(\Omega)}^{2}
$$

### 2.3.3 Surface estimates

In this section, we will recall results for the approximation of the surface. These follow since $\Gamma_{h}^{(k)}$ can be viewed an an interpolant of $\Gamma$. Proofs of these results for $k=1$ are given in Appendix A. Proofs for $k \geq 1$ are given by Demlow (2009).

We remark that these proofs are available since $\left.G_{h}\right|_{\Gamma_{h}^{(k)}}=\left.p\right|_{\Gamma_{h}^{(k)}}$, the closest point operator.

Proposition 2.3.12 (Geometric surface estimates). Under our assumptions on $\Gamma$ and $\Gamma_{h}^{(k)}$, we have that

$$
\begin{equation*}
\|d\|_{L^{\infty}\left(\Gamma_{h}^{(k)}\right)} \leq c h^{k+1} \tag{2.3.19}
\end{equation*}
$$

Let $\mu_{h}$ be the quotient of measures on the surface and approximate surface, so that $\mathrm{d} \sigma=\mu_{h} \mathrm{~d} \sigma_{h}$. Then we have the estimate

$$
\begin{equation*}
\sup _{\Gamma_{h}^{(k)}}\left|1-\mu_{h}\right| \leq c h^{k+1} \tag{2.3.20}
\end{equation*}
$$

Let $P$ and $P_{h}$ denote projections onto the tangent space of $\Gamma$ and $\Gamma_{h}$ respectively.

$$
\begin{equation*}
\mathcal{Q}_{h}=\frac{1}{\mu_{h}}(\operatorname{Id}-d \mathcal{H}) P P_{h} P(\operatorname{Id}-d \mathcal{H}) \tag{2.3.21}
\end{equation*}
$$

then we have the estimate

$$
\begin{equation*}
\left|P-\mathcal{Q}_{h}\right| \leq c h^{k+1} \tag{2.3.22}
\end{equation*}
$$

We use the closest point operator (A.2.2) to define the lift of surface functions. Definition 2.3.13. Given $\xi_{h}: \Gamma_{h}^{(k)} \rightarrow \mathbb{R}$, we define its lift, denoted by $\xi_{h}^{\ell}: \Gamma \rightarrow \mathbb{R}$, (implicitly) by

$$
\begin{equation*}
\xi_{h}^{\ell}(p(x)):=\xi_{h}(x) . \tag{2.3.23}
\end{equation*}
$$

Similarly, for a function $\xi: \Gamma \rightarrow \mathbb{R}$, we define its inverse lift, written $\xi^{-\ell}: \Gamma_{h}^{(k)} \rightarrow \mathbb{R}$, by

$$
\begin{equation*}
\xi^{-\ell}(x):=\xi(p(x)) . \tag{2.3.24}
\end{equation*}
$$

Similarly to Proposition 2.3.10, we have a result equating norms on $\Gamma$ and $\Gamma_{h}^{(k)}$.

Proposition 2.3.14. Let $\xi_{h}: \Gamma_{h}^{(k)} \rightarrow \mathbb{R}$ and let $\xi_{h}^{\ell}: \Gamma \rightarrow \mathbb{R}$ be its lift. Then there exists constants $c_{1}, c_{2}>0$, independent of $h$, such that

$$
\begin{align*}
& c_{1}\left\|\xi_{h}^{\ell}\right\|_{L^{2}(\Gamma)} \leq\left\|\xi_{h}\right\|_{L^{2}\left(\Gamma_{h}^{(k)}\right)} \leq c_{2}\left\|\xi_{h}^{\ell}\right\|_{L^{2}(\Gamma)}  \tag{2.3.25a}\\
& c_{1}\left\|\nabla_{\Gamma} \xi_{h}^{\ell}\right\|_{L^{2}(\Gamma)} \leq\left\|\nabla_{\Gamma_{h}} \xi_{h}\right\|_{L^{2}\left(\Gamma_{h}^{(k)}\right)} \leq c_{2}\left\|\nabla_{\Gamma} \xi_{h}^{\ell}\right\|_{L^{2}(\Gamma)} \tag{2.3.25b}
\end{align*}
$$

### 2.4 Finite element method

This section describes our finite element method. In this chapter, we will use piecewise polynomial finite element functions of the same degree as the approximation of the domain. This leads to so-called isoparametric elements which will give the optimal rate of convergence. One could also implement this method with different order finite element functions, although this would lead to a suboptimal order error.

### 2.4.1 Isoparametric finite element spaces

We use this section to define finite element spaces $V_{h}^{(k)}$ and $S_{h}^{(k)}$ used in our finite element method. We recall that the computational domains $\Omega_{h}^{(k)}$ and $\Gamma_{h}^{(k)}$ are defined by element-wise parametrisations $F_{T}^{(k)}: \hat{T} \rightarrow T^{(k)} \subseteq \Omega_{h}^{(k)}$ (2.3.10). In both the bulk and surface cases, we define the finite element functions to be continuous functions which are piecewise polynomials of degree $k$ with respect to the barycentric


Figure 2.4.1: The locations of the order $k$ Lagrangian nodes in three space dimensions on a tetrahedron.
coordinates of the reference element in dimensions $n$ and $n-1$. An important part of the construction is that the trace of a finite element function from $V_{h}^{(k)}$ on $\Gamma_{h}^{(k)}$ lies in $S_{h}^{(k)}$.

More precisely, for the bulk finite element functions, we define

$$
\begin{equation*}
V_{h}^{(k)}:=\left\{\eta_{h} \in C\left(\Omega_{h}^{(k)}\right):\left.\eta_{h}\right|_{T}=\hat{\eta}_{h} \circ\left(F_{T}^{(k)}\right)^{-1} \text { with } \hat{\eta}_{h} \in P_{k}(\hat{T}) \text { for all } T \in \mathscr{T}_{h}^{(k)}\right\} . \tag{2.4.1}
\end{equation*}
$$

For the surface finite element functions, we introduce

$$
\begin{align*}
S_{h}^{(k)}:=\left\{\xi_{h} \in C\left(\Gamma_{h}^{(k)}\right):\left.\xi_{h}\right|_{\tau}=\hat{\xi}_{h} \circ\left(F_{T}^{(k)}\right)^{-1}\right. & \text { with } \hat{\xi}_{h} \in P_{k}(\hat{\tau}) \text { and } \tau \subset T \in \mathscr{T}_{h}^{(k)} \\
& \text { for all } \left.\left.\tau \in \mathscr{T}_{h}^{(k)}\right|_{\Gamma_{h}^{(k)}}\right\} . \tag{2.4.2}
\end{align*}
$$

We have used the notation $\hat{\tau}=\left(F_{T}^{(k)}\right)^{-1}(\tau)$ for the face of the reference element $\hat{T}$ corresponding to $\tau$ and $P_{k}(\omega)$ for the space of Lagrangian polynomials of degree $k$ on $\omega$; see Figure 2.4.1 for the location of Lagrangian nodes in three dimensions.

We will write $\nu_{h}$ for the element-wise defined outward normal to $\Gamma_{h}^{(k)}$. This lets us define the tangential gradient of a finite element function $\xi_{h} \in S_{h}^{(k)}$ by

$$
\nabla_{\Gamma_{h}} \xi_{h}:=\nabla \widetilde{\xi}_{h}-\left(\nabla \widetilde{\xi}_{h} \cdot \nu_{h}\right) \nu_{h}=P_{h} \nabla \widetilde{\xi}_{h} .
$$

From now on we will assume $k$ is fixed and write $\Omega_{h}, \Gamma_{h}, \mathscr{T}_{h}, V_{h}$ and $S_{h}$ for $\Omega_{h}^{(k)}, \Gamma_{h}^{(k)}, \mathscr{T}_{h}^{(k)}, V_{h}^{(k)}$ and $S_{h}^{(k)}$ without ambiguity.

### 2.4.2 Description of the method

We define approximations, $f_{h}$ and $g_{h}$, of the data, $f$ and $g$, using the appropriate inverse lifts. That is:

$$
\begin{equation*}
f_{h}=f^{-\ell} J_{h}, \quad g_{h}=g^{-\ell} \mu_{h} . \tag{2.4.3}
\end{equation*}
$$

The discrete problem is: Find $\left(u_{h}, v_{h}\right) \in V_{h} \times S_{h}$ such that

$$
\begin{align*}
& \alpha \int_{\Omega_{h}}\left(\nabla u_{h} \cdot \nabla \eta_{h}+u_{h} \eta_{h}\right) \mathrm{d} x+\beta \int_{\Gamma_{h}}\left(\nabla_{\Gamma_{h}} v_{h} \cdot \nabla_{\Gamma_{h}} \xi_{h}+v_{h} \xi_{h}\right) \mathrm{d} \sigma_{h} \\
& \quad+\int_{\Gamma_{h}}\left(\alpha u_{h}-\beta v_{h}\right)\left(\alpha \eta_{h}-\beta \xi_{h}\right) \mathrm{d} \sigma_{h}=\alpha \int_{\Omega_{h}} f_{h} \eta_{h} \mathrm{~d} x+\beta \int_{\Gamma_{h}} g_{h} \xi_{h} \mathrm{~d} \sigma_{h},  \tag{2.4.4}\\
& \text { for all }\left(\eta_{h}, \xi_{h}\right) \in V_{h} \times S_{h} .
\end{align*}
$$

Remark 2.4.1. This choice of $f_{h}$ and $g_{h}$ is not fully practical for arbitrary $(f, g) \in$ $L^{2}(\Omega) \times L^{2}(\Gamma)$ as the right-hand side integrals would need to be calculated via some numerical integration rule. We are not concerned with analysing such errors in this chapter and will assume that it is possible to calculate these integrals exactly; for general results on numerical integration in the context of curved domains, see Ciarlet and Raviart (1972b) and Barrett and Elliott (1987a).

Remark 2.4.2. To implement this method, we use exact integration to calculate mass and stiffness matrices on reference elements using the transformation (2.3.10).

We introduce the following functionals on $V_{h} \times S_{h}$ to describe the finite element method more succinctly:

$$
\begin{aligned}
a_{h}\left(\left(w_{h}, y_{h}\right)\left(\eta_{h}, \xi_{h}\right)\right):=\alpha & \int_{\Omega_{h}}\left(\nabla w_{h} \cdot \nabla \eta_{h}+w_{h} \eta_{h}\right) \mathrm{d} x \\
& +\beta \int_{\Gamma_{h}}\left(\nabla_{\Gamma_{h}} y_{h} \cdot \nabla_{\Gamma_{h}} \xi_{h}+y_{h} \xi_{h}\right) \mathrm{d} \sigma_{h} \\
& +\int_{\Gamma_{h}}\left(\alpha w_{h}-\beta y_{h}\right)\left(\alpha \eta_{h}-\beta \xi_{h}\right) \mathrm{d} \sigma_{h} \\
l_{h}\left(\left(\eta_{h}, \xi_{h}\right)\right):=\alpha & \int_{\Omega_{h}} f_{h} \eta_{h} \mathrm{~d} x+\beta \int_{\Gamma_{h}} g_{h} \xi_{h} \mathrm{~d} \sigma_{h}
\end{aligned}
$$

so that we can write (2.4.4) as: Find $\left(u_{h}, v_{h}\right) \in V_{h} \times S_{h}$ such that

$$
\begin{equation*}
a_{h}\left(\left(u_{h}, v_{h}\right),\left(\eta_{h}, \xi_{h}\right)\right)=l_{h}\left(\left(\eta_{h}, \xi_{h}\right)\right) \quad \text { for all }\left(\eta_{h}, \xi_{h}\right) \in V_{h} \times S_{h} \tag{2.4.5}
\end{equation*}
$$

Theorem 2.4.3. The finite element method defined in (2.4.4) has a unique solution
$\left(u_{h}, v_{h}\right) \in V_{h} \times S_{h}$ for $h$ small enough, which satisfies the bound

$$
\begin{equation*}
\left\|\left(u_{h}, v_{h}\right)\right\|_{H^{1}\left(\Omega_{h}\right) \times H^{1}\left(\Gamma_{h}\right)} \leq c\|(f, g)\|_{L^{2}(\Omega) \times L^{2}(\Gamma)} . \tag{2.4.6}
\end{equation*}
$$

Proof. It is clear that the equations have a unique solution since $a_{h}$ is also coercive - this follows from the same reasoning as (2.2.10). To show the bound, we use the coercivity of $a_{h}$, the equivalence of norms shown in Proposition 2.3.10 and Proposition 2.3.14, and equations (2.3.12b) and (2.3.20) to see that for $h$ small enough:

$$
\left\|\left(u_{h}, v_{h}\right)\right\|_{H^{1}(\Omega) \times H^{1}(\Gamma)} \leq c\left\|\left(f_{h}, g_{h}\right)\right\|_{L^{2}\left(\Omega_{h}\right) \times L^{2}\left(\Gamma_{h}\right)} \leq c\|(f, g)\|_{L^{2}(\Omega) \times L^{2}(\Gamma)} .
$$

### 2.4.3 Lifted finite element spaces

In order to estimate the errors introduced in our finite element method, we define the lifted finite element space that lifts of finite element functions live in. In particular, this allows us to define ( $u_{h}^{\ell}, v_{h}^{\ell}$ ); the lifts of the finite element solution defined on the same domains - in fact, in the same spaces - as the solutions of the continuous problem. We define the lifted finite element spaces as

$$
\begin{align*}
V_{h}^{\ell} & :=\left\{\eta_{h}^{\ell}: \eta_{h} \in V_{h}\right\} \subseteq H^{1}(\Omega), \\
S_{h}^{\ell} & :=\left\{\xi_{h}^{\ell}: \xi_{h} \in S_{h}\right\} \subseteq H^{1}(\Gamma) . \tag{2.4.7}
\end{align*}
$$

It is important to note that the trace on $\Gamma$ of functions in $V_{h}^{\ell}$ lives in $S_{h}^{\ell}$.
Proposition 2.4.4 (Approximation property). For the lifted finite element spaces $V_{h}^{\ell}$ and $S_{h}^{\ell}$ defined above, there exists an interpolation operator $I_{h}: H^{k+1}(\Omega) \times$ $H^{k+1}(\Gamma) \rightarrow V_{h}^{\ell} \times S_{h}^{\ell}$ such that for $2 \leq m \leq k+1$,

$$
\begin{align*}
\left\|(w, y)-I_{h}(w, y)\right\|_{L^{2}(\Omega) \times L^{2}(\Gamma)}+h \|(w, y) & -I_{h}(w, y) \|_{H^{1}(\Omega) \times H^{1}(\Gamma)}  \tag{2.4.8}\\
\leq & c h^{m}\|(w, y)\|_{H^{m}(\Omega) \times H^{m}(\Gamma)},
\end{align*}
$$

for all $(w, y) \in H^{2}(\Omega) \times H^{2}(\Gamma)$.
Proof. We start by defining the interpolation operator $\widetilde{I}_{h}: H^{2}(\Omega) \times H^{2}(\Gamma) \rightarrow V_{h} \times S_{h}$ so that $(w, y)$ and $\widetilde{I}_{h}(w, y)$ agree at the nodes of $\Omega_{h}$ and $\Gamma_{h}$. This defines a $\widetilde{I}_{h}(w, y)$ uniquely since the Lagrangian basis is unisolvent on each element. We use both lifts to define $I_{h}(w, y)=\left(\widetilde{I}_{h}(w, y)\right)^{\ell}$. The error bounds follow from previously studied interpolation theory; see Bernardi (1989) for the bulk and Demlow (2009) for the surface. The result for surface terms with $k=1$ is given in Proposition A.6.2.

Using the fact that, for $\left(w_{h}, y_{h}\right) \in V_{h} \times S_{h}$,

$$
\nabla\left(w_{h}^{\ell}\right)=\nabla\left(w_{h} \circ G_{h}^{-1}\right)=D G_{h}^{-\mathrm{t}}\left(\nabla w_{h}\right)^{\ell}
$$

(writing $D G_{h}^{-\mathrm{t}}$ for $\left(D G_{h}^{-1}\right)^{\mathrm{t}}$ ) and from Dziuk (1988),

$$
\left(P_{h}(\operatorname{Id}-d \mathcal{H})\right) \nabla_{\Gamma}\left(y_{h}^{\ell}\right)=\left(\nabla_{\Gamma_{h}} y_{h}\right)^{\ell},
$$

we have that

$$
\begin{aligned}
a_{h}\left(\left(w_{h}, y_{h}\right),\left(\eta_{h}, \xi_{h}\right)\right)= & \alpha \int_{\Omega}\left(D G_{h}^{\mathrm{t}} \nabla w_{h}^{\ell} \cdot D G_{h}^{\mathrm{t}} \nabla \eta_{h}^{\ell}+w_{h} \ell \eta_{h}^{\ell}\right)\left(J_{h}^{\ell}\right)^{-1} \mathrm{~d} x \\
& +\beta \int_{\Gamma}\left(\mathcal{Q}_{h} \nabla_{\Gamma} y_{h}^{\ell} \cdot \nabla_{\Gamma} \xi_{h}^{\ell}+y_{h}^{\ell} \xi_{h}^{\ell}\right)\left(\mu_{h}^{\ell}\right)^{-1} \mathrm{~d} \sigma \\
& +\int_{\Gamma}\left(\alpha w_{h}^{\ell}-\beta y_{h}^{\ell}\right)\left(\alpha \eta_{h}^{\ell}-\beta \xi_{h}^{\ell}\right)\left(\mu_{h}^{\ell}\right)^{-1} \mathrm{~d} \sigma \\
= & a_{h}^{\ell}\left(\left(w_{h}^{\ell}, y_{h}^{\ell}\right),\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right) .
\end{aligned}
$$

Whereas for the right-hand side, we immediately have that $l_{h}\left(\left(\eta_{h}, \xi_{h}\right)\right)=l\left(\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right)$ since

$$
\begin{gathered}
\int_{\Omega_{h}} f_{h} \eta_{h} \mathrm{~d} x=\int_{\Omega_{h}}\left(f^{-\ell} J_{h}\right) \eta_{h} \mathrm{~d} x=\int_{\Omega}\left(f^{-\ell} J_{h}\right)^{\ell} \eta_{h}^{\ell}\left(J_{h}^{\ell}\right)^{-1} \mathrm{~d} x \\
=\int_{\Omega} f J_{h}^{\ell} \eta_{h}^{\ell}\left(J_{h}^{\ell}\right)^{-1} \mathrm{~d} x=\int_{\Omega} f \eta_{h}^{\ell} \mathrm{d} x
\end{gathered}
$$

and

$$
\begin{gathered}
\int_{\Gamma_{h}} g_{h} \xi_{h} \mathrm{~d} \sigma_{h}=\int_{\Gamma_{h}}\left(g^{-\ell} \mu_{h}\right) \xi_{h} \mathrm{~d} \sigma_{h}=\int_{\Gamma}\left(g^{-\ell} \mu_{h}\right)^{\ell} \xi_{h}^{\ell}\left(\mu_{h}^{\ell}\right)^{-1} \mathrm{~d} \sigma \\
=\int_{\Gamma} g \mu_{h}^{\ell} \xi_{h}^{\ell}\left(\mu_{h}^{\ell}\right)^{-1} \mathrm{~d} \sigma=\int_{\Gamma} g \xi_{h}^{\ell} \mathrm{d} \sigma .
\end{gathered}
$$

Hence, we may rewrite (2.4.4) as: Find $\left(u_{h}^{\ell}, v_{h}^{\ell}\right) \in V_{h}^{\ell} \times S_{h}^{\ell}$

$$
\begin{equation*}
a_{h}^{\ell}\left(\left(u_{h}^{\ell}, v_{h}^{\ell}\right),\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right)=l\left(\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right) \quad \text { for all }\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right) \in V_{h}^{\ell} \times S_{h}^{\ell} . \tag{2.4.9}
\end{equation*}
$$

We will make use of the fact that $a_{h}^{\ell}$ now makes sense for all function pairs in $H^{1}(\Omega) \times H^{1}(\Gamma)$ in the following.

### 2.5 Error analysis

In this section, we wish to compare the error between the solutions $(u, v)$ of the continuous problem (2.1.1) and the solutions ( $u_{h}, v_{h}$ ) of the discrete problem (2.4.4) defined in Section 2.4.

One of the problems we have to overcome is the fact that the two problems are posed over different domains. However, the lift operators and the estimates from Section 2.3 will help us. The proof follows a similar route to the abstract error bounds from Section A.4.

In order to derive optimal order error estimates for $k>1$, we must assume higher regularity of the smooth solution $(u, v)$ and the surface $\Gamma$. We require $(u, v) \in$ $H^{k+1}(\Omega) \times H^{k+1}(\Gamma)$ which, in turn, forces $\Gamma$ to be $C^{k+2}$.

Theorem 2.5.1. Let $(u, v) \in H^{k+1}(\Omega) \times H^{k+1}(\Gamma)$ be the solution of the variational problem (2.2.7) and let $\left(u_{h}, v_{h}\right) \in V_{h} \times S_{h}$ be the solution of the finite element scheme given by (2.4.4). Denote by $u_{h}^{\ell}$ and $v_{h}^{\ell}$ the lifts of $u_{h}$ and $v_{h}$, respectively. Then we have the following error bounds:

$$
\begin{equation*}
\left\|\left(u-u_{h}^{\ell}, v-v_{h}^{\ell}\right)\right\|_{H^{1}(\Omega) \times H^{1}(\Gamma)} \leq C_{1} h^{k}, \tag{2.5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left(u-u_{h}^{\ell}, v-v_{h}^{\ell}\right)\right\|_{L^{2}(\Omega) \times L^{2}(\Gamma)} \leq C_{1} h^{k+1}, \tag{2.5.2}
\end{equation*}
$$

where

$$
C_{1}=c\left(\|(u, v)\|_{H^{k+1}(\Omega) \times H^{k+1}(\Gamma)}+\|(f, g)\|_{L^{2}(\Omega) \times L^{2}(\Gamma)}\right) .
$$

The proof of this result will be shown at the end of this section.

### 2.5.1 Geometric errors

As with the surface finite element method detailed in Appendix A, part of the error of the finite element method comes from the fact that there is a so-called 'variational crime', that is we are using different bilinear forms in the exact and approximate formulations and $V_{h} \nsubseteq H^{1}(\Omega)$ and $S_{h} \nsubseteq H^{1}(\Gamma)$. These errors come from the change in geometry of the computational domain. This error is encapsulated in the difference between the bilinear forms $a$ and $a_{h}^{\ell}$.

Lemma 2.5.2. For $(w, y),(\eta, \xi) \in V_{h}^{\ell} \times S_{h}^{\ell}$, we have

$$
\begin{align*}
& \left|a((w, y),(\eta, \xi))-a_{h}^{\ell}((w, y),(\eta, \xi))\right| \\
& \quad \leq c h^{k}\|w\|_{H^{1}\left(B_{h}^{\ell}\right)}\|\eta\|_{H^{1}\left(B_{h}^{\ell}\right)}+c h^{k+1}\|(w, y)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)}\|(\eta, \xi)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)} . \tag{2.5.3}
\end{align*}
$$

Proof. To prove this lemma, we split the forms $a$ and $a_{h}^{\ell}$ into bulk, surface and cross terms:

$$
\begin{aligned}
a^{(\Omega)}(w, \eta) & =\alpha \int_{\Omega} \nabla w \cdot \nabla \eta+w \eta \mathrm{~d} x \\
a^{(\Gamma)}(y, \xi) & =\beta \int_{\Gamma} \nabla_{\Gamma} y \cdot \nabla_{\Gamma} \xi+y \xi \mathrm{~d} \sigma \\
a^{(\times)}((w, y),(\eta, \xi)) & =\int_{\Gamma}(\alpha w-\beta y)(\alpha \eta-\beta \xi) \mathrm{d} \sigma .
\end{aligned}
$$

We define $a_{h}^{(\Omega)}, a_{h}^{(\Gamma)}$ and $a_{h}^{(\times)}$and $a_{h}^{(\Omega) \ell}, a_{h}^{(\Gamma) \ell}$ and $a_{h}^{(\times) \ell}$ similarly.
Given $w, \eta \in V_{h}^{\ell}$, we split the bulk term further:

$$
\begin{aligned}
& \left|a_{h}^{(\Omega) \ell}(w, \eta)-a^{(\Omega)}(w, \eta)\right| \\
& \quad=\alpha\left|\int_{\Omega_{h}} \nabla w^{-\ell} \cdot \nabla \eta^{-\ell}+w^{-\ell} \eta^{-\ell} \mathrm{d} x-\int_{\Omega} \nabla w \cdot \nabla \eta+w \eta \mathrm{~d} x\right| \\
& \quad \leq \alpha\left|\int_{\Omega_{h}} \nabla w^{-\ell} \cdot \nabla \eta^{-\ell} \mathrm{d} x-\int_{\Omega} \nabla w \cdot \nabla \eta \mathrm{~d} x\right|+\alpha\left|\int_{\Omega_{h}} w^{-\ell} \eta^{-\ell} \mathrm{d} x-\int_{\Omega} w \eta \mathrm{~d} x\right| \\
& \quad \leq \alpha\left|\mathcal{A}_{1}+\mathcal{A}_{2}+\mathcal{A}_{3}\right|+\alpha\left|\int_{\Omega_{h}} w^{-\ell} \eta^{-\ell} \mathrm{d} x-\int_{\Omega} w \eta \mathrm{~d} x\right|,
\end{aligned}
$$

with

$$
\begin{aligned}
& \mathcal{A}_{1}=\int_{\Omega}\left(D G_{h}^{\mathrm{t}}-\mathrm{Id}\right) \nabla w \cdot D G_{h}^{\mathrm{t}} \nabla \eta \frac{1}{J_{h}^{\ell}} \mathrm{d} x \\
& \mathcal{A}_{2}=\int_{\Omega} \nabla w \cdot\left(D G_{h}^{\mathrm{t}}-\mathrm{Id}\right) \nabla \eta \frac{1}{J_{h}^{\ell}} \mathrm{d} x \\
& \mathcal{A}_{3}=\int_{\Omega} \nabla w \cdot \nabla \eta\left(\frac{1}{J_{h}^{\ell}}-1\right) \mathrm{d} x .
\end{aligned}
$$

Making use of the fact that

$$
\frac{1}{J_{h}^{\ell}}-1=0 \quad \text { and } \quad D G_{h}^{\mathrm{t}}-\mathrm{Id}=0 \quad \text { in } \Omega \backslash B_{h}^{\ell}
$$

we actually have

$$
\begin{aligned}
& \mathcal{A}_{1}=\int_{B_{h}^{\ell}}\left(D G_{h}^{\mathrm{t}}-\mathrm{Id}\right) \nabla w \cdot D G_{h}^{\mathrm{t}} \nabla \eta \frac{1}{J_{h}^{\ell}} \mathrm{d} x \\
& \mathcal{A}_{2}=\int_{B_{h}^{\ell}} \nabla w \cdot\left(D G_{h}^{\mathrm{t}}-\mathrm{Id}\right) \nabla \eta \frac{1}{J_{h}^{\ell}} \mathrm{d} x \\
& \mathcal{A}_{3}=\int_{B_{h}^{\ell}} \nabla w \cdot \nabla \eta\left(\frac{1}{J_{h}^{\ell}}-1\right) \mathrm{d} x .
\end{aligned}
$$

Using Proposition 2.3.8, we see that the three terms $\mathcal{A}_{j}$ are bounded by

$$
\left|\mathcal{A}_{j}\right| \leq c h^{k}\|\nabla w\|_{L^{2}\left(B_{h}^{\ell}\right)}\|\nabla \eta\|_{L^{2}\left(B_{h}^{\ell}\right)} .
$$

Similarly, we obtain

$$
\left|\int_{\Omega_{h}} w^{-\ell} \eta^{-\ell} \mathrm{d} x-\int_{\Omega} w \eta \mathrm{~d} x\right|=\left|\int_{\Omega} w \eta\left(\frac{1}{J_{h}^{\ell}}-1\right) \mathrm{d} x\right| \leq c h^{k}\|w\|_{L^{2}\left(B_{h}^{\ell}\right)}\|\eta\|_{L^{2}\left(B_{h}^{\ell}\right)} .
$$

For the surface terms, given $y, \xi \in S_{h}^{\ell}$, we have

$$
\begin{aligned}
& \left|a_{h}^{(\Gamma) \ell}(y, \xi)-a^{(\Gamma)}(y, \xi)\right| \\
& =\beta\left|\int_{\Gamma_{h}} \nabla_{\Gamma_{h}} y^{-\ell} \cdot \nabla_{\Gamma_{h}} \xi^{-\ell}+y^{-\ell} \xi^{-\ell} \mathrm{d} \sigma_{h}-\int_{\Gamma} \nabla_{\Gamma} y \cdot \nabla_{\Gamma} \xi+y \xi \mathrm{~d} \sigma\right| \\
& \leq \beta\left|\int_{\Gamma_{h}} \nabla_{\Gamma_{h}} y^{-\ell} \cdot \nabla_{\Gamma_{h}} \xi^{-\ell} \mathrm{d} \sigma_{h}-\int_{\Gamma} \nabla_{\Gamma} y \cdot \nabla_{\Gamma} \xi \mathrm{d} \sigma\right|+\beta\left|\int_{\Gamma_{h}} y^{-\ell} \xi^{-\ell} \mathrm{d} \sigma_{h}-\int_{\Gamma} y \xi \mathrm{~d} \sigma\right| .
\end{aligned}
$$

Then using Proposition 2.3.12, we see that

$$
\begin{aligned}
& \left|\int_{\Gamma_{h}} \nabla_{\Gamma_{h}} y^{-\ell} \cdot \nabla_{\Gamma_{h}} \xi^{-\ell} \mathrm{d} \sigma_{h}-\int_{\Gamma} \nabla_{\Gamma} y \cdot \nabla_{\Gamma} \xi \mathrm{d} \sigma\right| \\
& \quad=\left|\int_{\Gamma}\left(\operatorname{Id}-\mu_{h}^{\ell} \mathcal{Q}_{h}^{\ell}\right) \nabla_{\Gamma} y \cdot \nabla_{\Gamma} \xi \mathrm{d} \sigma\right| \leq c h^{k+1}\left\|\nabla_{\Gamma} y\right\|_{L^{2}(\Gamma)}\left\|\nabla_{\Gamma} \xi\right\|_{L^{2}(\Gamma)},
\end{aligned}
$$

and

$$
\left|\int_{\Gamma_{h}} y^{-\ell} \xi^{-\ell} \mathrm{d} \sigma_{h}-\int_{\Gamma} y \xi \mathrm{~d} \sigma\right|=\left|\int_{\Gamma} y \xi\left(\frac{1}{\mu_{h}}-1\right) \mathrm{d} \sigma\right| \leq c h^{k+1}\|y\|_{L^{2}(\Gamma)}\|\xi\|_{L^{2}(\Gamma)} .
$$

This is the same reasoning as Lemma A.6.3.

Using the previous result, we also have that

$$
\begin{aligned}
& \left|a_{h}^{(\times) \ell}((w, y)(\eta, \xi))-a^{(\times)}((w, y)(\eta, \xi))\right| \\
& \quad=\left|\int_{\Gamma_{h}}\left(\alpha w^{-\ell}-\beta y^{-\ell}\right)\left(\alpha \eta^{-\ell}-\beta \xi^{-\ell}\right) \mathrm{d} \sigma_{h}-\int_{\Gamma}(\alpha w-\beta y)(\alpha \eta-\beta \xi) \mathrm{d} \sigma\right| \\
& \quad=\left|\int_{\Gamma}(\alpha w-\beta y)(\alpha \eta-\beta \xi)\left(\frac{1}{\mu_{h}^{\ell}}-1\right) \mathrm{d} \sigma\right| \\
& \quad \leq c h^{k+1}\|(w, y)\|_{L^{2}(\Gamma) \times L^{2}(\Gamma)}\|(\eta, \xi)\|_{L^{2}(\Gamma) \times L^{2}(\Gamma)} \\
& \quad \leq c h^{k+1}\|(w, y)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)}\|(\eta, \xi)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)} .
\end{aligned}
$$

This shows (2.5.3).
We remark briefly that since $\mathcal{B}_{h}^{\ell}$ is contained in $\Omega$, we also have for functions $(\eta, \xi) \in V_{h}^{\ell} \times S_{h}^{\ell}$ that

$$
\begin{align*}
& \left|a((w, y),(\eta, \xi))-a_{h}^{\ell}((w, y),(\eta, \xi))\right|  \tag{2.5.4}\\
& \quad \leq c h^{k}\|(w, y)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)}\|(\eta, \xi)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)} .
\end{align*}
$$

However, we can also use Lemma 2.3.11, for integrals over $\mathcal{B}_{h}^{\ell}$ :
Lemma 2.5.3. For $\eta \in H^{1}(\Omega)$,

$$
\begin{equation*}
\|\eta\|_{L^{2}\left(B_{h}^{\ell}\right)} \leq c h^{1 / 2}\|\eta\|_{H^{1}(\Omega)} . \tag{2.5.5}
\end{equation*}
$$

Proof. We may apply Lemma 2.3 .11 to a domain $\mathcal{N}$. We can choose $\delta>0$ such that $\delta_{\Gamma}>c h>\delta>h>0$, so that $\mathcal{B}_{h}^{\ell} \subseteq \mathcal{N}_{\delta} \subseteq U$ since the width of $\mathcal{B}_{h}^{\ell}$ is just one element. Hence, we infer

$$
\|\eta\|_{L^{2}\left(\mathcal{B}_{h}^{\ell}\right)} \leq\|\eta\|_{L^{2}\left(\mathcal{N}_{\delta}\right)} \leq c \delta^{1 / 2}\|\eta\|_{H^{1}(\Omega)} \leq c h^{1 / 2}\|\eta\|_{H^{1}(\Omega)} .
$$

### 2.5.2 Proof of error bounds (2.5.1) and (2.5.2)

Let $(u, v) \in H^{k+1}(\Omega) \times H^{k+1}(\Gamma)$ be the solution of the variational problem (2.2.7) and let $\left(u_{h}, v_{h}\right) \in V_{h} \times S_{h}$ be the solution of the finite element scheme given by (2.4.4). Denote by $u_{h}^{\ell}$ and $v_{h}^{\ell}$ the lifts of $u_{h}$ and $v_{h}$, respectively. Define $F_{h}: H^{1}(\Omega) \times H^{1}(\Gamma) \rightarrow$ $\mathbb{R}$ by

$$
\begin{equation*}
F_{h}((\eta, \xi)):=a\left(\left(u-u_{h}^{\ell}, v-v_{h}\right),(\eta, \xi)\right) . \tag{2.5.6}
\end{equation*}
$$

Lemma 2.5.4. If $(\eta, \xi)=\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right) \in V_{h}^{\ell} \times S_{h}^{\ell}$, then $F_{h}$ is bounded by

$$
\begin{equation*}
\left|F_{h}\left(\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right)\right| \leq c h^{k}\left\|\left(u_{h}^{\ell}, v_{h}^{\ell}\right)\right\|_{H^{1}(\Omega) \times H^{1}(\Gamma)}\left\|\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right\|_{H^{1}(\Omega) \times H^{1}(\Gamma)} . \tag{2.5.7}
\end{equation*}
$$

If $(\eta, \xi) \in H^{2}(\Omega) \times H^{2}(\Gamma)$, then we can improve the bound on $F_{h}$ to

$$
\begin{gather*}
\left|F_{h}((\eta, \xi))\right| \leq\left(c h^{k+1}\left\|\left(u_{h}^{\ell}, v_{h}^{\ell}\right)\right\|_{H^{1}(\Omega) \times H^{1}(\Gamma)}+c h\left\|\left(u_{h}^{\ell}-u, v_{h}^{\ell}-v\right)\right\|_{H^{1}(\Omega) \times H^{1}(\Gamma)}\right. \\
\left.+c h^{k+1}\|(u, v)\|_{H^{2}(\Omega) \times H^{2}(\Gamma)}\right)\|(\eta, \xi)\|_{H^{2}(\Omega) \times H^{2}(\Gamma)} . \tag{2.5.8}
\end{gather*}
$$

Proof. First, we notice that if $(\eta, \xi)=\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right) \in V_{h}^{\ell} \times S_{h}^{\ell}$, using the fact that $(u, v)$ satisfies (2.2.7) and $\left(u_{h}^{\ell}, v_{h}^{\ell}\right)$ satisfies (2.4.9), $F_{h}$ can be written as

$$
\begin{aligned}
F_{h}\left(\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right)= & a\left(\left(u-u_{h}^{\ell}, v-v_{h}^{\ell}\right),\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right) \\
= & l\left(\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right)-a\left(\left(u_{h}^{\ell}, v_{h}^{\ell}\right),\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right) \\
= & \left(l\left(\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right)-l\left(\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right)\right) \\
& -\left(a\left(\left(u_{h}^{\ell}, v_{h}^{\ell}\right),\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right)-a_{h}^{\ell}\left(\left(u_{h}^{\ell}, v_{h}^{\ell}\right),\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right)\right) \\
= & -\left(a\left(\left(u_{h}^{\ell}, v_{h}^{\ell}\right),\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right)-a_{h}^{\ell}\left(\left(u_{h}^{\ell}, v_{h}^{\ell}\right),\left(\eta_{h}^{\ell}, \xi_{h}^{\ell}\right)\right)\right) .
\end{aligned}
$$

Applying the result from (2.5.4) gives (2.5.7).
To show the second result, we assume $(\eta, \xi) \in H^{2}(\Omega) \times H^{2}(\Gamma)$ and introduce the interpolant $I_{h}(\eta, \xi) \in V_{h}^{\ell} \times S_{h}^{\ell}$ of $(\eta, \xi)$, so that

$$
\begin{aligned}
F_{h}((\eta, \xi)) & =a\left(\left(u-u_{h}^{\ell}, v-v_{h}^{\ell}\right),(\eta, \xi)\right) \\
& =a\left(\left(u-u_{h}^{\ell}, v-v_{h}^{\ell}\right),(\eta, \xi)-I_{h}(\eta, \xi)\right)+a\left(\left(u-u_{h}^{\ell}, v-v_{h}^{\ell}\right), I_{h}(\eta, \xi)\right) .
\end{aligned}
$$

Then, again we can use the fact that $(u, v)$ satisfies (2.2.7) and ( $u_{h}^{\ell}, v_{h}^{\ell}$ ) satisfies (2.4.9), so that

$$
\begin{aligned}
F_{h}((\eta, \xi))=a & \left(\left(u-u_{h}^{\ell}, v-v_{h}^{\ell}\right),(\eta, \xi)-I_{h}(\eta, \xi)\right) \\
& +\left(a_{h}^{\ell}\left(\left(u_{h}^{\ell}, v_{h}^{\ell}\right), I_{h}(\eta, \xi)\right)-a\left(\left(u_{h}^{\ell}, v_{h}^{\ell}\right), I_{h}(\eta, \xi)\right)\right)
\end{aligned}
$$

Hence, we have that

$$
\begin{align*}
F_{h}((\eta, \xi))=a & \left(\left(u-u_{h}^{\ell}, v-v_{h}^{\ell}\right),(\eta, \xi)-I_{h}(\eta, \xi)\right) \\
& +\left(a_{h}^{\ell}\left(\left(u_{h}^{\ell}, v_{h}^{\ell}\right), I_{h}(\eta, \xi)-(\eta, \xi)\right)-a\left(\left(u_{h}^{\ell}, v_{h}^{\ell}\right), I_{h}(\eta, \xi)-(\eta, \xi)\right)\right) \\
& +\left(a_{h}^{\ell}\left(\left(u_{h}^{\ell}-u, v_{h}^{\ell}-v\right),(\eta, \xi)\right)-a\left(\left(u_{h}^{\ell}-u, v_{h}^{\ell}-v\right),(\eta, \xi)\right)\right) \\
& +\left(a_{h}^{\ell}((u, v),(\eta, \xi))-a((u, v),(\eta, \xi))\right) \tag{2.5.9}
\end{align*}
$$

We bound each of the terms on the right hand side of (2.5.9) in turn. For the first term we apply the approximation property (Proposition 2.4.4) to see

$$
\begin{aligned}
& \left|a\left(\left(u-u_{h}^{\ell}, v-v_{h}^{\ell}\right),(\eta, \xi)-I_{h}(\eta, \xi)\right)\right| \\
& \quad \leq c\left\|\left(u-u_{h}^{\ell}, v-v_{h}^{\ell}\right)\right\|_{H^{1}(\Omega) \times H^{1}(\Gamma)} c h\|(\eta, \xi)\|_{H^{2}(\Omega) \times H^{2}(\Gamma)}
\end{aligned}
$$

For the second term, we use the geometric bound (2.5.4), again, with the approximation property (Proposition 2.4.4) to obtain

$$
\begin{aligned}
& \left|a_{h}^{\ell}\left(\left(u_{h}^{\ell}, v_{h}^{\ell}\right), I_{h}(\eta, \xi)-(\eta, \xi)\right)-a\left(\left(u_{h}^{\ell}, v_{h}^{\ell}\right), I_{h}(\eta, \xi)-(\eta, \xi)\right)\right| \\
& \quad \leq c h^{k}\left\|\left(u_{h}^{\ell}, v_{h}^{\ell}\right)\right\|_{H^{1}(\Omega) \times H^{1}(\Gamma)} \operatorname{ch}\|(\eta, \xi)\|_{H^{2}(\Omega) \times H^{2}(\Gamma)}
\end{aligned}
$$

A bound for the third term follows by applying the geometric bound (2.5.4)

$$
\begin{aligned}
& \left|a_{h}^{\ell}\left(\left(u_{h}^{\ell}-u, v_{h}^{\ell}-v\right),(\eta, \xi)\right)-a\left(\left(u_{h}^{\ell}-u, v_{h}^{\ell}-v\right),(\eta, \xi)\right)\right| \\
& \quad \leq c h^{k}\left\|\left(u_{h}^{\ell}-u, v_{h}^{\ell}-v\right)\right\|_{H^{1}(\Omega) \times H^{1}(\Gamma)}\|(\eta, \xi)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)}
\end{aligned}
$$

Finally, for the fourth term, we simply apply (2.5.5) followed by the result from Lemma 2.5.3 to see

$$
\begin{aligned}
& \left|a_{h}^{\ell}((u, v),(\eta, \xi))-a((u, v),(\eta, \xi))\right| \\
& \quad \leq c h^{k}\|u\|_{H^{1}\left(B_{h}^{\ell}\right)}\|\eta\|_{H^{1}\left(B_{h}^{\ell}\right)}+c h^{k+1}\|(u, v)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)}\|(\eta, \xi)\|_{H^{1}(\Omega) \times H^{1}(\Gamma)} \\
& \quad \leq c h^{k+1}\|(u, v)\|_{H^{2}(\Omega) \times H^{2}(\Gamma)}\|(\eta, \xi)\|_{H^{2}(\Omega) \times H^{2}(\Gamma)}
\end{aligned}
$$

Adding together the previous four results in (2.5.9) gives (2.5.7).
Remark 2.5.5. Note that in the absence of domain perturbation that

$$
F_{h}\left(\left(\eta_{h}, \xi_{h}\right)\right)=0
$$

where this is simply Galerkin orthogonality, whereas in the absence of the bulk equations then the bound would be of order $h^{k+1}$ (Demlow 2009).

Proof of Theorem 2.5.1. The $H^{1}$ error estimate (2.5.1) follows simply by combining the approximation property (Proposition 2.4.4) with the bound on $F_{h}$ from (2.5.7). We rewrite the error as

$$
\begin{aligned}
a((u- & \left.\left.u_{h}^{\ell}, v-v_{h}^{\ell}\right),\left(u-u_{h}^{\ell}, v-v_{h}^{\ell}\right)\right) \\
= & a\left(\left(u-u_{h}^{\ell}, v-v_{h}^{\ell}\right),(u, v)-I_{h}(u, v)\right) \\
& \quad-a\left(\left(u-u_{h}^{\ell}, v-v_{h}^{\ell}\right), I_{h}(u, v)-\left(u_{h}^{\ell}, v_{h}^{\ell}\right)\right) \\
= & a\left(\left(u-u_{h}^{\ell}, v-v_{h}^{\ell}\right),(u, v)-I_{h}(u, v)\right)+F_{h}\left(I_{h}(u, v)-\left(u_{h}^{\ell}, v_{h}^{\ell}\right)\right) .
\end{aligned}
$$

The result follows from application of a Cauchy inequality and the coercivity of the bilinear form $a$ (2.2.10). To show that the given value of $C_{1}$, we use (2.4.6) from Theorem 2.4.3 and (2.3.15a, 2.3.25a) to bound $\left\|\left(u_{h}^{\ell}, v_{h}^{\ell}\right)\right\|_{H^{1}(\Omega) \times H^{1}(\Gamma)}$.

We will use an Aubin-Nitsche duality argument to show the $L^{2}$ bound. For $\zeta=\left(\zeta_{1}, \zeta_{2}\right) \in L^{2}(\Omega) \times L^{2}(\Gamma)$, we define the dual problem: Find $z_{\zeta} \in H^{1}(\Omega) \times H^{1}(\Gamma)$ such that

$$
\begin{equation*}
a\left((\eta, \xi), z_{\zeta}\right)=\langle\zeta,(\eta, \xi)\rangle_{L^{2}(\Omega) \times L^{2}(\Gamma)} \quad \text { for all }(\eta, \xi) \in H^{1}(\Omega) \times H^{1}(\Gamma) . \tag{2.5.10}
\end{equation*}
$$

Here $\langle(w, y),(\eta, \xi)\rangle_{L^{2}(\Omega) \times L^{2}(\Gamma)}$ denotes the sum of the $L^{2}$ inner products between $w$ and $\eta$ on $\Omega$ and $y$ and $\xi$ on $\Gamma$. Similarly to Theorem 2.2.3, one can show the following regularity result for the dual problem:

$$
\begin{equation*}
\left\|z_{\zeta}\right\|_{H^{2}(\Omega) \times H^{2}(\Gamma)} \leq c\|\zeta\|_{L^{2}(\Omega) \times L^{2}(\Gamma)} . \tag{2.5.11}
\end{equation*}
$$

We write the error,

$$
e=\left(u-u_{h}^{\ell}, v-v_{h}^{\ell}\right) \in L^{2}(\Omega) \times L^{2}(\Gamma),
$$

as the data for the dual problem and test with $(\eta, \xi)=e$ so that

$$
\|e\|_{L^{2}(\Omega) \times L^{2}(\Gamma)}^{2}=a\left(e, z_{e}\right)=F_{h}\left(z_{e}\right) .
$$

Hence, using (2.5.8) combined with the $H^{1}$ error bound (2.5.1) and the dual regularity result (2.5.11), we have

$$
\|e\|_{L^{2}(\Omega) \times L^{2}(\Gamma)}^{2}=F_{h}\left(z_{e}\right) \leq C_{1} h^{k+1}\|e\|_{L^{2}(\Omega) \times L^{2}(\Gamma)} .
$$

### 2.6 Numerical experiments

The method was implemented using the ALBERTA finite element toolbox (Schmidt, Siebert, Köster and Heine 2005). We solve the linear system using a block Jacobi iteration: Given $\left(u_{h}^{0}, v_{h}^{0}\right)$, for $k=0,1, \ldots$, find $\left(u_{h}^{k+1}, v_{h}^{k+1}\right)$ as the solution of:

$$
\begin{aligned}
a_{h}\left(\left(u_{h}^{k+1}, v_{h}^{k}\right),\left(\eta_{h}, 0\right)\right) & =l_{h}\left(\left(\eta_{h}, 0\right)\right) & & \text { for all } \eta_{h} \in V_{h} \\
a_{h}\left(\left(u_{h}^{k+1}, v_{h}^{k+1}\right),\left(0, \xi_{h}\right)\right) & =l_{h}\left(\left(0, \xi_{h}\right)\right) & & \text { for all } \xi_{h} \in S_{h},
\end{aligned}
$$

until $\alpha\left\|u_{h}^{k+1}-u_{h}^{k}\right\|_{L^{\infty}\left(\Omega_{h}\right)}+\beta\left\|v_{h}^{k+1}-v_{h}^{k+1}\right\|_{L^{\infty}\left(\Gamma_{h}\right)} \leq 10^{-10}$. Two linear solves are performed at each iteration using an direct sparse solver. One could also use a (preconditioned) conjugate gradient method.

The first problem we consider has $\alpha=\beta=1$ and $\Omega$ is the unit ball in $\mathbb{R}^{3}$. The data is chosen so that the exact solution is

$$
\begin{aligned}
& u\left(x_{1}, x_{2}, x_{3}\right)=\beta \exp \left(-x_{1}\left(x_{1}-1\right) x_{2}\left(x_{2}-1\right)\right) \\
& v\left(x_{1}, x_{2}, x_{3}\right)=\left(\alpha+x_{1}\left(1-2 x_{1}\right)+x_{2}\left(1-2 x_{2}\right)\right) \exp \left(-x_{1}\left(x_{1}-1\right) x_{2}\left(x_{2}-1\right)\right)
\end{aligned}
$$

We calculate the the right hand side by setting $\left(f_{h}, g_{h}\right)$ to be an interpolant of $(f, g)$ into $V_{h} \times S_{h}$. We ran two simulations: one with $k=1$, and one with $k=2$. We present the error calculated after solving the matrix system at each mesh size in Table 2.1 for $k=1$ and Table 2.2 for $k=2$. The experimental order of convergence (eoc) is calculated through formula (A.7.1). This experiment demonstrates the expected theoretical order of convergence showing that this bound is tight.

We take a second example from Deckelnick et al. (2010). We take $\Omega=\{x \in$ $\left.\mathbb{R}^{3}: \Phi(x)<0\right\}$ for $\Phi$ given by

$$
\begin{align*}
\Phi\left(x_{1}, x_{2}, x_{3}\right)= & \left(1-x_{1}^{2}\right)^{2}+\left(1-x_{2}^{2}\right)^{2}+\left(1-x_{3}^{2}\right)^{2} \\
& +\left(4-x_{1}^{2}-x_{2}^{2}\right)^{2}+\left(4-x_{2}^{2}-x_{3}^{2}\right)^{2}+\left(4-x_{1}^{2}-x_{3}^{2}\right)^{2}-15 . \tag{2.6.1}
\end{align*}
$$

We consider the problem with $f=0$ and $g$ given by

$$
g(x)=100 \exp \left(-\sum_{j=1}^{4}\left|x-x_{j}\right|^{2}\right)
$$

| $h$ | $L^{2}$ error | $(\mathrm{eoc})$ | $H^{1}$ error | $(\mathrm{eoc})$ |
| :---: | :---: | :---: | :---: | :---: |
| 1.000000 | $1.556084 \cdot 10^{-1}$ | - | $8.412952 \cdot 10^{-1}$ |  |
| $8.201523 \cdot 10^{-1}$ | $6.945582 \cdot 10^{-2}$ | 4.068547 | $6.031542 \cdot 10^{-1}$ | 1.678406 |
| $4.799888 \cdot 10^{-1}$ | $2.375760 \cdot 10^{-2}$ | 2.002490 | $3.485974 \cdot 10^{-1}$ | 1.023385 |
| $2.555341 \cdot 10^{-1}$ | $6.692238 \cdot 10^{-3}$ | 2.009740 | $1.831428 \cdot 10^{-1}$ | 1.021009 |
| $1.321787 \cdot 10^{-1}$ | $1.744647 \cdot 10^{-3}$ | 2.039433 | $9.301660 \cdot 10^{-2}$ | 1.027742 |
| $6.736035 \cdot 10^{-2}$ | $4.427043 \cdot 10^{-4}$ | 2.034429 | $4.672631 \cdot 10^{-2}$ | 1.021320 |
| $3.399254 \cdot 10^{-2}$ | $1.112504 \cdot 10^{-4}$ | 2.019429 | $2.339324 \cdot 10^{-2}$ | 1.011617 |
|  |  |  |  |  |
| $h$ | $L^{2} \mathrm{error}$ | $(\mathrm{eoc})$ | $H^{1} \mathrm{error}$ | $(\mathrm{eoc})$ |
| 1.000000 | $5.080238 \cdot 10^{-1}$ | - | 2.908569 |  |
| $8.201523 \cdot 10^{-1}$ | $1.591067 \cdot 10^{-1}$ | 5.855554 | 1.607240 | 2.991664 |
| $4.799888 \cdot 10^{-1}$ | $4.342084 \cdot 10^{-2}$ | 2.424061 | $8.413412 \cdot 10^{-1}$ | 1.208220 |
| $2.555341 \cdot 10^{-1}$ | $1.108272 \cdot 10^{-2}$ | 2.166144 | $4.247143 \cdot 10^{-1}$ | 1.084348 |
| $1.321787 \cdot 10^{-1}$ | $2.785873 \cdot 10^{-3}$ | 2.094697 | $2.128454 \cdot 10^{-1}$ | 1.048012 |
| $6.736035 \cdot 10^{-2}$ | $6.973524 \cdot 10^{-4}$ | 2.054635 | $1.064757 \cdot 10^{-1}$ | 1.027520 |
| $3.399254 \cdot 10^{-2}$ | $1.743772 \cdot 10^{-4}$ | 2.026669 | $5.324210 \cdot 10^{-2}$ | 1.013381 |

Table 2.1: Error table for the case $k=1$, Problem 1 - bulk errors, $\left\|u-u_{h}\right\|$, (top) and surface errors, $\left\|v-v_{h}\right\|$, (bottom).

| $h$ | $L^{2}$ error | $(\mathrm{eoc})$ | $H^{1}$ error | $(\mathrm{eoc})$ |
| :---: | :---: | :---: | :---: | :---: |
| 1.000000 | $3.894207 \cdot 10^{-2}$ | - | $3.511490 \cdot 10^{-1}$ |  |
| $8.172473 \cdot 10^{-1}$ | $1.034114 \cdot 10^{-2}$ | 6.570149 | $1.476235 \cdot 10^{-1}$ | 4.293793 |
| $5.060717 \cdot 10^{-1}$ | $1.304277 \cdot 10^{-3}$ | 4.320133 | $4.026584 \cdot 10^{-2}$ | 2.710747 |
| $2.773996 \cdot 10^{-1}$ | $1.737998 \cdot 10^{-4}$ | 3.352355 | $1.061322 \cdot 10^{-2}$ | 2.217832 |
| $1.447909 \cdot 10^{-1}$ | $2.259868 \cdot 10^{-5}$ | 3.137667 | $2.723960 \cdot 10^{-3}$ | 2.091786 |
| $7.391824 \cdot 10^{-2}$ | $2.882693 \cdot 10^{-6}$ | 3.062727 | $6.894787 \cdot 10^{-4}$ | 2.043497 |
|  |  |  |  |  |
| $h$ | $L^{2}$ error | $(\mathrm{eoc})$ | $H^{1} \mathrm{error}$ | $(\mathrm{eoc})$ |
| 1.000000 | $1.538024 \cdot 10^{-1}$ | - | 1.258018 |  |
| $8.172473 \cdot 10^{-1}$ | $2.188515 \cdot 10^{-2}$ | 9.661695 | $3.745396 \cdot 10^{-1}$ | 6.003538 |
| $5.060717 \cdot 10^{-1}$ | $3.332406 \cdot 10^{-3}$ | 3.927097 | $1.052173 \cdot 10^{-1}$ | 2.649211 |
| $2.773996 \cdot 10^{-1}$ | $4.516347 \cdot 10^{-4}$ | 3.324205 | $2.718041 \cdot 10^{-2}$ | 2.251310 |
| $1.447909 \cdot 10^{-1}$ | $5.816879 \cdot 10^{-5}$ | 3.152298 | $6.874227 \cdot 10^{-3}$ | 2.114402 |
| $7.391824 \cdot 10^{-2}$ | $7.342240 \cdot 10^{-6}$ | 3.078402 | $1.725037 \cdot 10^{-3}$ | 2.056324 |

Table 2.2: Error table for the case $k=2$, Problem 1 - bulk errors, $\left\|u-u_{h}\right\|$, (top) and surface errors, $\left\|v-v_{h}\right\|$, (bottom).


Figure 2.6.1: Plot of the solution of the finite element scheme at $h \approx .2$, Problem 1 , using quadratic elements, along the plane $x=y$ in $\Omega$, with mesh shown, (left) and on the surface $\Gamma$ (right).
with

$$
\begin{gathered}
x_{1}=(-1,1,2.04), \quad x_{2}=(1,2.04,1) \\
x_{3}=(2.04,0,1), \quad x_{4}=(-0.5,-1.0,-2.04)
\end{gathered}
$$

We have used $k=1$ in this example. The results are shown in Figure 2.6.2. This shows that this method is very flexible with respect to the geometry of the underlying domain and remains accurate despite large variations the curvature of the boundary surface.


Figure 2.6.2: Plot of solutions of the finite element scheme for the second problem. The top line is the calculations on a coarse mesh and the lower line has a finer mesh. The left images show the bulk solution $u_{h}$ on a part of the domain and the right images show the surface solution $v_{h}$. The bulk solutions have been cut open.

## Chapter 3

## Analysis of a Cahn-Hilliard equation on an evolving surface

### 3.1 Introduction

In this chapter, we will study a Cahn-Hilliard equation posed on an evolving surface with prescribed velocity. The key methodology in the chapter is to use the evolving surface finite element method originally proposed by Dziuk and Elliott (2007a) for a surface heat equation. The idea is to take a triangulation of the initial surface and evolving the nodes along the velocity field. This leads to a family of discrete surfaces on which we can pose a variational form of the Cahn-Hilliard equation.

There are two key results in this chapter: first, we show well-posedness of the continuous scheme and, second, we show convergence of a finite element scheme. The well-posedness result is proven rigorously by showing convergence, along a subsequence, of the discrete scheme. In contrast to the planar setting, there are extra difficulties in this work since the classical Bochner space set-up is unavailable to us. The finite element method is analysed under the assumption of higher regularity of the solution and shown to converge to the true solution quadratically with respect to the mesh size in an $L^{2}$ norm. The chapter concludes with some numerical examples to show various properties of the methodology.

### 3.1.1 The Cahn-Hilliard equations

We assume we are given an evolving surface $\{\Gamma(t)\}$, for $t \in[0, T]$, which evolves according to a given underlying velocity field $v$ which can be decomposed into normal
$\left(v_{\nu}\right)$ and tangential components $\left(v_{\tau}\right)$ so that $v=v_{\nu}+v_{\tau}$. We seek a solution $u$ of

$$
\begin{equation*}
\partial^{\bullet} u+u \nabla_{\Gamma} \cdot v=\Delta_{\Gamma}\left(-\varepsilon \Delta_{\Gamma} u+\frac{1}{\varepsilon} \psi^{\prime}(u)\right) \quad \text { on } \bigcup_{t \in(0, T)} \Gamma(t) \times\{t\} \tag{3.1.1}
\end{equation*}
$$

subject to the initial condition

$$
\begin{equation*}
u(\cdot, 0)=u_{0} \quad \text { on } \Gamma(0)=\Gamma_{0} . \tag{3.1.2}
\end{equation*}
$$

Here $\partial \bullet u$ denotes the material derivative of $u$ and $\Delta_{\Gamma} u$ the Laplace-Beltrami operator of $u$. The function $\psi$ is a double well potential, which we will take to be given by

$$
\begin{equation*}
\psi(z)=\frac{1}{4}\left(z^{2}-1\right)^{2} . \tag{3.1.3}
\end{equation*}
$$

The behaviour of the Cahn-Hilliard equation in the planar case is well studied; see the review of Elliott (1989). Extra effects such as spatial or concentration dependent mobilities or more physically realistic potentials could also be solved with similar methods to those suggested in this chapter. Such considerations are left for future work.

This Cahn-Hilliard equation is a simplification of the model for surface dissolution set out in Section 1.3. We have chosen not to consider the geometric terms which would come from taking a gradient-flow of a Ginzburg-Landau functional. From a modelling view point, we consider these terms as forcing a geometric evolution law for the surface; see Elliott and Stinner (2010a) for example. The model of Mercker et al. (2012) takes a different approach and considers terms coming from a Helfrich energy forcing the Cahn-Hilliard equation but on a stationary surface. The aim of this work is to analyse a model equation of this form.

The results in this chapter can be seen as a generalisation of the work of Du et al. (2011) to evolving surfaces. They consider a fully discrete approximation of a Cahn-Hilliard equation posed on a two-dimensional stationary surface with boundary (with a zero Dirichlet boundary condition) under the assumption $u_{0} \in$ $H_{0}^{1}(\Gamma) \cap H^{2}(\Gamma)$ and $\Delta_{\Gamma} u_{0} \in H_{0}^{1}(\Gamma) \cap W^{1,2+\gamma}(\Gamma)$ for $\gamma \in(0,1)$. They show an error estimate of the form

$$
\max _{m}\left\|u_{h}^{m}-u^{-\ell}\left(t_{m}\right)\right\|_{L^{2}\left(\Gamma_{h}\right)} \leq c\left(h^{2}+\tau^{2}\right)
$$

where $0=t_{0}<t_{1}<\ldots<t_{m}<\ldots<t_{M}=T$ is a partition of time with fixed time step $\tau$ and $u^{-\ell}$ is the inverse lift (3.3.24) of the continuous solution $u$.

### 3.1.2 Outline of chapter

The chapter is laid out as follows. In section two, we will derive a Cahn-Hilliard equation on an evolving surface using a local conservation law. We introduce the notation for partial differential equations on evolving surfaces following Deckelnick et al. (2005) and state any assumptions on the smoothness of the surfaces and its evolution we require in later chapters. The third section introduces a finite element discretisation of the continuous equations. We describe the process of triangulating an evolving surface and how we formulate the space discrete-time continuous problem as a system of ordinary differential equations. This section is completed by showing some domain perturbation results relating geometric quantities on the discrete and smooth surfaces. Well-posedness of the continuous equations is addressed in the fourth section. An existence result is achieved by showing convergence, along a subsequence, of the discrete solutions as the mesh size tends to zero. In section five, we analyse the errors introduced by our finite element scheme and go on to show an optimal order error estimate. Some numerical experiments are shown in the sixth section backing up the analytical results.

We will use a Gronwall inequality as a standard tool in this chapter which leads to exponential dependence on $\varepsilon$ in most bounds. We are not interested in taking $\varepsilon \rightarrow 0$ in this work so will simply write $c_{\varepsilon}$ for a generic constant which depends on $\varepsilon$.

### 3.2 Derivation of continuous equations

In this section we will derive a Cahn-Hilliard equation on an evolving surface. We start by listing all assumptions on the surface and its evolution in time. Included in these assumptions is the notation we will use to describe evolving surfaces. The notation is taken from Deckelnick et al. (2005) and extends our description of stationary surfaces introduced in Appendix A; in particular, the material derivative is introduced in detail. The main content of this chapter is the derivation of our Cahn-Hilliard equation via a conservation law and the definition of solution we will use.

### 3.2.1 Assumptions on the evolving surface

Given a final time $T>0$, for each time $t \in[0, T]$, we write $\Gamma(t)$ for a compact, smooth, connected $n$-dimensional hypersurface in $\mathbb{R}^{n+1}$ for $n=1,2$ or 3 and $\Gamma_{0}=$ $\Gamma(0)$. We assume that $\Gamma(t)$ is the boundary of an open, bounded domain $\Omega(t)$.


Figure 3.2.1: A sketch of the space-time domain $\mathcal{G}_{T}$.

It follows that $\Gamma(t)$ admits a description as the zero level set of a signed distance function $d(\cdot, t): \mathbb{R}^{n+1} \rightarrow \mathbb{R}$ so that $d(\cdot, t)<0$ in $\Omega(t)$ and $d(\cdot, t)>0$ in $\bar{\Omega}(t)^{c}$. We denote by $\mathcal{G}_{T}$ for the space-time domain given by

$$
\begin{equation*}
\mathcal{G}_{T}=\bigcup_{t \in[0, T]} \Gamma(t) \times\{t\} . \tag{3.2.1}
\end{equation*}
$$

For our analysis, it is sufficient to consider $d(\cdot, t)$ locally to $\Gamma(t)$. We restrict our thoughts to $\mathcal{N}(t)$, an open neighbourhood of $\Gamma(t)$. We choose $\mathcal{N}(t)$ so that $|\nabla d(x, t)| \neq 0$ for $x \in \mathcal{N}(t)$ and assume that

$$
d, d_{t}, d_{x_{i}}, d_{x_{i} x_{j}} \in C^{2}\left(\mathcal{N}_{T}\right) \quad \text { for } i, j=1, \ldots, n+1 ;
$$

here $\mathcal{N}_{T}=\bigcup_{t \in[0, T]} \mathcal{N}(t) \times\{t\}$. The orientation of $\Gamma(t)$ is fixed by choosing $\nu(x, t)=$ $\nabla d(x, t)$. For $(x, t) \in \mathcal{G}_{T}$, we denote $P=P(x, t)$ the projection operator onto the tangent space $T_{x} \Gamma(t)$, given by $P_{i j}(x, t)=\delta_{i j}-\nu_{i}(x, t) \nu_{j}(x, t)$ and by $\mathcal{H}=\mathcal{H}(x, t)$ the (extended) Weingarten map (or shape operator),

$$
\mathcal{H}_{i j}(x, t)=\left(\nu_{i}(x, t)\right)_{x_{j}}=d_{x_{i} x_{j}}(x, t) .
$$

We will use the fact that $P \mathcal{H}=\mathcal{H} P=\mathcal{H}$.
The same notation as described in Appendix A will be used to describe tangential gradients and define Sobolev spaces over time dependent surfaces, $H^{s}(\Gamma(t))$. We will make use of the following Sobolev embeddings:

Lemma 3.2.1. For $\Gamma(t)$ as above, we have

$$
W^{1, q}(\Gamma(t)) \subset \begin{cases}L^{n q /(n-q)}(\Gamma(t)) & \text { for } q<n  \tag{3.2.2}\\ C^{0}(\Gamma(t)) & \text { for } q>n\end{cases}
$$

Furthermore there exists a constant $c=c(n, q)$, independent of $t$, such that for any $\eta \in W^{1, q}(\Gamma(t))$,

$$
\begin{align*}
\|\eta\|_{L^{n q /(n-q)(\Gamma(t))}} & \leq c\|\eta\|_{W^{1, q}(\Gamma(t))} & & \text { for } q<n  \tag{3.2.3a}\\
\|\eta\|_{L^{\infty}(\Gamma(t))} & \leq c\|\eta\|_{W^{1, q}(\Gamma(t))} & & \text { for } q>n \tag{3.2.3b}
\end{align*}
$$

Proof. A proof for a fixed surface is given by Hebey (2000) in Theorems 2.5 and 2.6. The constant in the bound is independent of time since we only consider a compact interval of time.

In particular, this allows us to embed $H^{1}(\Gamma(t))$ in $L^{6}(\Gamma(t))$ for dimensions $n=1,2,3$ so that $\left\|\psi^{\prime}(\eta)\right\|_{L^{2}(\Gamma(t))} \leq c\|\eta\|_{H^{1}(\Gamma(t))}$.

Further, we require that for each $(x, t) \in \mathcal{N}_{T}$ there exists a unique $p=$ $p(x, t) \in \Gamma(t)$, such that

$$
\begin{equation*}
x=p(x, t)+d(x, t) \nu(p(x, t), t) . \tag{3.2.4}
\end{equation*}
$$

This exists by the same reasoning as in Lemma A.2.2. As before, we extend $\nu, P$ and $\mathcal{H}$ to functions on $\mathcal{N}_{T}$ by setting

$$
\nu(x, t)=\nu(p(x, t), t)=\nabla d(x, t),
$$

and similarly $P(x, t)=P(p(x, t), t)=\operatorname{Id}-\nu(x) \otimes \nu(x)$ and $\mathcal{H}(x, t)=\nabla^{2} d(x, t)$ for $(x, t) \in \mathcal{N}_{T}$.

Although it is sufficient to describe the evolution of the surface through a normal velocity, we wish to consider material surfaces for which a material particle, at $X(t)$ on $\Gamma(t)$, has a velocity $\dot{X}(t)$ not necessarily only in the normal direction. Hence, we assume that we are given a global velocity field $v$ so that points $X(t)$ evolve with the velocity $\dot{X}(t)=v(X(t), t)$. We will assume that $v \in C^{2}\left(\mathcal{N}_{T}\right)$.

We can calculate the normal velocity $v_{\nu}$ of $\Gamma(t)$, at a point $x$, by considering a curve $\gamma(s) \in \Gamma(s)$ for $s \in(t-\delta, t+\delta)$, with $\gamma(t)=x$ and $\gamma^{\prime}(t)=v_{\nu}(x, t)$, the velocity of the surface, then $d(\gamma(s), s)=0$ and

$$
0=\frac{d}{d s} d(\gamma(s), s)=\nabla d(\gamma(s), s) \cdot \gamma^{\prime}(s)+d_{t}(\gamma(s), s),
$$



Figure 3.2.2: A sketch of a surface evolving with a material velocity $v=v_{\tau}+v_{\nu}$. The normal velocity, indicated in blue, describes the evolution of the surface. The tangential velocity, indicated in yellow, describes the evolution of material points along the surface.
hence

$$
v_{\nu}(x, t)=-d_{t}(x, t) \nu(x, t) \quad \text { for } x \in \Gamma(t) .
$$

We say $v_{\tau}$ is a tangential velocity field if $v_{\tau} \cdot \nu=0$ in $\mathcal{N}_{T}$. Given a tangential velocity field $v_{\tau}$, we call

$$
v:=v_{\tau}+v_{\nu}
$$

a material velocity field. We considering the surface $\Gamma(t)$ as a composite of material points which move within the surface $\Gamma(t)$ according to the material velocity $v$. See Figure 3.2.2 for an example.

Remark 3.2.2. The normal velocity describes the geometric evolution of the surface and the tangential velocity is often thought of as an advective term. From a modelling point of view it is common to only think about a normal velocity. The Marangoni effect, a force driven by surface tension gradient, is an example leading to a tangential velocity.

### 3.2.2 Material derivative and transport formulae

Given a family of surfaces $\{\Gamma(t)\}$ evolving in time with normal velocity field $v_{\nu}$, we define the normal time derivative $\partial^{\circ}$ of a function $\eta: \mathcal{G}_{T} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\partial^{\circ} \eta:=\frac{\partial \widetilde{\eta}}{\partial t}+v_{\nu} \cdot \nabla \widetilde{\eta} . \tag{3.2.5}
\end{equation*}
$$

Here, $\tilde{\eta}$ denotes a smooth extension of $\eta$ to $\mathcal{N}_{T}$. This derivative describes how a quantity $\eta$ evolves in time with respect to the evolution of $\Gamma(t)$. It can be shown that this definition is an intrinsic surface derivative, independent of the choice of
extension: for any $(x, t) \in \mathcal{G}_{T}$, define the curve $\gamma(s) \in \Gamma(s)$ for $s \in(t-\delta, t+\delta)$ with $\gamma(t)=x$ and $\gamma^{\prime}(t)=v_{\nu}(\gamma(t), t)$, then

$$
\frac{\mathrm{d}}{\mathrm{~d} s} \eta(\gamma(s), s)=\partial^{\circ} \eta(\gamma(s), s)
$$

Given a tangential vector field $v_{\tau}$, we define the material derivative of a scalar function $\eta: \mathcal{G}_{T} \rightarrow \mathbb{R}$, by

$$
\partial^{\bullet} \eta:=\partial^{\circ} \eta+v_{\tau} \cdot \nabla_{\Gamma} \eta=\frac{\partial \widetilde{\eta}}{\partial t}+v \cdot \nabla \widetilde{\eta}
$$

The following formula shows the significance of the material derivative. The result is a generalisation of the classical Reynolds' Transport Formula to curved domains.

Lemma 3.2.3 (Transport formula). Let $\mathcal{M}(t)$ be an evolving surface with normal velocity $v_{\nu}$. Let $v_{\tau}$ be a tangential velocity field on $\mathcal{M}(t)$. Let the boundary $\partial \mathcal{M}(t)$ evolve with velocity $v=v_{\nu}+v_{\tau}$. Assume that $\eta$ is a function such that all the following quantities exist. Then, we obtain the identity

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathcal{M}(t)} \eta \mathrm{d} \sigma=\int_{\mathcal{M}(t)} \partial^{\bullet} \eta+\eta \nabla_{\Gamma} \cdot v \mathrm{~d} \sigma \tag{3.2.6}
\end{equation*}
$$

Proof. A proof can be found in Dziuk and Elliott (2007a, Lemma 2.2).
As a consequence of this result, we have the following relations for the time derivatives of the $L^{2}$ and Dirichlet inner products on $\{\Gamma(t)\}$.

Corollary 3.2.4. Using the same notation as in Lemma 3.2.3, assume that $\eta, \varphi$ are functions such that the following quantities exist. We have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathcal{M}(t)} \eta \varphi \mathrm{d} \sigma=\int_{\mathcal{M}(t)} \partial^{\bullet} \eta \varphi+\eta \partial^{\bullet} \varphi+\eta \varphi \nabla_{\Gamma} \cdot v \mathrm{~d} \sigma \tag{3.2.7}
\end{equation*}
$$

Denote by $D(v)$ the rate of deformation tensor given by

$$
\begin{equation*}
D(v)_{i j}=\frac{1}{2} \sum_{k=1}^{n+1}\left(\mathcal{A}_{i k} \underline{D}_{k} v_{j}+\mathcal{A}_{j k} \underline{D}_{k} v_{i}\right) \quad \text { for } i, j=1, \ldots, n+1 \tag{3.2.8}
\end{equation*}
$$

and by $\mathcal{B}(v)$ the tensor

$$
\begin{equation*}
\mathcal{B}(v):=\partial^{\bullet} \mathcal{A}+\nabla_{\Gamma} \cdot v \mathcal{A}-2 D(v) \tag{3.2.9}
\end{equation*}
$$

For any matrix $\mathcal{A}=\mathcal{A}(x, t)$ which is positive definite on the tangent space to $\Gamma(t)$, we have the formula

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathcal{M}(t)} \mathcal{A} \nabla_{\Gamma} \eta \cdot \nabla_{\Gamma} \varphi \mathrm{d} \sigma=\int_{\mathcal{M}(t)} \mathcal{A} \nabla_{\Gamma} \partial \bullet \eta \cdot \nabla_{\Gamma} \varphi+\mathcal{A} \nabla_{\Gamma} \eta \cdot \nabla_{\Gamma} \partial \bullet \varphi \mathrm{d} \sigma \\
&+\int_{\mathcal{M}(t)} \mathcal{B}(v) \nabla_{\Gamma} \eta \cdot \nabla_{\Gamma} \varphi \mathrm{d} \sigma . \tag{3.2.10}
\end{align*}
$$

Proof. Equation (3.2.7) follows from the product rule $\partial^{\bullet}(\eta \varphi)=\partial^{\bullet} \eta \varphi+\eta \partial^{\bullet} \varphi$. The result of (3.2.10) is given in detail for $\eta=\varphi$ by Dziuk and Elliott (2007a, Lemma 2.2) and the polarised form $(\eta \neq \varphi)$ is given by Dziuk and Elliott (2013a, Lemma 2.1).

We conclude this subsection with a result allowing us to extend functions defined on one surface to the whole space-time domain.

Lemma 3.2.5. Fix $t \in[0, T]$ and let $\eta \in H^{1}(\Gamma(t))$, respectively $C^{1}(\Gamma(t))$. Then there exists an extension $\widetilde{\eta}: \mathcal{G}_{T} \rightarrow \mathbb{R}$ such that $\left.\widetilde{\eta}\right|_{t}=\eta$ and $\widetilde{\eta} \in H^{1}(\Gamma(s))$, resp. $C^{1}(\Gamma(s))$, for all times $s \in[0, T]$ and $\partial^{\bullet} \widetilde{\eta}=0$.

Proof. The ordinary differential equation:

$$
\frac{\mathrm{d}}{\mathrm{~d} s} X(s)=v(X(s), s) \quad \text { for } s \in[0, T], \quad X(t)=x
$$

determines a flow $\phi_{s}(x)$ on $\mathcal{G}_{T}$ for $x \in \Gamma(t)$ such that

$$
\phi_{s}(x) \in \Gamma(s) \quad \text { for all } s \in[0, T] \quad \text { and } \phi_{t}(x)=x
$$

Our assumptions on $v$ imply that $\phi_{s}: \Gamma(t) \rightarrow \Gamma(s)$ and $\left(\phi_{s}\right)^{-1}: \Gamma(s) \rightarrow \Gamma(t)$ are both $C^{1}$ mappings; see Hartman (2002, Theorem 3.1).

We define the extension $\widetilde{\eta}$ by

$$
\widetilde{\eta}(x, s):=\eta\left(\left(\phi_{s}\right)^{-1}(x)\right) \quad \text { for }(x, s) \in \mathcal{G}_{T}
$$

It is clear that since $\left(\phi_{s}\right)^{-1} \in C^{1}(\Gamma(t) ; \Gamma(s))$, we have $\widetilde{\eta} \in H^{1}(\Gamma(s))\left(\right.$ resp. $\left.C^{1}(\Gamma(s))\right)$ for all times $s \in[0, T]$.

Finally, we can calculate for $y=\left(\phi_{s}\right)^{-1}(x)$,

$$
\partial^{\bullet} \widetilde{\eta}(x, s)=\frac{\mathrm{d}}{\mathrm{~d} s} \widetilde{\eta}\left(\phi_{s}(y), s\right)=\frac{\mathrm{d}}{\mathrm{~d} s} \eta(y)=0 \quad \text { for }(x, s) \in \mathcal{G}_{T}
$$

### 3.2.3 Derivation of Cahn-Hilliard equations

For the Cahn-Hilliard equation posed in a Cartesian domain, first studied by Cahn and Hilliard (1958), one can derive the equations as an $H^{-1}$ gradient flow of the Ginzburg-Landau functional

$$
E_{\mathrm{GL}}(u)=\int_{\Omega} \frac{\varepsilon}{2}|\nabla u|^{2}+\frac{1}{\varepsilon} \psi(u) \mathrm{d} x .
$$

This allows one to show well-posedness of solutions using gradient flow techniques since $E_{\text {GL }}$ is a Lyapunov function (Elliott 1989). Although this functional can be easily extended to surfaces:

$$
\begin{equation*}
E_{\mathrm{GL}}^{\Gamma}(u)=\int_{\Gamma} \frac{\varepsilon}{2}\left|\nabla_{\Gamma} u\right|^{2}+\frac{1}{\varepsilon} \psi(u) \mathrm{d} \sigma, \tag{3.2.11}
\end{equation*}
$$

this approach does not make sense in the context of evolving surfaces since the variation of the surface version of $E_{\mathrm{GL}}^{\Gamma}$ is not defined for $\Gamma=\{\Gamma(t)\}$. Alternatively, we can consider the non-autonomous function $E_{\mathrm{GL}}^{\Gamma(t)}$, then, using the transport formulae (3.2.6) and (3.2.10), we have:

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\Gamma(t)} \frac{\varepsilon}{2}\left|\nabla_{\Gamma} u\right|^{2}+\frac{1}{\varepsilon} \psi(u) \mathrm{d} \sigma\right) \\
& \quad=\int_{\Gamma(t)} \varepsilon \nabla_{\Gamma} u \cdot \nabla_{\Gamma} \partial^{\bullet} u+\frac{1}{\varepsilon} \psi^{\prime}(u) \partial^{\bullet} u \mathrm{~d} \sigma+\int_{\Gamma(t)} \frac{\varepsilon}{2} \mathcal{B}(v) \nabla_{\Gamma} u \cdot \nabla_{\Gamma} u+\frac{1}{\varepsilon} \psi(u) \nabla_{\Gamma} \cdot v \mathrm{~d} \sigma .
\end{aligned}
$$

To obtain a gradient flow there would need to be a model for $v$ and which would lead to a coupled system for $u$ and $v$. In terms of modelling, we feel these extra terms are geometric terms determining an evolution equation for the surface, which we assume is given. Therefore, we do not consider such terms in this work.

In place of the gradient flow approach, we will consider a conservation law on an evolving surface with a diffusive flux driven by a chemical potential. This is the approach taken by Erlebacher et al. (2001) in the derivation of the model presented in Section 1.3. In general, the energy $E_{\mathrm{GL}}^{\Gamma(t)}(u)$ will not decrease along the trajectory of solutions. Any long term results will be dependent on assumptions on the long term behaviour of the surface.

## Conservation law

Let $u$ represent a density of a scalar quantity on $\Gamma(t)$. For an arbitrary portion $\mathcal{M}(t)$ of $\Gamma(t)$ (which is the image of a portion $\mathcal{M}_{0}$ of $\Gamma_{0}$ under the velocity flow $v=v_{\nu}$ ),
we will assume a conservation law of the form

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathcal{M}(t)} u \mathrm{~d} \sigma=\int_{\partial \mathcal{M}(t)} q \cdot \mu \mathrm{~d} \sigma \tag{3.2.12}
\end{equation*}
$$

Here $q$ represents the tangential flux of $u$ on $\{\Gamma(t)\}$. For the left hand side of (3.2.12), we use the transport formula (3.2.6):

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\mathcal{M}(t)} u \mathrm{~d} \sigma=\int_{\mathcal{M}(t)} \partial^{\circ} u+u \nabla_{\Gamma} \cdot v_{\nu} \mathrm{d} \sigma
$$

and for the right hand side, we use integration by parts (A.2.8):

$$
\int_{\partial \mathcal{M}(t)} q \mathrm{~d} \sigma=-\int_{\mathcal{M}(t)} \nabla_{\Gamma} \cdot q \mathrm{~d} \sigma .
$$

Equating the two previous equations leads to the pointwise conservation law

$$
\begin{equation*}
\partial^{\circ} u+u \nabla_{\Gamma} \cdot v_{\nu}+\nabla_{\Gamma} \cdot q=0 \tag{3.2.13}
\end{equation*}
$$

Remark 3.2.6. One has the choice to model the surface as either a set evolving with purely normal velocity, and that any tangential motion can be described via an advective flux, or consisting of material points. The second approach, used by Dziuk and Elliott (2007a), leads to a conservation law of the form:

$$
\partial^{\bullet} u+u \nabla_{\Gamma} \cdot v+\nabla_{\Gamma} \cdot q=0
$$

The second approach can be seen as equivalent to the first, with the addition of an advective flux driven by the tangential velocity of the surface. This is the approach taken in this work.

## Cahn-Hilliard equation

We will assume that the flux $q$ is the sum of a diffusive flux $q_{d}$ and an advective flux $q_{a}:$

$$
q_{d}=-\nabla_{\Gamma} w \quad \text { and } \quad q_{a}=u v_{\tau}
$$

The diffusive flux is driven by the gradient of chemical potential $w$ given by

$$
w=-\varepsilon \Delta_{\Gamma} u+\frac{1}{\varepsilon} \psi^{\prime}(u) .
$$

This leads to the fourth order Cahn-Hilliard equation on $\mathcal{G}_{T}$ :

$$
\begin{equation*}
\partial^{\bullet} u+u \nabla_{\Gamma} \cdot v=\Delta_{\Gamma}\left(-\varepsilon \Delta_{\Gamma} u+\frac{1}{\varepsilon} \psi^{\prime}(u)\right) \tag{3.2.14}
\end{equation*}
$$

Alternatively, following Elliott et al. (1989), we can write this equation as a system of second order equations:

$$
\begin{align*}
\partial^{\bullet} u+u \nabla_{\Gamma} \cdot v-\Delta_{\Gamma} w & =0  \tag{3.2.15a}\\
-\varepsilon \Delta_{\Gamma} u+\frac{1}{\varepsilon} \psi^{\prime}(u)-w & =0 \tag{3.2.15b}
\end{align*}
$$

We close the system with the initial condition

$$
\begin{equation*}
u(\cdot, 0)=u_{0} \quad \text { on } \Gamma_{0} \tag{3.2.16}
\end{equation*}
$$

There are no boundary conditions since the boundary of $\Gamma(t)$ is empty.

### 3.2.4 Solution spaces

In standard parabolic theory one looks for solutions in Bochner spaces. Considering our Cahn-Hilliard equation on a Cartesian domain $\Omega$ (Elliott 1989), one would expect solutions to live in the spaces

$$
u \in L^{\infty}\left(0, T ; H^{1}(\Omega)\right), u^{\prime} \in L^{2}\left(0, T ; H^{-1}(\Omega)\right), w \in L^{2}\left(0, T ; H^{1}(\Omega)\right)
$$

These spaces are constructed by considering $u$ as a function from $(0, T)$ into the Hilbert space $H^{1}(\Omega)$. We would like to extend this definition so that $u(t)$ is in the now time-dependent Hilbert space $H^{1}(\Gamma(t))$. The following definitions are this generalisation. We consider Sobolev spaces over the space-time domain $\mathcal{G}_{T}$. We will write $\nabla_{\mathcal{G}_{T}}$ for the space-time gradient and $\mathrm{d} \sigma_{T}$ for the space-time measure on $\mathcal{G}_{T}$. We contrast our approach with that of Vierling (2011), who proposed using an equivalent formulation using a reference domain.

We start by presenting the space-time domains $L^{2}\left(\mathcal{G}_{T}\right)$ and $H^{1}\left(\mathcal{G}_{T}\right)$ defined by

$$
\begin{aligned}
L^{2}\left(\mathcal{G}_{T}\right) & :=\left\{\eta \in L_{\mathrm{loc}}^{1}\left(\mathcal{G}_{T}\right): \int_{\mathcal{G}_{T}} \eta^{2} \mathrm{~d} \sigma_{T}<+\infty\right\} \\
H^{1}\left(\mathcal{G}_{T}\right) & :=\left\{\eta \in L^{2}\left(\mathcal{G}_{T}\right): \nabla_{\mathcal{G}_{T}} \eta \in L^{2}\left(\mathcal{G}_{T}\right)\right\}
\end{aligned}
$$

with norms

$$
\begin{aligned}
\|\eta\|_{L^{2}\left(\mathcal{G}_{T}\right)} & :=\left(\int_{\mathcal{G}_{T}} \eta^{2} \mathrm{~d} \sigma_{T}\right)^{\frac{1}{2}} \\
\|\eta\|_{H^{1}\left(\mathcal{G}_{T}\right)} & :=\left(\|\eta\|_{L^{2}\left(\mathcal{G}_{T}\right)}^{2}+\left\|\nabla_{\mathcal{G}_{T}} \eta\right\|_{L^{2}\left(\mathcal{G}_{T}\right)}^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

Proposition 3.2.7. The space $H^{1}\left(\mathcal{G}_{T}\right)$ is compactly embedded into $L^{2}\left(\mathcal{G}_{T}\right)$.
Proof. The result follows from the Rellich-Kondrakov theorem for manifolds shown in Hebey (2000, Theorem 2.9)

Using the identities,

$$
\int_{0}^{T} \int_{\Gamma(t)} \eta \mathrm{d} \sigma \mathrm{~d} t=\int_{\mathcal{G}_{T}} \frac{\eta}{\sqrt{1+\left|v_{\nu}\right|^{2}}} \mathrm{~d} \sigma_{T}
$$

and

$$
\nabla_{\mathcal{G}_{T}} \eta=\left(\nabla_{\Gamma} \eta+\frac{\partial^{\circ} \eta v_{\nu}}{1+\left|v_{\nu}\right|^{2}}, \frac{\partial^{\circ} \eta}{1+\left|v_{\nu}\right|^{2}}\right)
$$

our assumptions on $v$ imply that the space-time norms can be replaced with the equivalent norms

$$
\begin{aligned}
\|\eta\|_{L^{2}\left(\mathcal{G}_{T}\right)}^{\prime} & :=\left(\int_{0}^{T} \int_{\Gamma(t)} \eta^{2} \mathrm{~d} \sigma \mathrm{~d} t\right)^{\frac{1}{2}} \\
\|\eta\|_{H^{1}\left(\mathcal{G}_{T}\right)}^{\prime} & :=\left(\int_{0}^{T} \int_{\Gamma(t)} \eta^{2}+\left|\nabla_{\Gamma} \eta\right|^{2}+\left(\partial^{\circ} \eta\right)^{2} \mathrm{~d} \sigma \mathrm{~d} t\right)^{\frac{1}{2}}
\end{aligned}
$$

We will use the equivalent primed norms (dropping the prime) on $L^{2}\left(\mathcal{G}_{T}\right)$ and $H^{1}\left(\mathcal{G}_{T}\right)$ in the following.

We define the space $L_{L^{2}}^{2}$ by

$$
L_{L^{2}}^{2}:=\left\{\eta \in L_{\mathrm{loc}}^{1}\left(\mathcal{G}_{T}\right): \int_{0}^{T} \int_{\Gamma(t)} \eta \mathrm{d} \sigma \mathrm{~d} t<+\infty\right\}
$$

with the inner product

$$
(\eta, \xi)_{L_{L^{2}}^{2}}:=\int_{0}^{T} \int_{\Gamma(t)} \eta \xi \mathrm{d} \sigma \mathrm{~d} t
$$

It is clear that $L_{L^{2}}^{2}$ is equivalent to $L^{2}\left(\mathcal{G}_{T}\right)$ and hence is a Hilbert space.

Next, we define the space $L_{H^{1}}^{2}$ as

$$
L_{H^{1}}^{2}:=\left\{\eta: \mathcal{G}_{T} \rightarrow \mathbb{R}: \eta \in L_{L^{2}}^{2} \text { and } \nabla_{\Gamma} \eta \in\left(L_{L^{2}}^{2}\right)^{n+1}\right\}
$$

with the inner product

$$
(\eta, \xi)_{L_{H^{1}}^{2}}:=\int_{0}^{T} \int_{\Gamma(t)} \nabla_{\Gamma} \eta \cdot \nabla_{\Gamma} \xi+\eta \xi \mathrm{d} \sigma \mathrm{~d} t
$$

where $\nabla_{\Gamma} \eta$ should be interpreted in the weak sense. Notice that elements of this space are weakly differentiable at almost every time.

Lemma 3.2.8. The space $L_{H^{1}}^{2}$ is a Hilbert space.
Proof. It is clear that this is an inner product space and we are left to show completeness. Suppose that $\eta_{k}$ is a Cauchy sequence in $L_{H^{1}}^{2}$. This implies that $\eta_{k}$ and $\nabla_{\Gamma} \eta_{k}$ are Cauchy sequences in $L^{2}\left(\mathcal{G}_{T}\right)$ and $\left(L^{2}\left(\mathcal{G}_{T}\right)\right)^{n+1}$. This means that there exists $\eta \in L^{2}\left(\mathcal{G}_{T}\right), \xi \in\left(L^{2}\left(\mathcal{G}_{T}\right)\right)^{n+1}$ such that

$$
\left\|\eta_{k}-\eta\right\|_{L^{2}\left(\mathcal{G}_{T}\right)}+\left\|\nabla_{\Gamma} \eta_{k}-\xi\right\|_{L^{2}\left(\mathcal{G}_{T}\right)} \rightarrow 0 \quad \text { as } k \rightarrow \infty
$$

Fix $t^{*} \in(0, T)$ and let $\varphi \in C^{1}\left(\Gamma\left(t^{*}\right)\right)$ and $\alpha \in C(0, T)$. Using Lemma 3.2.5, we can construct $\widetilde{\varphi}: \mathcal{G}_{T} \rightarrow \mathbb{R}$ such that $\widetilde{\varphi}(\cdot, t)=\varphi$ and $\widetilde{\varphi} \in C^{1}(\Gamma(t))$ for each time $t \in(0, T)$. Then, for $j=1, \ldots, n+1$, we obtain

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Gamma(t)} \eta \underline{D}_{j}(\alpha \widetilde{\varphi})+\xi_{j}(\alpha \widetilde{\varphi}) \mathrm{d} \sigma \mathrm{~d} t \\
& \quad=\int_{0}^{T} \int_{\Gamma(t)}\left(\eta-\eta_{k}\right) \underline{D}_{j}(\alpha \widetilde{\varphi})+\left(\eta_{k} \underline{D}_{j}(\alpha \widetilde{\varphi})+\xi_{j}(\alpha \widetilde{\varphi})\right) \mathrm{d} \sigma \mathrm{~d} t \\
& \quad=\int_{0}^{T} \int_{\Gamma(t)}\left(\eta-\eta_{k}\right) \underline{D}_{j}(\alpha \widetilde{\varphi})+\left(-\underline{D}_{j} \eta_{k}+\xi_{j}\right)(\alpha \widetilde{\varphi}) \mathrm{d} \sigma \mathrm{~d} t,
\end{aligned}
$$

where we have used the fact that $\eta_{k}$ is weakly differentiable at almost every time. Taking the limit $k \rightarrow \infty$, we infer

$$
\int_{0}^{T} \alpha\left(\int_{\Gamma(t)} \eta \underline{D}_{j} \widetilde{\varphi}+\xi_{j} \widetilde{\varphi} \mathrm{~d} \sigma\right) \mathrm{d} t=0
$$

Since this holds for all $\alpha \in C(0, T)$, by the Fundamental Lemma of the Calculus of

Variations, at $t=t^{*}$, we have

$$
\int_{\Gamma\left(t^{*}\right)} \eta \underline{D}_{j} \varphi+\xi_{j} \varphi \mathrm{~d} \sigma=0 \quad \text { for all } \varphi \in C^{1}\left(\Gamma\left(t^{*}\right)\right)
$$

Since the choice of $t^{*}$ was arbitrary, we infer that $\xi$ is the weak gradient of $\eta$ for almost every time $t \in(0, T)$ and the proof is complete.

The equivalence of norms implies that $\eta \in L_{H^{1}}^{2}$ with $\partial^{\bullet} u \in L_{L^{2}}^{2}$ if, and only if, $\eta \in H^{1}\left(\mathcal{G}_{T}\right)$.

For $1 \leq q \leq \infty$, we will define the space $L_{H^{1}}^{q}$ by

$$
L_{H^{1}}^{q}:=\left\{\eta \in L^{q}\left(\mathcal{G}_{T}\right):\|\eta\|_{L_{H^{1}}^{q}}<+\infty\right\},
$$

with norm

$$
\|\eta\|_{L_{H^{1}}^{q}}:= \begin{cases}\left(\int_{0}^{T}\|\eta\|_{H^{1}(\Gamma(t))}^{q} \mathrm{~d} t\right)^{\frac{1}{q}} & \text { for } q<\infty, \\ \underset{t \in(0, T)}{\operatorname{esssup}}\|\eta\|_{H^{1}(\Gamma(t))} & \text { for } q=\infty .\end{cases}
$$

It is clear that $L_{H^{1}}^{\infty} \subset L_{H^{1}}^{2}$ and that

$$
\|\eta\|_{L_{H^{1}}^{2}} \leq \sqrt{T}\|\eta\|_{L_{H^{1}}^{\infty}} \quad \text { for all } \eta \in L_{H^{1}}^{\infty} .
$$

Finally, we define $L_{H^{2}}^{\infty}$ and $L_{H^{2}}^{2}$ by

$$
\begin{aligned}
L_{H^{2}}^{\infty} & :=\left\{\eta \in L^{2}\left(\mathcal{G}_{T}\right): \underset{t \in(0, T)}{\operatorname{ess} \sup }\|\eta\|_{H^{2}(\Gamma(t))}<+\infty\right\} \\
L_{H^{2}}^{2} & :=\left\{\eta \in L^{2}\left(\mathcal{G}_{T}\right): \int_{0}^{T}\|\eta\|_{H^{2}(\Gamma(t))}^{2} \mathrm{~d} t<+\infty\right\} .
\end{aligned}
$$

Remark 3.2.9. As a restriction on our analysis we will only consider $\partial^{\bullet} u$ as a function in $L_{L^{2}}^{2}$ since we do not wish to consider a weak material derivative. Such considerations are left to future work.

We conclude this section with a result which will take an integral in time equality into an almost everywhere in time equality. The proof is the generalisation of a similar result given by in Robinson (2001, Lemma 7.4) for planar domains.

Lemma 3.2.10. Let $\eta \in L_{H^{1}}^{2}$ with

$$
\begin{equation*}
\int_{0}^{T} \int_{\Gamma(t)} \nabla_{\Gamma} \eta \cdot \nabla_{\Gamma} \xi+\eta \xi \mathrm{d} \sigma \mathrm{~d} t=0 \quad \text { for all } \xi \in L_{H^{1}}^{2} \tag{3.2.17}
\end{equation*}
$$

Then for almost all times $t \in(0, T)$,

$$
\begin{equation*}
\int_{\Gamma(t)} \nabla_{\Gamma} \eta \cdot \nabla_{\Gamma} \varphi+\eta \varphi \mathrm{d} \sigma=0 \quad \text { for all } \varphi \in L_{H^{1}}^{2} \tag{3.2.18}
\end{equation*}
$$

Proof. Fix $\varphi \in L_{H^{1}}^{2}$ and $\alpha \in C([0, T])$, then choosing $\xi=\alpha \varphi \in L_{H^{1}}^{2}$ and

$$
0=\int_{0}^{T} \int_{\Gamma(t)} \nabla_{\Gamma} \eta \cdot \nabla_{\Gamma} \xi+\eta \xi \mathrm{d} \sigma \mathrm{~d} t=\int_{0}^{T} \alpha\left(\int_{\Gamma(t)} \nabla_{\Gamma} \eta \cdot \nabla_{\Gamma} \varphi+\eta \varphi \mathrm{d} \sigma\right) \mathrm{d} t
$$

Since the choice of $\alpha$ was arbitrary, the Fundamental Lemma of the Calculus of Variations implies the result.

### 3.2.5 Weak and variational form

Our finite element method will be based on a variational form of (3.2.15). The standard approach of simply integrating by parts leads to a weak form, which although useful for analytic considerations, will still contain explicit reference to the velocity field $v$. We can remove this by using the transport formula (3.2.6), hiding this instead in the material derivative of a test function. The resulting equation will be called the variational form.

We start by multiplying (3.2.15a, 3.2.15b) by a test function $\varphi$ and apply integration by parts to the Laplacian terms to give the weak form. This will be the definition of solution used throughout this chapter.

Definition 3.2.11 (Weak solution). We say that the pair $(u, w): \mathcal{G}_{T} \rightarrow \mathbb{R}^{2}$, with $u \in L_{H^{1}}^{\infty} \cap H^{1}\left(\mathcal{G}_{T}\right)$ and $w \in L_{H^{1}}^{2}$, are a weak solution of the Cahn-Hilliard equation (3.2.14) if, for almost every time $t \in(0, T)$,

$$
\begin{align*}
\int_{\Gamma(t)} \partial \bullet u \varphi+u \varphi \nabla_{\Gamma} \cdot v+\nabla_{\Gamma} w \cdot \nabla_{\Gamma} \varphi \mathrm{d} \sigma & =0  \tag{3.2.19a}\\
\int_{\Gamma(t)} \varepsilon \nabla_{\Gamma} u \cdot \nabla_{\Gamma} \varphi+\frac{1}{\varepsilon} \psi^{\prime}(u) \varphi-w \varphi \mathrm{~d} \sigma & =0 \tag{3.2.19b}
\end{align*}
$$

$$
\text { for all } \varphi \in L_{H^{1}}^{2}
$$

and $u(\cdot, 0)=u_{0}$ pointwise almost everywhere in $\Gamma_{0}$.
We will show well-posedness of a weak solution in Section 3.4 by showing convergence of a finite element method.

Restricting our thoughts to $\varphi \in H^{1}\left(\mathcal{G}_{T}\right)$, applying the transport formula to
the first two terms in (3.2.19a) gives

$$
\int_{\Gamma(t)} \partial^{\bullet} u \varphi+u \varphi \nabla_{\Gamma} \cdot v \mathrm{~d} \sigma=\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\Gamma(t)} u \varphi \mathrm{~d} \sigma\right)-\int_{\Gamma(t)} u \partial^{\bullet} \varphi \mathrm{d} \sigma .
$$

This gives the variational formulation:

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\Gamma(t)} u \varphi \mathrm{~d} \sigma\right)+\int_{\Gamma(t)} \nabla_{\Gamma} w \cdot \nabla_{\Gamma} \varphi \mathrm{d} \sigma & =\int_{\Gamma(t)} u \partial \partial^{\bullet} \varphi \mathrm{d} \sigma  \tag{3.2.20a}\\
\int_{\Gamma(t)} \varepsilon \nabla_{\Gamma} u \cdot \nabla_{\Gamma} \varphi+\frac{1}{\varepsilon} \psi^{\prime}(u) \varphi \mathrm{d} \sigma & =\int_{\Gamma(t)} w \varphi \mathrm{~d} \sigma . \tag{3.2.20b}
\end{align*}
$$

As with other chapters, it will be useful to write these equations using abstract bilinear forms. We define the following three to describe the above equations for $\eta, \varphi \in H^{1}(\Gamma(t))$ :

$$
\begin{aligned}
m(\eta, \varphi) & =\int_{\Gamma(t)} \eta \varphi \mathrm{d} \sigma \\
a(\eta, \varphi) & =\int_{\Gamma(t)} \nabla_{\Gamma} \eta \cdot \nabla_{\Gamma} \varphi \mathrm{d} \sigma \\
g(v ; \eta, \varphi) & =\int_{\Gamma(t)} \eta \varphi \nabla_{\Gamma} \cdot v \mathrm{~d} \sigma .
\end{aligned}
$$

This lets us write (3.2.19) as

$$
\begin{align*}
m(\partial \bullet u, \varphi)+g(v ; u, \varphi)+a(w, \varphi) & =0 \\
\varepsilon a(u, \varphi)+\frac{1}{\varepsilon} m\left(\psi^{\prime}(u), \varphi\right)-m(w, \varphi) & =0, \tag{3.2.21}
\end{align*}
$$

and (3.2.20) as

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} m(u, \varphi)+a(w, \varphi) & =m\left(u, \partial^{\bullet} \varphi\right)  \tag{3.2.22}\\
\varepsilon a(u, \varphi)+\frac{1}{\varepsilon} m\left(\psi^{\prime}(u), \varphi\right) & =m(w, \varphi) .
\end{align*}
$$

We may also write the results of Corollary 3.2.4 in this form:

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} m(\eta, \varphi)=m\left(\partial^{\bullet} \eta, \varphi\right)+m(\eta, \partial \bullet \\
& \bullet+g(v ; \eta, \varphi) \\
& \frac{\mathrm{d}}{\mathrm{~d} t} a(\eta, \varphi)=a\left(\partial^{\bullet} \eta, \varphi\right)+a(\eta, \partial \bullet \\
& \bullet
\end{aligned}+b(v ; \eta, \varphi), ~ 又
$$

with the addition of

$$
b(v ; \eta, \varphi)=\int_{\Gamma(t)} \mathcal{B}(v) \nabla_{\Gamma} \eta \cdot \nabla_{\Gamma} \varphi \mathrm{d} \sigma,
$$

using $\mathcal{A}=\mathrm{Id}$ in the definition of $\mathcal{B}(v)$.

### 3.3 Finite element approximation

In this section, we propose a finite element method for approximating solutions of the Cahn-Hilliard equation (3.2.14). It is based on the evolving surface finite element method of Dziuk and Elliott (2007a). Similarly to other chapters, we will use a discrete approximation of the family of surfaces $\{\Gamma(t)\}$ approximated at each time by a polyhedral surface $\Gamma_{h}(t)$ with nodes lying on $\Gamma(t)$. We impose, in addition, that the nodes of $\left\{\Gamma_{h}(t)\right\}$ evolve according to the smooth underlying velocity of the surface $\{\Gamma(t)\}$. Our time dependent finite element space will be based on this family of discrete surfaces.

From a practical view point, a key advantage of this methodology is that basis functions have zero discrete material velocity. We will see that this results in no mention of the velocity or curvature in the resulting finite element scheme.

### 3.3.1 Evolving triangulation and discrete material derivative

Let $\Gamma_{h, 0}$ be a polyhedral approximation of the initial surface $\Gamma_{0}$ with the restriction that the nodes $\left\{X_{j}^{0}\right\}_{j=1}^{N}$ of $\Gamma_{h, 0}$ lie on $\Gamma_{0}$. Ideas of how to construct this can be found in Section A.3.1. We evolve the nodes to form trajectories $\left\{X_{j}(t)\right\}_{j=1}^{N}$ by the smooth surface velocity:

$$
\dot{X}_{j}(t)=v\left(X_{j}(t), t\right), \quad X_{j}(0)=X_{j}^{0}, \quad \text { for } j=1, \ldots, N .
$$

Interpolating between these nodes defines a family of discrete surfaces $\left\{\Gamma_{h}(t)\right\}$. At each time, we assume that we have a triangulation $\mathscr{T}_{h}(t)$ of $\Gamma_{h}(t)$, with $h$ the maximum diameter of elements in $\mathscr{T}_{h}(t)$ uniformly in time:

$$
\begin{equation*}
h:=\sup _{t \in(0, T)} \max _{E(t) \in \mathscr{T}_{h}(t)} \operatorname{diam} E(t) . \tag{3.3.1}
\end{equation*}
$$

We assume that $\mathscr{T}_{h}$ is quasi-uniform as in the sense defined in Definition A.3.1, uniformly in time.

Lemma 3.3.1. Under our assumptions on $\left\{\Gamma_{h}(t)\right\}$, we have that

$$
\begin{equation*}
\sup _{t \in[0, T]}\left(\left\|\nabla_{\Gamma_{h}} \cdot V_{h}\right\|_{L^{\infty}\left(\Gamma_{h}(t)\right)}+\left\|\mathcal{B}_{h}\left(V_{h}\right)\right\|_{L^{\infty}\left(\Gamma_{h}(t)\right)}\right) \leq c \sup _{t \in[0, T]}\|v\|_{C^{2}\left(\mathcal{N}_{T}\right)} . \tag{3.3.2}
\end{equation*}
$$

Proof. The result follows from applying the geometric estimates (3.3.26) and (3.3.45) along with our assumption that $v \in C^{2}\left(\mathcal{N}_{T}\right)$.

Remark 3.3.2. In practical situations, assuming a uniformly regular mesh may not be feasible. Large surface deformations can lead to poor quality triangulations with deformed elements. In such cases, re-meshing may be required; see Clarenz, Diewald, Dziuk and Rumpf (2004); Eilks and Elliott (2008), for example. Alternatively, one may use an arbitrary Lagrangian-Eulerian formulation by allowing extra tangential mesh motions; see Elliott and Styles (2012) and Elliott and Stinner (2013) for details.

We define $\nu_{h}$ element-wise as the unit outward pointing normal to $\Gamma_{h}(t)$ and denote by $\nabla_{\Gamma_{h}}$ the tangential gradient on $\Gamma_{h}(t)$ defined element-wise by

$$
\nabla_{\Gamma_{h}} \eta_{h}:=\nabla \widetilde{\eta}_{h}-\left(\nabla \widetilde{\eta}_{h} \cdot \nu_{h}\right) \nu_{h}=\left(\operatorname{Id}-\nu_{h} \otimes \nu_{h}\right) \nabla \widetilde{\eta}_{h}=: P_{h} \nabla \widetilde{\eta}_{h} .
$$

This is a vector-valued quantity and we will denote its components by

$$
\nabla_{\Gamma_{h}} \eta_{h}=\left(\underline{D}_{h, 1} \eta_{h}, \ldots, \underline{D}_{h, n+1} \eta_{h}\right)
$$

We define the finite element space of piecewise linear functions on $\Gamma_{h}(t)$ by

$$
\begin{equation*}
S_{h}(t):=\left\{\phi_{h} \in C\left(\Gamma_{h}(t)\right):\left.\phi_{h}\right|_{E(t)} \text { is affine linear, for each } E(t) \in \mathscr{T}_{h}(t)\right\} \tag{3.3.3}
\end{equation*}
$$

We will write $\left\{\phi_{j}^{N}(\cdot, t)\right\}_{j=1}^{N}$ for the nodal basis of $S_{h}(t)$ given by $\phi_{j}^{N}\left(X_{i}(t), t\right)=\delta_{i j}$.
The definition of a basis of $S_{h}(t)$ allows us to characterise the velocity of the surface $\left\{\Gamma_{h}(t)\right\}$. An arbitrary point $X(t)$ on $\Gamma_{h}(t)$ evolves according to the discrete velocity $V_{h}$ :

$$
\begin{equation*}
\dot{X}(t)=V_{h}(X(t), t)=\sum_{j=1}^{N} \dot{X}_{j}(t) \phi_{j}^{N}(X(t), t)=\sum_{j=1}^{N} v\left(X_{j}(t), t\right) \phi_{j}^{N}(X(t), t) \tag{3.3.4}
\end{equation*}
$$

We will write $\mathcal{G}_{h, T}$ as the discrete equivalent to $\mathcal{G}_{T}$ :

$$
\begin{equation*}
\mathcal{G}_{h, T}:=\bigcup_{t \in(0, T)} \Gamma_{h}(t) \times\{t\} \tag{3.3.5}
\end{equation*}
$$

The discrete velocity $V_{h}$ induces a discrete material derivative. For a scalar quantity $\eta_{h}$ on $\mathcal{G}_{h, T}$, we define the discrete material derivative $\partial_{h}^{\bullet} \eta_{h}$ by

$$
\begin{equation*}
\partial_{h}^{\bullet} \eta_{h}:=\partial_{t} \widetilde{\eta}_{h}+\nabla \widetilde{\eta}_{h} \cdot V_{h}, \tag{3.3.6}
\end{equation*}
$$



Figure 3.3.1: Example of an evolving triangulated surface. The left images (yellow) represent a course mesh and the right (blue) a more refined mesh.
where $\widetilde{\eta}_{h}$ is an arbitrary extension of $\eta_{h}$ to $\mathcal{N}_{T}$. This leads to the remarkable transport property of the basis functions $\left\{\phi_{j}^{N}\right\}$.

Lemma 3.3.3 (Transport of basis functions). Let $\phi_{j}^{N}: \mathcal{G}_{h, T} \rightarrow \mathbb{R}$ be a nodal basis function as described above, then

$$
\begin{equation*}
\partial_{h}^{\bullet} \phi_{j}^{N}=0 \tag{3.3.7}
\end{equation*}
$$

Proof. From $\phi_{j}^{N}\left(X_{i}(t), t\right)=\delta_{i j}$, we have

$$
\begin{aligned}
& 0=\frac{\mathrm{d}}{\mathrm{~d} t} \phi_{j}^{N}\left(X_{i}(t), t\right)=\phi_{j, t}^{N}\left(X_{i}(t), t\right)+\nabla \phi_{j}^{N}\left(X_{i}(t), t\right) \cdot \dot{X}_{i}(t) \\
&=\phi_{j, t}^{N}\left(X_{i}(t), t\right)+\nabla \phi_{j}^{N}\left(X_{i}(t), t\right) \cdot V_{h}\left(X_{i}(t), t\right)=\partial_{h}^{\bullet} \phi_{j}^{N}\left(X_{i}(t), t\right)
\end{aligned}
$$

This implies that $\partial_{h}^{\bullet} \phi_{j}^{N}$ is zero at all vertices of $\Gamma_{h}(t)$, and hence $\partial_{h}^{\bullet} \phi_{j}^{N}=0$.
These discrete quantities also satisfy a variant of the transport formula from Lemma 3.2.3. We label the surface measure on $\Gamma_{h}(t)$ as $\mathrm{d} \sigma_{h}$.

Lemma 3.3.4 (Transport lemma for triangulated surfaces). Let $\left\{\Gamma_{h}(t)\right\}$ be a discrete family of triangulated surfaces evolving with velocity $V_{h}$. Let $\eta_{h}, \phi_{h}$ be timedependent finite element functions such that the following quantities exist. Then, we have

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Gamma_{h}(t)} \eta_{h} \mathrm{~d} \sigma_{h}=\int_{\Gamma_{h}(t)} \partial_{h}^{\bullet} \eta_{h}+\eta_{h} \nabla_{\Gamma_{h}} \cdot V_{h} \mathrm{~d} \sigma_{h} \tag{3.3.8}
\end{equation*}
$$

In particular, for the $L^{2}$ inner product this means that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Gamma_{h}(t)} \eta_{h} \phi_{h} \mathrm{~d} \sigma_{h}=\int_{\Gamma_{h}(t)}\left(\partial_{h}^{\bullet} \eta_{h}\right) \phi_{h}+\eta_{h}\left(\partial_{h}^{\bullet} \phi_{h}\right)+\eta_{h} \phi_{h} \nabla_{\Gamma_{h}} \cdot V_{h} \mathrm{~d} \sigma_{h} \tag{3.3.9}
\end{equation*}
$$

and for the Dirichlet inner product, we obtain

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Gamma_{h}(t)} \nabla_{\Gamma_{h}} \eta_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h} \mathrm{~d} \sigma_{h}= & \int_{\Gamma_{h}(t)} \nabla_{\Gamma_{h}}\left(\partial_{h}^{\bullet} \eta_{h}\right) \cdot \nabla_{\Gamma_{h}} \phi_{h}+\nabla_{\Gamma_{h}} \eta_{h} \cdot \nabla_{\Gamma_{h}}\left(\partial_{h}^{\bullet} \phi_{h}\right) \mathrm{d} \sigma_{h} \\
& +\sum_{E(t) \in \mathscr{T}_{h}(t)} \int_{E(t)} \mathcal{B}_{h}\left(V_{h}\right) \nabla_{\Gamma_{h}} \eta_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h} \mathrm{~d} \sigma_{h} \tag{3.3.10}
\end{align*}
$$

where

$$
\mathcal{B}_{h}\left(V_{h}\right)=\frac{1}{2}\left(\nabla_{\Gamma_{h}} \cdot V_{h}\right) \operatorname{Id}-D_{h}\left(V_{h}\right) \quad \text { and } \quad D_{h}\left(V_{h}\right)_{i j}=\frac{1}{2}\left(\underline{D}_{h, i} V_{h, j}+\underline{D}_{h, j} V_{h, i}\right) .
$$

Proof. Following Dziuk and Elliott (2013a, Lemma 4.2), we write

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Gamma_{h}(t)} \eta_{h} \mathrm{~d} \sigma_{h}=\sum_{E(t) \in \mathscr{T}_{h}} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{E(t)} \eta_{h} \mathrm{~d} \sigma_{h}
$$

and apply the results transport formulae of Lemma 3.2.3 and Corollary 3.2.4 elementwise.

### 3.3.2 Finite element scheme

Simply put, our finite element scheme for the approximate solutions of (3.2.14) is based on solving a discrete version of the variational form (3.2.20) on the surface $\left\{\Gamma_{h}(t)\right\}$ over the finite element space $S_{h}(t)$.

We will assume that the initial condition to our finite element method $U_{0} \in$ $S_{h}\left(\Gamma_{h, 0}\right)$ satisfies

$$
\begin{equation*}
\int_{\Gamma_{h, 0}} \varepsilon\left(\left|U_{0}\right|^{2}+\left|\nabla_{\Gamma_{h}} U_{0}\right|^{2}\right)+\frac{1}{\varepsilon} \psi\left(U_{0}\right) \mathrm{d} \sigma_{h}<+\infty \tag{3.3.11}
\end{equation*}
$$

Remark 3.3.5. One particular choice of initial condition will be to take $U_{0}$ as a suitable approximation (for example, $\Pi_{h} u_{0}$ defined in (3.3.48)) of $u_{0}$ with $u_{0}$ satisfying (3.4.8).

Our solution spaces will be

$$
\begin{align*}
& S_{h}^{T}:=\left\{\phi_{h} \in C\left(\mathcal{G}_{h, T}\right): \phi_{h}(\cdot, t) \in S_{h}(t) \text { for all } t \in[0, T], \text { and } \partial_{h}^{\bullet} \phi_{h} \in C\left(\mathcal{G}_{h, T}\right)\right\} \\
& \widetilde{S}_{h}^{T}:=\left\{\phi_{h} \in C\left(\mathcal{G}_{h, T}\right): \phi_{h}(\cdot, t) \in S_{h}(t) \text { for all } t \in[0, T]\right\} \tag{3.3.12}
\end{align*}
$$

The finite element scheme is: Given $U_{0}$, find $U_{h} \in S_{h}^{T}$ and $W_{h} \in \widetilde{S}_{h}^{T}$ such that for almost every time $t \in(0, T)$

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\Gamma_{h}(t)} U_{h} \phi_{h} \mathrm{~d} \sigma_{h}\right)+\int_{\Gamma_{h}(t)} \nabla_{\Gamma_{h}} W_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h} \mathrm{~d} \sigma_{h} & =\int_{\Gamma_{h}(t)} U_{h} \partial_{h}^{\bullet} \phi_{h} \mathrm{~d} \sigma_{h}  \tag{3.3.13a}\\
\int_{\Gamma_{h}(t)} \varepsilon \nabla_{\Gamma_{h}} U_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h}+\frac{1}{\varepsilon} \psi^{\prime}\left(U_{h}\right) \phi_{h} \mathrm{~d} \sigma_{h} & =\int_{\Gamma_{h}(t)} W_{h} \phi_{h} \mathrm{~d} \sigma_{h} \tag{3.3.13b}
\end{align*}
$$

subject to the initial condition

$$
\begin{equation*}
U_{h}(\cdot, 0)=U_{0} \tag{3.3.14}
\end{equation*}
$$

The transport formula (3.3.9) implies that, for $\phi_{h} \in S_{h}^{T}$, (3.3.13a) is equivalent to

$$
\begin{equation*}
\int_{\Gamma_{h}(t)} \partial_{h}^{\bullet} U_{h} \phi_{h}+U_{h} \phi_{h} \nabla_{\Gamma_{h}} \cdot V_{h}+\nabla_{\Gamma_{h}} W_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h} \mathrm{~d} \sigma_{h}=0 \tag{3.3.15}
\end{equation*}
$$

We can write these equations in matrix form. First, we will introduce vectors $\alpha(t), \beta(t) \in \mathbb{R}^{N}$ for the nodal values of $U_{h}$ and $W_{h}$ by

$$
U_{h}(x, t)=\sum_{j=1}^{N} \alpha_{j}(t) \phi_{j}^{N}(x, t), \quad W_{h}(x, t)=\sum_{j=1}^{N} \beta_{j}(t) \phi_{j}^{N}(x, t) \quad \text { for }(x, t) \in \mathcal{G}_{h, T}
$$

In place of the bilinear forms, we have the mass matrix $\mathcal{M}(t)$ and stiffness matrix $\mathcal{S}(t)$ :

$$
\mathcal{M}(t)_{i j}=\int_{\Gamma_{h}(t)} \phi_{i}^{N} \phi_{j}^{N} \mathrm{~d} \sigma_{h} \quad \mathcal{S}(t)_{i j}=\int_{\Gamma_{h}(t)} \nabla_{\Gamma_{h}} \phi_{i}^{N} \cdot \nabla_{\Gamma_{h}} \phi_{j}^{N} \mathrm{~d} \sigma_{h}
$$

and in place of the non-linear term, we will write

$$
\Psi(\alpha(t))_{j}=\int_{\Gamma_{h}(t)} \psi^{\prime}\left(\sum_{i=1}^{N} \alpha_{i}(t) \phi_{i}^{N}\right) \phi_{j}^{N} \mathrm{~d} \sigma_{h}
$$

Using the transport of basis property (Lemma 3.3.3), we can write (3.3.13) as

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t}(\mathcal{M}(t) \alpha(t))+\mathcal{S}(t) \beta(t) & =0  \tag{3.3.16a}\\
\varepsilon \mathcal{S}(t) \alpha(t)+\frac{1}{\varepsilon} \Psi(\alpha(t))-\mathcal{M}(t) \beta(t) & =0 \tag{3.3.16b}
\end{align*}
$$

Alternatively, eliminating $\beta(t)$, this can be written as

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}(\mathcal{M}(t) \alpha(t))+\mathcal{S}(t) \mathcal{M}(t)^{-1}\left(\varepsilon \mathcal{S}(t) \alpha(t)+\frac{1}{\varepsilon} \Psi(\alpha(t))\right)=0 \tag{3.3.17}
\end{equation*}
$$

One could also use lumped mass integration (Thomée 2006, chapter 15) instead of the full mass matrix.

Notice that this is the same structure as a finite element discretisation of a Cahn-Hilliard equation posed on a planar domain. We now have time dependent matrices which need to be assembled each time step. Various time stepping schemes have been considered for second-order parabolic problems on evolving surfaces. We mention in particular the work of Dziuk et al. (2012b), Dziuk and Elliott (2012) and Lubich et al. (2013).

Next, we introduce abstract notation which permit a more compact writing of the analysis that follows:

$$
\begin{aligned}
m_{h}\left(\eta_{h}, \phi_{h}\right) & =\int_{\Gamma_{h}(t)} \eta_{h} \phi_{h} \mathrm{~d} \sigma_{h} \\
a_{h}\left(\eta_{h}, \phi_{h}\right) & =\int_{\Gamma_{h}(t)} \nabla_{\Gamma_{h}} \eta_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h} \mathrm{~d} \sigma_{h} \\
g_{h}\left(V_{h} ; \eta_{h}, \phi_{h}\right) & =\int_{\Gamma_{h}(t)} \eta_{h} \phi_{h} \nabla_{\Gamma_{h}} \cdot V_{h} \mathrm{~d} \sigma_{h} .
\end{aligned}
$$

The lets us write (3.3.13) as

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} m_{h}\left(U_{h}, \phi_{h}\right)+a_{h}\left(W_{h}, \phi_{h}\right) & =m_{h}\left(U_{h}, \partial_{h}^{\bullet} \phi_{h}\right) \\
\varepsilon a_{h}\left(U_{h}, \phi_{h}\right)+\frac{1}{\varepsilon} m_{h}\left(\psi^{\prime}\left(U_{h}\right), \phi_{h}\right) & =m_{h}\left(W_{h}, \phi_{h}\right),
\end{aligned}
$$

and (3.3.15) as

$$
m_{h}\left(\partial_{h}^{\bullet} U_{h}, \phi_{h}\right)+g_{h}\left(V_{h} ; U_{h}, \phi_{h}\right)+a_{h}\left(W_{h}, \phi_{h}\right)=0 .
$$

The transport laws from Lemma 3.3.4 transfer to the abstract setting also:

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} m_{h}\left(\eta_{h}, \phi_{h}\right) & =m_{h}\left(\partial_{h}^{\bullet} \eta_{h}, \phi_{h}\right)+m_{h}\left(\eta_{h}, \partial_{h}^{\bullet} \phi_{h}\right)+g_{h}\left(V_{h} ; \eta_{h}, \phi_{h}\right) \\
\frac{\mathrm{d}}{\mathrm{~d} t} a_{h}\left(\eta_{h}, \phi_{h}\right) & =a_{h}\left(\partial_{h}^{\bullet} \eta_{h}, \phi_{h}\right)+a_{h}\left(\eta_{h}, \partial_{h}^{\bullet} \phi_{h}\right)+b_{h}\left(V_{h} ; \eta_{h}, \phi_{h}\right),
\end{aligned}
$$

where

$$
b_{h}\left(V_{h} ; \eta_{h}, \phi_{h}\right)=\sum_{E(t) \in \mathscr{T}_{h}(t)} \int_{E(t)} \mathcal{B}_{h}\left(V_{h}\right) \nabla_{\Gamma_{h}} \eta_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h} \mathrm{~d} \sigma_{h} .
$$

Under the above assumptions, the following estimates are possible.
Theorem 3.3.6 (Well-posedness of the finite element scheme (3.3.13)). For any $T>0$, under the above assumptions on $U_{0}$ and $\left\{\Gamma_{h}(t)\right\}$, there exists a unique solution pair $\left(U_{h}, W_{h}\right) \in S_{h}^{T} \times \widetilde{S}_{h}^{T}$, both with $C^{1}$ in time nodal values, to the finite element scheme (3.3.13). Furthermore, $\int_{\Gamma_{h}(t)} U_{h} \mathrm{~d} \sigma_{h}$ is conserved:

$$
\begin{equation*}
\int_{\Gamma_{h}(t)} U_{h} \mathrm{~d} \sigma_{h}=\int_{\Gamma_{h, 0}} U_{0} \mathrm{~d} \sigma_{h} \quad \text { for all } t \in(0, T), \tag{3.3.18}
\end{equation*}
$$

and the following bound is satisfied:

$$
\begin{gather*}
\sup _{t \in(0, T)} \int_{\Gamma_{h}(t)} \frac{\varepsilon}{2}\left(\left|\nabla_{\Gamma_{h}} U_{h}\right|^{2}+U_{h}^{2}\right)+\frac{1}{\varepsilon} \psi\left(U_{h}\right) \mathrm{d} \sigma_{h}+\frac{1}{2} \int_{0}^{T}\left\|W_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}^{2} \mathrm{~d} t  \tag{3.3.19}\\
\leq c_{\varepsilon} \int_{\Gamma_{h, 0}} \frac{\varepsilon}{2}\left(\left|\nabla_{\Gamma_{h}} U_{0}\right|^{2}+\left|U_{0}\right|^{2}\right)+\frac{1}{\varepsilon} \psi\left(U_{0}\right) \mathrm{d} \sigma_{h} .
\end{gather*}
$$

Proof. Considering (3.3.17), since $\mathcal{M}(t)$ is positive definite, $\mathcal{S}(t)$ positive semidefinite and $\Psi$ is locally Lipschitz, standard theory of ordinary differential equations gives a unique short-time solution $\alpha \in C^{1}\left(\left[0, T_{0}\right] ; \mathbb{R}^{N}\right)$ for some $T_{0}<T$. From (3.3.8), we know $\mathcal{S}(t)$ and $\mathcal{M}(t)$ are $C^{1}$ in time, and $\mathcal{M}(t)^{-1} \in C^{1}$ by the Inverse Function Theorem. Thus, we infer

$$
\beta(t)=\mathcal{M}(t)^{-1} \mathcal{S}(t) \mathcal{M}(t)^{-1}\left(\varepsilon \mathcal{S}(t) \alpha(t)+\frac{1}{\varepsilon} \Psi(\alpha(t))\right) \in C^{1}\left(\left[0, T_{0}\right] ; \mathbb{R}^{N}\right)
$$

This is easily translated into solutions $U_{h}, W_{h}$ in the appropriate spaces.
To extend to the long-term solution, we construct an energy bound. We start by testing (3.3.13a) with $W_{h}$ and (3.3.13b) with $\partial_{h}^{\bullet} U_{h}$ and sum to see

$$
\begin{aligned}
& \varepsilon a_{h}\left(U_{h}, \partial_{h}^{\bullet} U_{h}\right)+\frac{1}{\varepsilon} m_{h}\left(\psi^{\prime}\left(U_{h}\right), \partial_{h}^{\bullet} U_{h}\right)+a_{h}\left(W_{h}, W_{h}\right) \\
& \quad=-\frac{\mathrm{d}}{\mathrm{~d} t} m_{h}\left(U_{h}, W_{h}\right)+m_{h}\left(U_{h}, \partial_{h}^{\bullet} W_{h}\right)+m_{h}\left(\partial_{h}^{\bullet} U_{h}, W_{h}\right) .
\end{aligned}
$$

Applying the transport formulae from Lemma 3.3.4, we obtain

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\varepsilon a_{h}\left(U_{h}, U_{h}\right)+\frac{1}{\varepsilon} m_{h}\left(\psi\left(U_{h}\right), 1\right)\right)+a_{h}\left(W_{h}, W_{h}\right) \\
& \quad=\frac{\varepsilon}{2} b_{h}\left(V_{h} ; U_{h}, U_{h}\right)+\frac{1}{\varepsilon} g_{h}\left(V_{h} ; \psi\left(U_{h}\right), 1\right)-g_{h}\left(V_{h} ; U_{h}, W_{h}\right) .
\end{aligned}
$$

Using Lemma 3.3.1, applying a Young's inequality with $\delta=1 / 4$ leads to

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\Gamma_{h}(t)} \frac{\varepsilon}{2}\left|\nabla_{\Gamma_{h}} U_{h}\right|^{2}+\frac{1}{\varepsilon} \psi\left(U_{h}\right) \mathrm{d} \sigma_{h}\right)+\int_{\Gamma_{h}(t)}\left|\nabla_{\Gamma_{h}} W_{h}\right|^{2} \mathrm{~d} \sigma_{h} \\
& \quad \leq c \int_{\Gamma_{h}(t)} \frac{\varepsilon}{2}\left|\nabla_{\Gamma_{h}} U_{h}\right|^{2}+\frac{1}{\varepsilon} \psi\left(U_{h}\right) \mathrm{d} \sigma_{h}+c\left\|U_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}+\frac{1}{4}\left\|W_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2} . \tag{3.3.20}
\end{align*}
$$

We start again by testing (3.3.13a) with $\varepsilon U_{h}$. This gives

$$
\begin{aligned}
& \varepsilon \frac{\mathrm{d}}{\mathrm{~d} t} m_{h}\left(U_{h}, U_{h}\right)+\varepsilon a_{h}\left(W_{h}, U_{h}\right)-\varepsilon m_{h}\left(U_{h}, \partial_{h}^{\bullet} U_{h}\right) \\
& \quad=\frac{\varepsilon}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} m_{h}\left(U_{h}, U_{h}\right)+\varepsilon a_{h}\left(W_{h}, U_{h}\right)-\frac{\varepsilon}{2} g_{h}\left(V_{h} ; U_{h}, U_{h}\right)=0 .
\end{aligned}
$$

Subtracting (3.3.13b) tested with $W_{h}$ leads to

$$
\begin{gather*}
\frac{\varepsilon}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\left\|U_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}\right)+\left\|W_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}=\frac{\varepsilon}{2} g_{h}\left(V_{h} ; U_{h}, U_{h}\right)+\frac{1}{\varepsilon} m_{h}\left(\psi^{\prime}\left(U_{h}\right), W_{h}\right) \\
\quad \leq\left(\frac{c}{\varepsilon}+c \varepsilon\right)\left\|U_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}^{2}+\frac{1}{4}\left\|W_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2} \tag{3.3.21}
\end{gather*}
$$

where in the last line we have used the assumptions on the discrete velocity and the Sobolev embedding $H^{1}\left(\Gamma_{h}(t)\right) \hookrightarrow L^{6}\left(\Gamma_{h}(t)\right)$ from Lemma 3.3.8. Taking the sum of (3.3.20) and (3.3.21) and using a Gronwall inequality gives

$$
\begin{aligned}
& \sup _{t \in\left(0, T_{0}\right)} \int_{\Gamma_{h}(t)} \frac{\varepsilon}{2}\left(\left|\nabla_{\Gamma_{h}} U_{h}\right|^{2}+U_{h}^{2}\right)+\frac{1}{\varepsilon} \psi\left(U_{h}\right) \mathrm{d} \sigma_{h}+\frac{1}{2} \int_{0}^{T_{0}}\left\|W_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}^{2} \mathrm{~d} t \\
& \quad \leq c_{\varepsilon} \int_{\Gamma_{h, 0}} \frac{\varepsilon}{2}\left(\left|\nabla_{\Gamma_{h}} U_{0}\right|^{2}+\left|U_{0}\right|^{2}\right)+\frac{1}{\varepsilon} \psi\left(U_{0}\right) \mathrm{d} \sigma_{h} .
\end{aligned}
$$

Since the right-hand side of the energy bound can be bounded independent of $T_{0}$, we can turn the short-time result into a result for $(0, T)$, where $T$ is arbitrary.

Finally, Since $\phi_{h}=1$ is an admissible test function in (3.3.13a), it is clear that $\int_{\Gamma_{h}(t)} U_{h} \mathrm{~d} \sigma_{h}$ is conserved.

### 3.3.3 Lifted finite elements

As with other sections, the following analysis will rely on lift operators defined using a time dependent closest point operator similar to (A.6.1). This lifting process will also be applied to the surface triangulation, as well as finite element functions. This will induce a further discrete material velocity $v_{h}$ which will describe how the lifts of triangles on $\{\Gamma(t)\}$ evolve.

We recall that, on a neighbourhood $\mathcal{N}_{T}$ of $\mathcal{G}_{T}$, for each point $(x, t) \in \mathcal{N}_{T}$, there exists a unique point $p(x, t) \in \Gamma(t)$ :

$$
\begin{equation*}
p(x, t)=x+d(x, t) \nu(p(x, t), t) \tag{3.3.22}
\end{equation*}
$$

We will call $p=p(x, t)$ the (time dependent) closest point operator. It is clear that $p(\cdot, t)$ is a homeomorphism from $\Gamma_{h}(t)$ onto $\Gamma(t)$, for all $t \in[0, T]$.


Figure 3.3.2: An example of a triangulation lifted onto a smooth surface.

First, for a function $\eta_{h}: \mathcal{G}_{h, T} \rightarrow \mathbb{R}$, we define its lift, $\eta_{h}^{\ell}: \mathcal{G}_{T} \rightarrow \mathbb{R}$, implicitly, by:

$$
\begin{equation*}
\eta_{h}^{\ell}(p(x, t), t)=\eta_{h}(x, t), \tag{3.3.23}
\end{equation*}
$$

and, for a function $\eta: \mathcal{G}_{T} \rightarrow \mathbb{R}$, we define its inverse lift, $\eta^{-\ell}: \mathcal{G}_{h, T} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\eta^{-\ell}(x, t):=\eta(p(x, t), t) \tag{3.3.24}
\end{equation*}
$$

It is clear that these operations are inverses of each other

$$
\left(\eta^{-\ell}\right)^{\ell}=\eta \quad \text { and } \quad\left(\eta_{h}^{\ell}\right)^{-\ell}=\eta_{h} .
$$

Furthermore, (3.3.22) allows us to define a lifted triangulation $\mathscr{T}_{h}^{\ell}(t)$ of $\Gamma(t)$ by

$$
\begin{equation*}
\mathscr{T}_{h}^{\ell}=\left\{e(t)=E^{\ell}(t): E(t) \in \mathscr{T}_{h}(t)\right\}, \quad E^{\ell}(t):=\{p(x, t): x \in E(t)\} . \tag{3.3.25}
\end{equation*}
$$

This defines an exact triangulation in the sense of Section 2.3.1; see Figure 3.3.2 for an example.

Similarly to Lemma A.6.1, we know that the lifting operation is stable:
Lemma 3.3.7 (Stability of lift). Let $\eta_{h}: \mathcal{G}_{h, T} \rightarrow \mathbb{R}$, with lift $\eta_{h}^{\ell}: \mathcal{G}_{T} \rightarrow \mathbb{R}$, be such that the following quantities exist. For $1 \leq q \leq+\infty$, there exist $c_{1}, c_{2}>0$, independent of $h$, but depending on $q$, such that for each time $t \in[0, T]$ and each element $E(t) \in \mathscr{T}_{h}(t)$ with associated lifted element $e(t) \in \mathscr{T}_{h}^{\ell}(t)$, the following hold:

$$
\begin{align*}
c_{1}\left\|\eta_{h}^{\ell}\right\|_{L^{q}(e(t))} & \leq\left\|\eta_{h}\right\|_{L^{q}(E(t))} \leq c_{2}\left\|\eta_{h}^{\ell}\right\|_{L^{q}(e(t))}  \tag{3.3.26a}\\
c_{1}\left\|\nabla_{\Gamma} \eta_{h}^{\ell}\right\|_{L^{q}(e(t))} & \leq\left\|\nabla_{\Gamma_{h}} \eta_{h}\right\|_{L^{q}(E(t))} \leq c_{2}\left\|\nabla_{\Gamma} \eta_{h}^{\ell}\right\|_{L^{q}(e(t))}  \tag{3.3.26b}\\
\left\|\nabla_{\Gamma_{h}}^{2} \eta_{h}\right\|_{L^{2}(E(t))} & \leq c\left(\left\|\nabla_{\Gamma}^{2} \eta_{h}^{\ell}\right\|_{L^{2}(e(t))}+h\left\|\nabla_{\Gamma} \eta_{h}^{\ell}\right\|_{L^{2}(e(t))}\right) . \tag{3.3.26c}
\end{align*}
$$

Proof. The result of Lemma A.6.1 (Dziuk 1988) can be easily extended to $L^{q}$ norms and to the context of evolving surfaces (Dziuk and Elliott 2007a).

This result allows us to give Sobolev embeddings for discrete surfaces:
Lemma 3.3.8. For $\Gamma_{h}(t)$ as above,

$$
W^{1, q}\left(\Gamma_{h}(t)\right) \subset \begin{cases}L^{n q /(n-q)}\left(\Gamma_{h}(t)\right) & \text { for } q<n  \tag{3.3.27}\\ L^{\infty}\left(\Gamma_{h}(t)\right) & \text { for } q>n\end{cases}
$$

Furthermore there exists a constant $c=c(n, q)$, independent of $h$, such that for any $\eta_{h} \in W^{1, q}\left(\Gamma_{h}(t)\right)$

$$
\begin{align*}
\left\|\eta_{h}\right\|_{L^{n q /(n-q)\left(\Gamma_{h}(t)\right)}} & \leq c\left\|\eta_{h}\right\|_{W^{1, q}\left(\Gamma_{h}(t)\right)} & & \text { for } q<n  \tag{3.3.28a}\\
\left\|\eta_{h}\right\|_{L^{\infty}\left(\Gamma_{h}(t)\right)} & \leq c\left\|\eta_{h}\right\|_{W^{1, q}\left(\Gamma_{h}(t)\right)} & & \text { for } q>n . \tag{3.3.28b}
\end{align*}
$$

Proof. To see the embedding result, we apply Lemma 3.2.1. The bounds then follow using the stability of the lift (Lemma 3.3.7).

As in other chapters, we will write $S_{h}^{\ell}(t)$ for the space of lifted finite element functions:

$$
S_{h}^{\ell}(t)=\left\{\varphi_{h}=\phi_{h}^{\ell}: \phi_{h} \in S_{h}(t)\right\} .
$$

This space comes with the standard approximation property:
Proposition 3.3.9 (Approximation property). The Lagrangian interpolation operator $I_{h}: C(\Gamma(t)) \rightarrow S_{h}^{\ell}(t)$ is well defined and, for $z \in H^{2}(\Gamma(t))$, satisfies the bound

$$
\begin{equation*}
\left\|z-I_{h} z\right\|_{L^{2}(\Gamma(t))}+h\left\|\nabla_{\Gamma}\left(z-I_{h} z\right)\right\|_{L^{2}(\Gamma(t))} \leq c h^{2}\|z\|_{H^{2}(\Gamma(t))}, \tag{3.3.29}
\end{equation*}
$$

and

$$
\left\|\nabla_{\Gamma}\left(z-I_{h} z\right)\right\|_{L^{q}(\Gamma(t))} \leq c h^{1+\min (0, n / q-n / 2)}\|z\|_{H^{2}(\Gamma(t))} \quad \text { for } \begin{cases}1 \leq q \leq \infty & \text { if } n=1  \tag{3.3.30}\\ 1 \leq q<\infty & \text { if } n=2 \\ 1 \leq q \leq 6 & \text { if } n=3\end{cases}
$$

Proof. The proof follows in the same way as Proposition A.6.2 (Dziuk 1988). We give details of the proof for the $L^{q}$ case, for $q$ as listed above.

The linear interpolant $\widetilde{I}_{h} z \in S_{h}(t)$, given by

$$
\widetilde{I}_{h} z(x)=\sum_{j=1}^{N} z\left(X_{j}(t)\right) \phi_{j}^{N}(x, t)
$$

is well defined since $z$ is continuous (Theorem 3.2.1). Consider one element $E(t) \in$ $\mathscr{T}_{h}(t)$ with associated lifted element $e(t) \in \mathscr{T}_{h}^{\ell}(t)$. Then standard interpolation theory (Ciarlet 1978, Theorem 3.1.6) applies since we have the continuous embedding $H^{1}(\Gamma(t)) \hookrightarrow W^{1, q}(\Gamma(t)):$

$$
\left\|z^{-\ell}-\widetilde{I}_{h} z\right\|_{W^{1, q}(E(t))} \leq c h^{1+\min (0, n / q-n / 2)}\left\|z^{-\ell}\right\|_{H^{2}(E(t))}
$$

The stability result in Lemma 3.3.7 implies that we can lift this result to the smooth surface. Summing over all elements, we see that

$$
\left\|z-I_{h} z\right\|_{W^{1, q}(\Gamma(t))} \leq c h^{1+\min (0, n / q-n / 2)}\|z\|_{H^{2}(\Gamma(t))}
$$

Remark 3.3.10. For the remainder of this chapter, we will write lower case letters for the lift of finite element functions with capital letters (i.e. $U_{h}^{\ell}=u_{h}$ and $W_{h}^{\ell}=w_{h}$ ) and $\varphi_{h}$ for the lift of $\phi_{h}$.

The motion of the edges of the triangles in the triangulation $\left\{\mathscr{T}_{h}^{\ell}(t)\right\}$ defines a discrete material velocity for the surface $\{\Gamma(t)\}$. Let $X(t)$ be the trajectory of a point on $\left\{\Gamma_{h}(t)\right\}$ with velocity $V_{h}(X(t), t)$. We set $Y(t)=p(X(t), t)$, where $p$ is the closest point operator (3.3.22), and then define $v_{h}$ by

$$
\begin{equation*}
v_{h}(Y(t), t):=Y^{\prime}(t)=\frac{\partial p}{\partial t}(X(t), t)+\nabla p(X(t), t) \cdot V_{h}(X(t), t) \tag{3.3.31}
\end{equation*}
$$

so that for $x \in \Gamma_{h}(t)$, using (3.3.22), we have

$$
v_{h}(p(x, t), t)=(P(x, t)-d(x, t) \mathcal{H}(x, t)) V_{h}(x, t)-d_{t}(x, t) \nu(x)-d(x, t) \nu_{t}(x, t)
$$

This defines another discrete material derivative for functions $\varphi_{h}(\cdot, t) \in S_{h}^{\ell}(t)$. We define the discrete material derivative on $\mathcal{G}_{T}$ element-wise by

$$
\begin{equation*}
\partial_{h}^{\bullet} \varphi_{h}:=\left(\partial_{t} \varphi_{h}+v_{h} \cdot \nabla \varphi_{h}\right) . \tag{3.3.32}
\end{equation*}
$$

It can be shown, similarly to (3.3.7), that $\partial_{h}^{\bullet}\left(\phi_{j}^{N}\right)^{\ell}=0$. A quick calculation (Dziuk and Elliott 2013a) shows that for all $\phi_{h} \in S_{h}(t)$, with lift $\varphi_{h} \in S_{h}^{\ell}(t)$,

$$
\begin{equation*}
\partial_{h}^{\bullet} \varphi_{h}=\left(\partial_{h}^{\bullet} \phi_{h}\right)^{\ell}, \tag{3.3.33}
\end{equation*}
$$

We will write $S_{h}^{\ell, T}$ and $\widetilde{S}_{h}^{\ell, T}$ for the lifts of the spaces $S_{h}^{T}$ and $\widetilde{S}_{h}^{T}$ defined by (3.3.12). It is clear that from Lemma 3.3.7 that

$$
S_{h}^{\ell, T} \subset H^{1}\left(\mathcal{G}_{T}\right) \quad \text { and } \quad \widetilde{S}_{h}^{\ell, T} \subset L_{H^{1}}^{2}
$$

We remark that the continuous and discrete material velocities on $\{\Gamma(t)\}$ only differ in the tangential direction (which we will show to be bounded to second order in the mesh size). This implies that the difference between the two material derivatives on $\{\Gamma(t)\}$ only depends on the tangential gradient of the original function and not on any time derivatives.

These definitions also permit transport formulae:
Lemma 3.3.11 (Transport lemma for smooth triangulated surfaces). Let $\{\Gamma(t)\}$ be an evolving surface decomposed at each time into a family curved elements $\left\{\mathscr{T}_{h}^{\ell}(t)\right\}$ whose edges evolve with velocity $v_{h}$. Then the following relations hold for functions $\eta_{h}, \varphi_{h}: \mathcal{G}_{T} \rightarrow \mathbb{R}$ such that the following quantities exist:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Gamma(t)} \eta_{h} \mathrm{~d} \sigma=\int_{\Gamma(t)} \partial_{h}^{\bullet} \eta_{h}+\eta_{h} \nabla_{\Gamma} \cdot v_{h} \mathrm{~d} \sigma \tag{3.3.34}
\end{equation*}
$$

and

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} m\left(\eta_{h}, \varphi_{h}\right) & =m\left(\partial_{h}^{\bullet} \eta_{h}, \varphi_{h}\right)+m\left(\eta_{h}, \partial_{h}^{\bullet} \varphi_{h}\right)+g\left(v_{h} ; \eta_{h}, \varphi_{h}\right)  \tag{3.3.35}\\
\frac{\mathrm{d}}{\mathrm{~d} t} a\left(\eta_{h}, \varphi_{h}\right) & =a\left(\partial_{h}^{\bullet} \eta_{h}, \varphi_{h}\right)+a\left(\eta_{h}, \partial_{h}^{\bullet} \varphi_{h}\right)+b\left(v_{h} ; \eta_{h}, \varphi_{h}\right) \tag{3.3.36}
\end{align*}
$$

Finally, for a diffusion tensor $\mathcal{A}$ which is positive definite on the tangent space to
$\Gamma(t)$, we have the formula for all $e(t) \in \mathscr{T}_{h}^{\ell}(t)$,

$$
\begin{gather*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{e(t)} \mathcal{A} \nabla_{\Gamma} \eta_{h} \cdot \nabla_{\Gamma} \varphi_{h} \mathrm{~d} \sigma=\int_{e(t)} \mathcal{A} \nabla_{\Gamma}\left(\partial_{h}^{\bullet} \eta_{h}\right) \cdot \nabla_{\Gamma} \varphi_{h}+\mathcal{A} \nabla_{\Gamma} \eta_{h} \cdot \nabla_{\Gamma}\left(\partial_{h}^{\bullet} \varphi_{h}\right) \mathrm{d} \sigma \\
+\int_{e(t)} \mathcal{B}\left(v_{h}\right) \nabla_{\Gamma} \eta_{h} \cdot \nabla_{\Gamma} \varphi_{h} \mathrm{~d} \sigma \tag{3.3.37}
\end{gather*}
$$

where

$$
\begin{aligned}
\mathcal{B}\left(v_{h}\right) & =\partial_{h}^{\bullet} \mathcal{A}+\nabla_{\Gamma} \cdot v_{h} \mathcal{A}-2 D\left(v_{h}\right) \\
D\left(v_{h}\right)_{i j} & =\frac{1}{2} \sum_{k=1}^{n+1}\left(\mathcal{A}_{i k} \underline{D}_{k}\left(v_{h}\right)_{j}+\mathcal{A}_{j k} \underline{D}_{k}\left(v_{h}\right)_{i}\right) \quad \text { for } i, j=1, \ldots, n+1 .
\end{aligned}
$$

Proof. Following Dziuk and Elliott (2013a, Lemma 4.2), we again decompose $\Gamma(t)$ into lifted elements so that

$$
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Gamma(t)} \eta_{h} \mathrm{~d} \sigma=\sum_{e(t) \in \mathscr{T}_{h}^{\ell}(t)}\left(\frac{\mathrm{d}}{\mathrm{~d} t} \int_{e(t)} \eta_{h} \mathrm{~d} \sigma\right)
$$

and apply the results of Lemma 3.2.3 and Corollary 3.2.4 element-wise.

### 3.3.4 Geometric estimates

We next derive bounds on the difference between the continuous and discrete geometric quantities. We start by recalling some results about stationary surfaces which still hold in the evolving case and go on by relating these to differences in the bilinear forms.

Lemma 3.3.12. For $\{\Gamma(t)\}$ and $\left\{\Gamma_{h}(t)\right\}$ as above, we have

$$
\begin{equation*}
\sup _{t \in[0, T]}\|d(\cdot, t)\|_{L^{\infty}(\Gamma(t))} \leq c h^{2} \tag{3.3.38}
\end{equation*}
$$

Let $\mu_{h}$ denote the quotient of surface measures $\mathrm{d} \sigma$ on $\Gamma(t)$ and $\mathrm{d} \sigma_{h}$ on $\Gamma_{h}(t)$ such that $\mu_{h} \mathrm{~d} \sigma_{h}=\mathrm{d} \sigma$; then

$$
\begin{equation*}
\sup _{t \in[0, T]} \sup _{\Gamma_{h}(t)}\left|1-\mu_{h}\right| \leq c h^{2} \tag{3.3.39}
\end{equation*}
$$

Let $P$ and $P_{h}$ denote the projections onto the tangent spaces of $\Gamma(t)$ and $\Gamma_{h}(t)$ respectively; then

$$
\begin{equation*}
\sup _{t \in[0, T]} \sup _{\Gamma_{h}(t)}\left|P P_{h} P-P\right| \leq c h^{2} \tag{3.3.40}
\end{equation*}
$$

Proof. The proof of these results can be found in Lemma A.5.1 for the stationary case and easily extended to evolving surfaces (Dziuk and Elliott 2007a).

We next look to bound time derivatives of these quantities. The following terms describe how close the evolutions of the surfaces are:

Lemma 3.3.13. The discrete material velocity on $\left\{\Gamma_{h}(t)\right\}$ satisfies the following estimates:

$$
\begin{align*}
\sup _{t \in[0, T]}\left\|\partial_{h}^{\bullet} d\right\|_{L^{\infty}\left(\Gamma_{h}(t)\right)} & \leq c h^{2}  \tag{3.3.41a}\\
\sup _{t \in[0, T]}\left\|\partial_{h}^{\bullet}\left(\nu-\nu_{h}\right)\right\|_{L^{\infty}\left(\Gamma_{h}(t)\right)} & \leq c h  \tag{3.3.41b}\\
\sup _{t \in[0, T]}\left\|\partial_{h}^{\bullet}\left(P_{h} \nu\right)\right\|_{L^{\infty}\left(\Gamma_{h}(t)\right)} & \leq c h^{2}  \tag{3.3.41c}\\
\sup _{t \in[0, T]}\left\|\partial_{h}^{\bullet} \mu_{h}\right\|_{L^{\infty}\left(\Gamma_{h}(t)\right)} & \leq c h^{2} . \tag{3.3.41~d}
\end{align*}
$$

Proof. A proof is given by Dziuk and Elliott (2013a) for (3.3.41a, 3.3.41c, 3.3.41d). Equation (3.3.41b) follows by the same reasoning. Similar ideas to the proof of Lemma 3.3.12 are used.

Next, we relate the results of these two lemmas to the bilinear forms introduced above.

Lemma 3.3.14. Let $Z_{h}, \phi_{h} \in S_{h}(t)$ with lifts $z_{h}, \varphi_{h} \in S_{h}^{\ell}(t)$. Then the following estimates hold for the given bilinear forms:

$$
\begin{align*}
\left|m_{h}\left(Z_{h}, \phi_{h}\right)-m\left(z_{h}, \varphi_{h}\right)\right| & \leq c h^{2}\left\|Z_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}\left\|\phi_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}  \tag{3.3.42a}\\
\left|a_{h}\left(Z_{h}, \phi_{h}\right)-a\left(z_{h}, \varphi_{h}\right)\right| & \leq c h^{2}\left\|\nabla_{\Gamma_{h}} Z_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}\left\|\nabla_{\Gamma_{h}} \phi_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}  \tag{3.3.42b}\\
\left|g_{h}\left(V_{h} ; Z_{h}, \phi_{h}\right)-g\left(v_{h} ; z_{h}, \varphi_{h}\right)\right| & \leq c h^{2}\left\|Z_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}\left\|\phi_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}  \tag{3.3.42c}\\
\left|b_{h}\left(V_{h} ; Z_{h}, \phi_{h}\right)-b\left(v_{h} ; z_{h}, \varphi_{h}\right)\right| & \leq c h^{2}\left\|\nabla_{\Gamma_{h}} Z_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}\left\|\nabla_{\Gamma_{h}} \phi_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)} . \tag{3.3.42d}
\end{align*}
$$

Proof. The first two results are equivalent to Lemma A.6.3. It is left to show the third and fourth. It is worth remarking that Dziuk and Elliott (2013a) present a similar bound to (3.3.42c):

$$
\left|g_{h}\left(V_{h} ; Z_{h}, \phi_{h}\right)-g\left(v_{h} ; z_{h}, \varphi_{h}\right)\right| \leq c h^{2}\left\|Z_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}\left\|\phi_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}
$$

The following proof was found independently by Lubich and Mansour (2012).

To show (3.3.42c), we start by recalling that for $Z_{h}, \phi_{h} \in S_{h}^{T}$ :

$$
\int_{\Gamma_{h}(t)} Z_{h} \phi_{h} \mathrm{~d} \sigma_{h}=\int_{\Gamma(t)} z_{h} \varphi_{h} \frac{1}{\mu_{h}^{\ell}} \mathrm{d} \sigma
$$

Then using the two discrete transport formulae (3.3.8) and (3.3.34), we see that

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Gamma_{h}(t)} Z_{h} \phi_{h} \mathrm{~d} \sigma_{h} & =\int_{\Gamma_{h}(t)} \partial_{\dot{h}}^{\bullet} Z_{h} \phi_{h}+Z_{h} \partial_{h}^{\bullet} \phi_{h}+Z_{h} \phi_{h} \nabla_{\Gamma_{h}} \cdot V_{h} \mathrm{~d} \sigma_{h} \\
& =\int_{\Gamma(t)}\left(\partial_{h}^{\bullet} z_{h} \varphi_{h}+z_{h} \partial_{h}^{\bullet} \varphi_{h}\right) \frac{1}{\mu_{h}^{\ell}} \mathrm{d} \sigma+\int_{\Gamma_{h}(t)} Z_{h} \phi_{h} \nabla_{\Gamma_{h}} \cdot V_{h} \mathrm{~d} \sigma_{h},
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Gamma(t)} z_{h} \varphi_{h} \frac{1}{\mu_{h}^{\ell}} \mathrm{d} \sigma= & \int_{\Gamma(t)}\left(\partial_{h}^{\bullet} z_{h} \varphi_{h}+z_{h} \partial_{h}^{\bullet} \varphi_{h}\right) \frac{1}{\mu_{h}^{\ell}} \mathrm{d} \sigma \\
& +\int_{\Gamma(t)} z_{h} \varphi_{h} \partial_{h}^{\bullet}\left(\frac{1}{\mu_{h}^{\ell}}\right)+z_{h} \varphi_{h} \frac{1}{\mu_{h}^{\ell}} \nabla_{\Gamma} \cdot v_{h} \mathrm{~d} \sigma .
\end{aligned}
$$

Equating terms, we see that

$$
\begin{aligned}
& \int_{\Gamma_{h}(t)} Z_{h} \phi_{h} \nabla_{\Gamma_{h}} \cdot V_{h} \mathrm{~d} \sigma_{h}-\int_{\Gamma(t)} z_{h} \varphi_{h} \nabla_{\Gamma} \cdot v_{h} \mathrm{~d} \sigma \\
&=\int_{\Gamma(t)} z_{h} \varphi_{h} \partial_{h}^{\bullet}\left(\frac{1}{\mu_{h}^{\ell}}\right)+z_{h} \varphi_{h}\left(\frac{1}{\mu_{h}^{\ell}}-1\right) \nabla_{\Gamma} \cdot v_{h} \mathrm{~d} \sigma
\end{aligned}
$$

In particular, this holds for all basis functions and is linear in $Z_{h}$ and $\phi_{h}$ so can be extended to all $Z_{h}, \phi_{h} \in S_{h}(t)$. Using (3.3.39) and (3.3.41d), we see that

$$
\begin{aligned}
\left|g\left(v_{h} ; z_{h}, \varphi_{h}\right)-g_{h}\left(V_{h} ; Z_{h}, \phi_{h}\right)\right| & \leq c\left(\left|\partial_{h}^{\bullet}\left(\frac{1}{\mu_{h}}\right)\right|+\left|1-\frac{1}{\mu_{h}}\right|\right)\left\|z_{h}\right\|_{L^{2}(\Gamma(t))}\left\|\varphi_{h}\right\|_{L^{2}(\Gamma(t))} \\
& \leq c h^{2}\left\|z_{h}\right\|_{L^{2}(\Gamma(t))}\left\|\varphi_{h}\right\|_{L^{2}(\Gamma(t))}
\end{aligned}
$$

The estimate (3.3.26) finishes the proof.
Next, we apply similar ideas for the Dirichlet inner product. Starting once more with $Z_{h}, \phi_{h} \in S_{h}^{T}$. Let $E(t) \in \mathscr{T}_{h}(t)$ with associated lifted element $e(t) \in$ $\mathscr{T}_{h}^{\ell}(t)$. Then, from (A.6.6), we have the identity

$$
\int_{E(t)} \nabla_{\Gamma_{h}} Z_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h} \mathrm{~d} \sigma_{h}=\int_{e(t)} \mathcal{Q}_{h}^{\ell} \nabla_{\Gamma} z_{h} \cdot \nabla_{\Gamma} \varphi \mathrm{d} \sigma,
$$

where

$$
\mathcal{Q}_{h}=\frac{1}{\mu_{h}}(\operatorname{Id}-d \mathcal{H}) P P_{h} P(\operatorname{Id}-d \mathcal{H}) .
$$

We remark that $\mathcal{Q}_{h}^{\ell}$ is positive definite on the tangent space to $\Gamma(t)$.
This implies using (3.3.10):

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{E(t)} \nabla_{\Gamma_{h}} Z_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h} \mathrm{~d} \sigma_{h} \\
& \quad=\int_{E(t)} \nabla_{\Gamma_{h}} \partial_{h}^{\bullet} Z_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h}+\nabla_{\Gamma_{h}} Z_{h} \cdot \nabla_{\Gamma_{h}} \partial_{h}^{\bullet} \phi_{h}+\mathcal{B}_{h}\left(V_{h}\right) \nabla_{\Gamma_{h}} Z_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h} \mathrm{~d} \sigma_{h} \\
& \quad=\int_{e(t)} \mathcal{Q}_{h}^{\ell}\left(\nabla_{\Gamma} \partial_{h}^{\bullet} z_{h} \cdot \nabla_{\Gamma} \varphi_{h}+\nabla_{\Gamma} z_{h} \cdot \nabla_{\Gamma} \partial_{h}^{\bullet} \varphi_{h}\right) \mathrm{d} \sigma \\
& \quad \quad+\int_{E(t)} \mathcal{B}_{h}\left(V_{h}\right) \nabla_{\Gamma_{h}} Z_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h} \mathrm{~d} \sigma_{h}
\end{aligned}
$$

and, using (3.3.37):

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{E(t)} \nabla_{\Gamma_{h}} Z_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h} \mathrm{~d} \sigma_{h}=\frac{\mathrm{d}}{\mathrm{~d} t} \int_{e(t)} \mathcal{Q}_{h}^{\ell} \nabla_{\Gamma} z_{h} \cdot \nabla_{\Gamma} \varphi_{h} \mathrm{~d} \sigma \\
& \quad=\int_{e(t)} \mathcal{Q}_{h}^{\ell}\left(\nabla_{\Gamma} \partial_{h}^{\bullet} z_{h} \cdot \nabla_{\Gamma} \varphi_{h}+\nabla_{\Gamma} z_{h} \cdot \nabla_{\Gamma} \partial_{h}^{\bullet} \varphi_{h}\right) \mathrm{d} \sigma \\
& \quad+\int_{e(t)} \widetilde{\mathcal{B}}_{h}\left(v_{h}\right) \nabla_{\Gamma} z_{h} \cdot \nabla_{\Gamma} \varphi_{h} \mathrm{~d} \sigma
\end{aligned}
$$

where

$$
\widetilde{\mathcal{B}}_{h}\left(v_{h}\right)=\partial_{h}^{\bullet}\left(Q_{h}^{\ell}\right)+Q_{h}^{\ell}\left(\operatorname{Id} \nabla_{\Gamma} \cdot v_{h}-2 D\left(v_{h}\right)\right)
$$

Equating terms, we see that

$$
\int_{E(t)} \mathcal{B}_{h}\left(V_{h}\right) \nabla_{\Gamma_{h}} Z_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h} \mathrm{~d} \sigma_{h}=\int_{e(t)} \widetilde{\mathcal{B}}\left(v_{h}\right) \nabla_{\Gamma} z_{h} \cdot \nabla_{\Gamma} \varphi_{h} \mathrm{~d} \sigma
$$

Again, since all basis functions are in $S_{h}^{T}$, and this relationship is linear with respect to $Z_{h}$ and $\phi_{h}$, this result can be extended to all $Z_{h}, \phi_{h} \in S_{h}(t)$.

Next, we notice that since $\nabla_{\Gamma}=P \nabla_{\Gamma}$, and $P$ is positive definite on the tangent space to $\Gamma(t)$, we have that

$$
\mathcal{B}\left(v_{h}\right)=\partial_{h}^{\bullet} P+P\left(\operatorname{Id} \nabla_{\Gamma} \cdot v_{h}-2 D\left(v_{h}\right)\right)
$$

Using Lemmas 3.3.12, we have

$$
\left|P-\mathcal{Q}_{h}^{\ell}\right| \leq\left|P-P P_{h} P\right|+c h^{2} \leq c h^{2}
$$

We note that since $\partial^{\bullet} \nu \cdot \nu=0$, we have $\partial_{h}^{\bullet} P=0$. Using similar ideas to Lemma A.5.2,
with Lemma 3.3.13, we obtain

$$
\begin{aligned}
\left|\partial_{\dot{h}}^{\bullet}\left(P-\mathcal{Q}_{h}^{\ell}\right)\right| & \leq\left|\partial_{\dot{h}}^{\bullet}\left(P-P P_{h} P\right)\right|+c h^{2} \\
& =\left|\partial_{h}^{\bullet}\left(P \nu_{h} \otimes P \nu_{h}\right)\right|+c h^{2} \leq c\left|P\left(\partial_{h}^{\bullet} \nu_{h}\right) \otimes P \nu_{h}\right|+c h^{2} \leq c h^{2} .
\end{aligned}
$$

This shows that

$$
\begin{aligned}
\left|\widetilde{\mathcal{B}}\left(v_{h}\right)-\mathcal{B}\left(v_{h}\right)\right| & =\left|\partial_{h}^{\bullet}\left(\mathcal{Q}_{h}^{\ell}-P\right)+\left(\mathcal{Q}_{h}^{\ell}-P\right)\left(\operatorname{Id} \nabla_{\Gamma} \cdot v_{h}-2 D\left(v_{h}\right)\right)\right| \\
& \leq\left|\partial_{h}^{\bullet}\left(\mathcal{Q}_{h}^{\ell}-P\right)\right|+c\left|\mathcal{Q}_{h}^{\ell}-P\right| \leq c h^{2}
\end{aligned}
$$

This implies that

$$
\begin{aligned}
& \left|\int_{E(t)} \mathcal{B}_{h}\left(V_{h}\right) \nabla_{\Gamma_{h}} Z_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h} \mathrm{~d} \sigma_{h}-\int_{e(t)} \mathcal{B}\left(v_{h}\right) \nabla_{\Gamma} Z_{h} \cdot \nabla_{\Gamma} \varphi_{h} \mathrm{~d} \sigma\right| \\
& \quad=\left|\int_{e(t)}\left(\widetilde{B}\left(v_{h}\right)-B\left(v_{h}\right)\right) \nabla_{\Gamma} Z_{h} \cdot \nabla_{\Gamma} \varphi_{h} \mathrm{~d} \sigma\right| \\
& \quad \leq c h^{2}\left\|\nabla_{\Gamma} z_{h}\right\|_{L^{2}(e(t))}\left\|\nabla_{\Gamma} \varphi_{h}\right\|_{e(\Gamma(t))} .
\end{aligned}
$$

Summing this result over all elements gives the desired result.
Using the same reasoning, it is also clear that

$$
\begin{equation*}
\left|m_{h}\left(\psi^{\prime}\left(Z_{h}\right), \phi_{h}\right)-m\left(\psi^{\prime}\left(z_{h}\right), \varphi_{h}\right)\right| \leq c h^{2}\left\|\psi^{\prime}\left(Z_{h}\right)\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}\left\|\phi_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)} \tag{3.3.43}
\end{equation*}
$$

Similar results apply if the first argument is the material derivative of a finite element function:

Lemma 3.3.15. For $Z_{h} \in S_{h}^{T}, \phi_{h} \in \widetilde{S}_{h}^{T}$ with lifts $z_{h}, \varphi_{h} \in S_{h}^{\ell}(t)$ for each time, we have

$$
\begin{align*}
&\left|m_{h}\left(\partial_{h}^{\bullet} Z_{h}, \varphi_{h}\right)-m\left(\partial_{h}^{\bullet} z_{h}, \phi_{h}\right)\right| \leq c h^{2}\left\|\partial_{h}^{\bullet} Z_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}\left\|\phi_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}  \tag{3.3.44a}\\
&\left|a_{h}\left(\partial_{h}^{\bullet} Z_{h}, \varphi_{h}\right)-a\left(\partial_{h}^{\bullet} z_{h}, \phi_{h}\right)\right| \leq c h^{2}\left\|\nabla_{\Gamma_{h}}\left(\partial_{h}^{\bullet} Z_{h}\right)\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}\left\|\nabla_{\Gamma_{h}} \phi_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)} . \tag{3.3.44b}
\end{align*}
$$

Proof. Both results follow by using the fact, $\left(\partial_{h}^{\bullet} Z_{h}\right)^{\ell}=\partial_{h}^{\bullet} z_{h}$ and applying the results from Lemma 3.3.14. See also Dziuk and Elliott (2013a, Lemma 5.8).

The next lemma bounds errors from the approximation of $v$ by $v_{h}$.

Lemma 3.3.16. The difference between the continuous velocity $v$ and the discrete velocity $v_{h}$ on $\Gamma(t)$ can be estimated by

$$
\begin{equation*}
\left|v-v_{h}\right|+h\left|\nabla_{\Gamma}\left(v-v_{h}\right)\right| \leq c h^{2}\|v\|_{C^{2}\left(\mathcal{N}_{T}\right)}<c h^{2} \tag{3.3.45}
\end{equation*}
$$

Proof. See Dziuk and Elliott (2013a, Lemma 5.6).
This allows us to bound the error between the material derivatives on $\Gamma(t)$ :
Corollary 3.3.17. Suppose that $\eta: \mathcal{G}_{T} \rightarrow \mathbb{R}$ and $\partial^{\bullet} \eta$ and $\partial_{h}^{\bullet} \eta$ exist. For $\eta \in$ $H^{1}(\Gamma(t))$, we have the estimate

$$
\begin{equation*}
\left\|\partial^{\bullet} \eta-\partial_{h}^{\bullet} \eta\right\|_{L^{2}(\Gamma(t))} \leq c h^{2}\left\|\nabla_{\Gamma} \eta\right\|_{L^{2}(\Gamma(t))} \tag{3.3.46}
\end{equation*}
$$

and for $\eta \in H^{2}(\Gamma(t))$, we obtain

$$
\begin{equation*}
\left\|\nabla_{\Gamma}\left(\partial^{\bullet} \eta-\partial_{h}^{\bullet} \eta\right)\right\|_{L^{2}(\Gamma(t))} \leq c h^{2}\|\eta\|_{H^{2}(\Gamma(t))} \tag{3.3.47}
\end{equation*}
$$

Proof. See Dziuk and Elliott (2013a, Corollary 5.7).

### 3.3.5 Ritz projection

We conclude this section by constructing a discrete projection operator, similar to an interpolation operator. We define the Ritz projection operator $\Pi_{h}: H^{1}(\Gamma(t)) \rightarrow$ $S_{h}(t)$ as the unique solution of

$$
\begin{equation*}
a_{h}\left(\Pi_{h} z, \phi_{h}\right)=a\left(z, \varphi_{h}\right) \quad \text { for all } \phi_{h} \in S_{h}(t), \text { with lift } \varphi_{h} \in S_{h}^{\ell}(t) \tag{3.3.48}
\end{equation*}
$$

and

$$
\int_{\Gamma_{h}(t)} \Pi_{h} z \mathrm{~d} \sigma_{h}=\int_{\Gamma(t)} z \mathrm{~d} \sigma
$$

We will write $\pi_{h} z=\left(\Pi_{h} z\right)^{\ell}$ for the lift of the Ritz projection.
The following bound is immediate:
Lemma 3.3.18. For $z \in H^{1}(\Gamma(t))$,

$$
\begin{equation*}
\left\|\pi_{h} z\right\|_{H^{1}(\Gamma(t))} \leq c\|z\|_{H^{1}(\Gamma(t))}, \quad\left\|\pi_{h} z-z\right\|_{L^{2}(\Gamma(t))} \leq c h\|z\|_{H^{1}(\Gamma(t))} \tag{3.3.49}
\end{equation*}
$$

For $z \in H^{2}(\Gamma(t))$,

$$
\begin{equation*}
\left\|\pi_{h} z-z\right\|_{L^{2}(\Gamma(t))}+h\left\|\nabla_{\Gamma}\left(\pi_{h} z-z\right)\right\|_{L^{2}(\Gamma(t))} \leq c h^{2}\|z\|_{H^{2}(\Gamma(t))} \tag{3.3.50}
\end{equation*}
$$

Proof. We apply the techniques of Appendix A, combining the approximation property (Proposition 3.3.9) with the geometric estimates in Lemma 3.3.14.

For brevity we will only show the $L^{2}$ error estimate for a function $z \in$ $H^{1}(\Gamma(t))$. We use an Aubin-Nitsche trick. Let $\zeta$ be the unique solution of

$$
a(\zeta, \varphi)=m\left(z-\pi_{h} z-c_{0}, \varphi\right) \quad \text { for all } \varphi \in H^{1}(\Gamma(t)), \int_{\Gamma(t)} \zeta \mathrm{d} \sigma=0
$$

with $c_{0}=\frac{1}{|\Gamma(t)|} \int_{\Gamma(t)} z-\pi_{h} z \mathrm{~d} \sigma$. Standard elliptic theory (Theorem A.2.5) tells us that

$$
\begin{equation*}
\|\zeta\|_{H^{2}(\Gamma(t))} \leq c\left\|z-\pi_{h} z\right\|_{L^{2}(\Gamma(t))} \tag{3.3.51}
\end{equation*}
$$

Then, we obtain that

$$
\begin{align*}
m\left(z-\pi_{h} z, z-\pi_{h} z\right) & =c_{0}^{2}|\Gamma(t)|^{2}+a\left(\zeta, z-\pi_{h} z\right)  \tag{3.3.52}\\
& =c_{0}^{2}|\Gamma(t)|^{2}+a\left(\zeta-I_{h} \zeta, z-\pi_{h} z\right)+a\left(I_{h} \zeta, z-\pi_{h} z\right)
\end{align*}
$$

First we see that

$$
\begin{aligned}
c_{0}|\Gamma(t)| & =\int_{\Gamma(t)} z-\pi_{h} z \mathrm{~d} \sigma=\int_{\Gamma(t)} z \mathrm{~d} \sigma-\int_{\Gamma_{h}(t)} \Pi_{h} z \mu_{h} \mathrm{~d} \sigma_{h} \\
& =\int_{\Gamma(t)} z \mathrm{~d} \sigma-\int_{\Gamma_{h}(t)} \Pi_{h} z \mathrm{~d} \sigma_{h}+\int_{\Gamma_{h}(t)} \Pi_{h} z\left(1-\mu_{h}\right) \mathrm{d} \sigma_{h} \\
& =\int_{\Gamma_{h}(t)} \Pi_{h} z\left(1-\mu_{h}\right) \mathrm{d} \sigma_{h}
\end{aligned}
$$

Hence, we infer that

$$
\begin{equation*}
\left|c_{0}\right||\Gamma(t)| \leq c h^{2}\left\|\Pi_{h} z\right\|_{L^{2}\left(\Gamma_{h}(t)\right)} \leq c h^{2}\|z\|_{H^{1}(\Gamma(t))} \tag{3.3.53}
\end{equation*}
$$

For the second term of the right-hand side of (3.3.52), using the approximation property (3.3.29) and dual regularity (3.3.51) we see that

$$
a\left(\zeta-I_{h} \zeta, z-\pi_{h} z\right) \leq c h\|\zeta\|_{H^{2}(\Gamma(t))}\|z\|_{H^{1}(\Gamma(t))} \leq c h\left\|z-\pi_{h} z\right\|_{L^{2}(\Gamma(t))}\|z\|_{H^{1}(\Gamma(t))}
$$

Finally, for the third term, since $I_{h} \zeta$ is the lift of a finite element function, using the geometric bound (3.3.42b) and the dual regularity result (3.3.51)

$$
\begin{aligned}
a\left(I_{h} \zeta, z-\pi_{h} z\right)= & a_{h}\left(\left(I_{h} \zeta\right)^{-\ell}, \Pi_{h} z\right)-a\left(I_{h} \zeta, \pi_{h} z\right) \\
& \leq c h^{2}\|\zeta\|_{H^{2}(\Gamma(t))}\|z\|_{H^{1}(\Gamma(t))} \leq c h^{2}\left\|z-\pi_{h} z\right\|_{L^{2}(\Gamma(t))}\|z\|_{H^{1}(\Gamma(t))}
\end{aligned}
$$

Combining these three estimates into (3.3.52), dividing by $\left\|z-\pi_{h} z\right\|_{L^{2}(\Gamma(t))}$, we have

$$
\left\|z-\pi_{h} z\right\|_{L^{2}(\Gamma(t))} \leq c h\|z\|_{H^{1}(\Gamma(t))},
$$

as required.
Remark 3.3.19. This operator is the Ritz projection used by Du et al. (2011), but different to that used in other surface finite element analyses such as Dziuk and Elliott (2007b, 2013a), which use the operator $\mathcal{R}_{h}: H^{2}(\Gamma(t)) \rightarrow S_{h}^{\ell}(t)$ given as the unique solution of

$$
a\left(\mathcal{R}_{h} z, \varphi_{h}\right)=a\left(z, \varphi_{h}\right) \quad \text { for all } \varphi_{h} \in S_{h}^{\ell}(t) \quad \text { and } \quad \int_{\Gamma(t)} \mathcal{R}_{h} z \mathrm{~d} \sigma=0 .
$$

Next we wish to show a stability bound for the Ritz projection in $L^{\infty}$. First, we show a stability result for the Ritz projection into $W^{1, q}\left(\Gamma_{h}(t)\right)$ :

Theorem 3.3.20. For $z \in H^{2}(\Gamma(t))$, the Ritz projection, $\pi_{h} z$, is bounded in $W^{1, q}$ for

$$
\begin{gathered}
1 \leq q \leq \infty \text { if } n=1, \\
1 \leq q<\infty \text { if } n=2, \\
1 \leq q \leq 6 \text { if } n=3 .
\end{gathered}
$$

Furthermore, we have the bound

$$
\begin{equation*}
\left\|\pi_{h} z\right\|_{W^{1, q}(\Gamma(t))} \leq c\|z\|_{H^{2}(\Gamma(t))} . \tag{3.3.54}
\end{equation*}
$$

Proof. First, we extend the result of Lemma 3.3.18 to the $W^{1, q}$-norm using a similar splitting argument and an inverse inequality (which is available since $\mathscr{T}_{h}(t)$ is quasiuniform uniformly in time):

$$
\begin{aligned}
& \left\|\nabla_{\Gamma}\left(z-\pi_{h} z\right)\right\|_{L^{q}(\Gamma(t))} \\
& \quad \leq\left\|\nabla_{\Gamma}\left(z-I_{h} z\right)\right\|_{L^{q}(\Gamma(t))}+\left\|\nabla_{\Gamma}\left(I_{h} z-\pi_{h} z\right)\right\|_{L^{q}(\Gamma(t))} \\
& \quad \leq\left\|\nabla_{\Gamma}\left(z-I_{h} z\right)\right\|_{L^{q}(\Gamma(t))}+c h^{\min (0, n / q-n / 2)}\left\|\nabla_{\Gamma}\left(I_{h} z-\pi_{h} z\right)\right\|_{L^{2}(\Gamma(t))} .
\end{aligned}
$$

From Proposition 3.3.9, we have

$$
\left\|\nabla_{\Gamma}\left(z-I_{h} z\right)\right\|_{L^{q}(\Gamma(t))} \leq c h^{1+\min (0, n / q-n / 2)}\|z\|_{H^{2}(\Gamma(t))} .
$$

We also have that for $\varphi_{h} \in S_{h}^{\ell}(t)$, using (3.3.48),

$$
\begin{aligned}
a\left(I_{h} z-\pi_{h} z, \varphi_{h}\right) & =a\left(I_{h} z-z, \varphi_{h}\right)+a_{h}\left(\Pi_{h} z, \phi_{h}\right)-a\left(\pi_{h} z, \varphi_{h}\right) \\
& \leq \operatorname{ch}\left(\|z\|_{H^{2}(\Gamma(t))}+\left\|\nabla_{\Gamma} \pi_{h} z\right\|_{L^{2}(\Gamma(t))}\right)\left\|\nabla_{\Gamma} \varphi_{h}\right\|_{L^{2}(\Gamma(t))} .
\end{aligned}
$$

Hence, we infer

$$
\left\|\nabla_{\Gamma}\left(I_{h} z-\pi_{h} z\right)\right\|_{L^{2}(\Gamma(t))} \leq c h\|z\|_{H^{2}(\Gamma(t))} .
$$

Combining these two bounds gives

$$
\left\|\nabla_{\Gamma}\left(\pi_{h} z-z\right)\right\|_{L^{q}(\Gamma(t))} \leq c h^{1+\min (0, n / q-n / 2)}\|z\|_{H^{2}(\Gamma(t))} \leq c\|z\|_{H^{2}(\Gamma(t))},
$$

for $h$ small enough. Using (3.3.53), a Poincare inequality gives

$$
\left\|\pi_{h} z-z\right\|_{L^{q}(\Gamma(t))} \leq c\left\|\nabla_{\Gamma}\left(\pi_{h} z-z\right)\right\|_{L^{q}(\Gamma(t))}+\left|\int_{\Gamma(t)} \pi_{h} z-z \mathrm{~d} \sigma\right| \leq c\|z\|_{H^{2}(\Gamma(t))} .
$$

Using the Sobolev embedding result (Lemma 3.2.1), this implies that

$$
\left\|\pi_{h} z\right\|_{W^{1, q}\left(\Gamma_{h}(t)\right)} \leq c\|z\|_{W^{1, q}(\Gamma(t))}+\left\|\pi_{h} z-z\right\|_{W^{1, q}(\Gamma(t))} \leq c\|z\|_{H^{2}(\Gamma(t))} .
$$

Corollary 3.3.21. The Ritz projection is bounded in $L^{\infty}$ and we have the bound

$$
\begin{equation*}
\left\|\Pi_{h} z\right\|_{L^{\infty}\left(\Gamma_{h}(t)\right)} \leq\left\|\pi_{h} z\right\|_{L^{\infty}\left(\Gamma_{h}(t)\right)} \leq c\|z\|_{H^{2}(\Gamma(t))} . \tag{3.3.55}
\end{equation*}
$$

Proof. Choose $q$ such that $q>n$ and such the previous result holds (any $1 \leq q \leq \infty$ for $n=1,1 \leq q<\infty$ for $n=2$ and $1 \leq q<6$ for $n=3$ ). We use a Sobolev embedding (Lemma 3.2.1), and the previous result to see

$$
\left\|\pi_{h} z\right\|_{L^{\infty}(\Gamma(t))} \leq c\left\|\pi_{h} z\right\|_{W^{1, q}(\Gamma(t))} \leq c\|z\|_{H^{2}(\Gamma(t))} .
$$

It is clear that

$$
\left\|\Pi_{h} z\right\|_{L^{\infty}\left(\Gamma_{h}(t)\right)}=\left\|\pi_{h} z\right\|_{L^{\infty}(\Gamma(t))},
$$

which completes the proof.
Since $\partial_{h}^{\bullet} \Pi_{h} z \neq \Pi_{h} \partial_{h}^{\bullet} z$, we also wish to have a bound on the discrete material derivative of this error for a function. We will assume that $z \in H^{2}(\Gamma(t))$ and $\partial^{\bullet} z \in H^{2}(\Gamma(t))$ for each $t$. Under this assumption, we may take a time derivative of
(3.3.48), so that for all $\phi_{h} \in S_{h}^{T}$ with lift $\varphi_{h} \in S_{h}^{\ell, T}$,

$$
\begin{equation*}
a_{h}\left(\partial_{h}^{\bullet} \Pi_{h} z, \phi_{h}\right)+b_{h}\left(V_{h} ; \Pi_{h} z, \phi_{h}\right)=a\left(\partial_{h}^{\bullet} z, \varphi_{h}\right)+b\left(v_{h} ; z, \varphi_{h}\right) \tag{3.3.56}
\end{equation*}
$$

In fact using similar arguments to Lemma 3.2.5, we can construct a similar extension of a finite element function $\phi_{h} \in S_{h}(t)$ to a function $\widetilde{\phi}_{h} \in S_{h}^{T}$ by

$$
\widetilde{\phi}_{h}(x, s)=\sum_{j=1}^{N} \gamma_{j} \phi_{j}^{N}(x, s) \quad \text { for }(x, s) \in \mathcal{G}_{h, T} \quad \text { where } \phi_{h}(x)=\sum_{j=1}^{N} \gamma_{j} \phi_{j}^{N}(x, t)
$$

Hence, we deduce (3.3.56) applies at each time $t \in(0, T)$ for $\phi_{h} \in S_{h}(t)$.
We start by proving two technical lemmas:
Lemma 3.3.22. Given $z: \mathcal{G}_{T} \rightarrow \mathbb{R}$ with $z \in H^{2}(\Gamma(t))$ and $\partial^{\bullet} z \in H^{2}(\Gamma(t))$ for almost every time $t \in(0, T)$, then $\partial_{h}^{\bullet} \Pi_{h} z$ exists and we have the bound

$$
\begin{equation*}
\left\|\nabla_{\Gamma_{h}}\left(\partial_{h}^{\bullet} \Pi_{h} z\right)\right\|_{L^{2}\left(\Gamma_{h}(t)\right)} \leq c\left(\|z\|_{H^{2}(\Gamma(t))}+\left\|\partial^{\bullet} z\right\|_{H^{2}(\Gamma(t))}\right) \tag{3.3.57}
\end{equation*}
$$

Proof. To show the bound, we start by rearranging (3.3.56) to obtain for $\phi_{h} \in S_{h}(t)$,

$$
a_{h}\left(\partial_{h}^{\bullet} \Pi_{h} z, \phi_{h}\right)=a\left(\partial_{h}^{\bullet} z, \varphi_{h}\right)+\left(b\left(v_{h} ; z, \varphi_{h}\right)-b_{h}\left(V_{h} ; \Pi_{h} z, \varphi_{h}\right)\right)
$$

Using a Young's inequality, (3.3.50) and (3.3.42d) gives

$$
a_{h}\left(\partial_{h}^{\bullet} \Pi_{h} z, \phi_{h}\right) \leq c\left(\left\|\nabla_{\Gamma} \partial^{\bullet} z\right\|_{L^{2}(\Gamma(t))}^{2}+\|z\|_{H^{2}(\Gamma(t))}^{2}\right)+\frac{1}{2}\left\|\nabla_{\Gamma_{h}} \phi_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}
$$

Applying this bound with $\phi_{h}=\partial_{h}^{\bullet} \Pi_{h} z$ gives the estimate (3.3.57).
Lemma 3.3.23. Define the function $T_{h}$ on $S_{h}^{\ell}(t)$ by

$$
\begin{equation*}
T_{h}\left(\varphi_{h}\right):=a\left(\partial_{h}^{\bullet}\left(\pi_{h} z-z\right), \varphi_{h}\right) \tag{3.3.58}
\end{equation*}
$$

Then we have the bound

$$
\begin{equation*}
\left|T_{h}\left(\varphi_{h}\right)\right| \leq \operatorname{ch}\left(\|z\|_{H^{2}(\Gamma(t))}+\left\|\partial^{\bullet} z\right\|_{H^{2}(\Gamma(t))}\right)\left\|\nabla_{\Gamma} \varphi_{h}\right\|_{L^{2}(\Gamma(t))} \tag{3.3.59}
\end{equation*}
$$

Furthermore, for any $\eta \in H^{2}(\Gamma(t))$, we have that

$$
\begin{align*}
\left|T_{h}\left(\varphi_{h}\right)\right| \leq & c h\|z\|_{H^{2}(\Gamma(t))}\left\|\nabla_{\Gamma}\left(\varphi_{h}-\eta\right)\right\|_{L^{2}(\Gamma(t))}+c h^{2}\|z\|_{H^{2}(\Gamma(t))}\|\eta\|_{H^{2}(\Gamma(t))} \\
& +\operatorname{ch}^{2}\left(\|z\|_{H^{2}(\Gamma(t))}+\left\|\partial^{\bullet} z\right\|_{H^{2}(\Gamma(t))}\right)\left\|\nabla_{\Gamma} \varphi_{h}\right\|_{L^{2}(\Gamma(t))} \tag{3.3.60}
\end{align*}
$$

Proof. Using (3.3.48) and (3.3.56), we see for $\phi_{h} \in S_{h}(t)$, with lift $\varphi_{h} \in S_{h}^{\ell}(t)$,

$$
\begin{aligned}
& a\left(\partial_{h}^{\bullet} z, \varphi_{h}\right)+b\left(v_{h} ; z, \varphi_{h}\right) \\
& =a_{h}\left(\partial_{h}^{\bullet} \Pi_{h} z, \phi_{h}\right)+b_{h}\left(V_{h} ; \Pi_{h} z, \phi_{h}\right) \\
& =\left(a_{h}\left(\partial_{h}^{\bullet} \Pi_{h} z, \phi_{h}\right)-a\left(\partial_{h}^{\bullet} \pi_{h} z, \varphi_{h}\right)\right)+\left(b_{h}\left(V_{h} ; \Pi_{h} z, \phi_{h}\right)-b\left(v_{h} ; \pi_{h} z, \varphi_{h}\right)\right) \\
& \quad+a\left(\partial_{h}^{\bullet} \pi_{h} z, \varphi_{h}\right)+b\left(v_{h} ; \pi_{h} z, \varphi_{h}\right) .
\end{aligned}
$$

Hence, we have that

$$
\begin{aligned}
T_{h}\left(\varphi_{h}\right)= & a\left(\partial_{h}^{\bullet} \pi_{h} z, \varphi_{h}\right)-a\left(\partial_{h}^{\bullet} z, \varphi_{h}\right) \\
= & b\left(v_{h} ; z-\pi_{h} z, \varphi_{h}\right)+\left(a\left(\partial_{h}^{\bullet} \pi_{h} z, \varphi_{h}\right)-a_{h}\left(\partial_{h}^{\bullet} \Pi_{h} z, \phi_{h}\right)\right) \\
& +\left(b\left(v_{h} ; \pi_{h} z, \varphi_{h}\right)-b_{h}\left(V_{h} ; \Pi_{h} z, \phi_{h}\right)\right) .
\end{aligned}
$$

Using our bound on the Ritz projection (3.3.50), and two geometric estimates (3.3.42d) and (3.3.44b), we have that

$$
\begin{aligned}
\left|T_{h}\left(\varphi_{h}\right)\right| \leq & \left|b\left(v_{h} ; z-\pi_{h} z, \varphi_{h}\right)\right|+\left|a\left(\partial_{h}^{\bullet} \pi_{h} z, \varphi_{h}\right)-a_{h}\left(\partial_{h}^{\bullet} \Pi_{h} z, \phi_{h}\right)\right| \\
& +\left|b\left(v_{h} ; \pi_{h} z, \varphi_{h}\right)-b_{h}\left(V_{h} ; \Pi_{h} z, \phi_{h}\right)\right| \\
\leq & c h\|z\|_{H^{2}(\Gamma(t))}\left\|\nabla_{\Gamma} \varphi_{h}\right\|_{L^{2}(\Gamma(t))} \\
& +c h^{2}\left(\left\|\nabla_{\Gamma} \partial_{h}^{\bullet} \pi_{h} z\right\|_{L^{2}(\Gamma(t))}+\left\|\nabla_{\Gamma} \pi_{h} z\right\|_{L^{2}(\Gamma(t))}\right)\left\|\nabla_{\Gamma} \varphi_{h}\right\|_{L^{2}(\Gamma(t))} \\
\leq & c h\left(\|z\|_{H^{2}(\Gamma(t))}+\left\|\partial^{\bullet} z\right\|_{\left.H^{2}(\Gamma(t))\right)}\right)\left\|\nabla_{\Gamma} \varphi_{h}\right\|_{L^{2}(\Gamma(t))} .
\end{aligned}
$$

We can improve this estimate by comparing $v_{h}$ to the smooth velocity $v$ and introducing a smooth function $\eta \in H^{2}(\Gamma(t))$. Then, we split the first term in $T_{h}\left(\varphi_{h}\right)$ into
$b\left(v_{h} ; \pi_{h} z-z, \varphi_{h}\right)=b\left(v_{h}-v ; \pi_{h} z-z, \varphi_{h}\right)+b\left(v ; \pi_{h} z-z, \varphi_{h}-\eta\right)+b\left(v ; \pi_{h} z-z, \eta\right)$.
Using the smoothness of $\eta$, the final term, $b\left(v ; \pi_{h} z-z, \eta\right)$, is bounded using an
integration by parts argument given by Dziuk and Elliott (2013a):

$$
\begin{aligned}
b(v ; \varphi, \eta) & =\int_{\Gamma(t)} \mathcal{B}(v) \nabla_{\Gamma} \varphi \cdot \nabla_{\Gamma} \eta \mathrm{d} \sigma \\
& =\sum_{i, j=1}^{n+1} \int_{\Gamma(t)} \mathcal{B}(v)_{i j} \underline{D}_{j} \varphi \underline{D}_{i} \eta \mathrm{~d} \sigma \\
& =\sum_{i, j=1}^{n+1} \int_{\Gamma(t)} \underline{D}_{j}\left(\mathcal{B}(v)_{i j} \varphi \underline{D}_{i} \eta\right) \mathrm{d} \sigma-\int_{\Gamma(t)} \varphi \sum_{i, j=1}^{n+1} \underline{D}_{j}\left(\mathcal{B}(v)_{i j} \underline{D}_{i} \eta\right) \mathrm{d} \sigma \\
& =\int_{\Gamma(t)} \sum_{i, j=1}^{n+1} H \nu_{j} \mathcal{B}(v)_{i j} \varphi \underline{D}_{i} \eta \mathrm{~d} \sigma-\int_{\Gamma(t)} \varphi \sum_{i, j=1}^{n+1} \underline{D}_{j}\left(\mathcal{B}(v)_{i j} \underline{D}_{i} \eta\right) \mathrm{d} \sigma .
\end{aligned}
$$

Hence, we obtain

$$
|b(v ; \varphi, \eta)| \leq c\|\varphi\|_{L^{2}(\Gamma(t))}\|\eta\|_{H^{2}(\Gamma(t))}
$$

Combining these calculations with (3.3.45) and (3.3.50), we get

$$
\left.\begin{array}{rl}
\left|b\left(v_{h} ; z-\pi_{h} z, \varphi_{h}\right)\right| \leq & c h
\end{array} \quad\left\|\nabla_{\Gamma}\left(\pi_{h} z-z\right)\right\|_{L^{2}(\Gamma(t))}\left\|\nabla_{\Gamma} \varphi_{h}\right\|_{L^{2}(\Gamma(t))}\right)
$$

Hence, we have

$$
\begin{aligned}
\left|T_{h}\left(\varphi_{h}\right)\right| \leq & \operatorname{ch}\|z\|_{H^{2}(\Gamma(t)}\left\|\nabla_{\Gamma}\left(\varphi_{h}-\eta\right)\right\|_{L^{2}(\Gamma(t))}+c h^{2}\|z\|_{H^{2}(\Gamma(t))}\|\eta\|_{H^{2}(\Gamma(t))} \\
& +\operatorname{ch}^{2}\left(\|z\|_{H^{2}(\Gamma(t))}+\left\|\partial^{\bullet} z\right\|_{H^{2}(\Gamma(t))}\right)\left\|\nabla_{\Gamma} \varphi_{h}\right\|_{L^{2}(\Gamma(t))}
\end{aligned}
$$

These results allow us to show an estimate for the difference between the material derivative of a function and its Ritz projection.

Lemma 3.3.24. For $z: \mathcal{G}_{T} \rightarrow \mathbb{R}$ with $z, \partial^{\bullet} z \in H^{2}(\Gamma(t))$, we have

$$
\begin{gather*}
\left\|\partial_{h}^{\bullet}\left(\pi_{h} z-z\right)\right\|_{L^{2}(\Gamma(t))}+h\left\|\nabla_{\Gamma} \partial_{h}^{\bullet}\left(\pi_{h} z-z\right)\right\|_{L^{2}(\Gamma(t))}  \tag{3.3.61}\\
\leq \operatorname{ch}^{2}\left(\|z\|_{H^{2}(\Gamma(t))}+\left\|\partial^{\bullet} z\right\|_{H^{2}(\Gamma(t))}\right) .
\end{gather*}
$$

Proof. We start by rewriting the error as

$$
\begin{align*}
& a\left(\partial_{h}^{\bullet}\left(\pi_{h} z-z\right), \partial_{h}^{\bullet}\left(\pi_{h} z-z\right)\right) \\
& \quad=a\left(\partial_{h}^{\bullet}\left(\pi_{h} z-z\right), \partial_{h}^{\bullet} \pi_{h} z-I_{h}\left(\partial^{\bullet} z\right)\right)+a\left(\partial_{h}^{\bullet}\left(\pi_{h} z-z\right), I_{h}\left(\partial^{\bullet} z\right)-\partial^{\bullet} z\right)  \tag{3.3.62}\\
& \quad+a\left(\partial_{h}^{\bullet}\left(\pi_{h} z-z\right), \partial^{\bullet} z-\partial_{h}^{\bullet} z\right) .
\end{align*}
$$

We can bound the first term on the right-hand side using (3.3.59) by

$$
\begin{aligned}
& \left|a\left(\partial_{h}^{\bullet}\left(\pi_{h} z-z\right), \partial_{h}^{\bullet} \pi_{h} z-I_{h}\left(\partial^{\bullet} z\right)\right)\right|=\left|T_{h}\left(\partial_{h}^{\bullet} \pi_{h} z-I_{h}\left(\partial^{\bullet} z\right)\right)\right| \\
& \quad \leq c h\left(\left\|\partial^{\bullet} z\right\|_{H^{2}(\Gamma(t))}+\|z\|_{H^{2}(\Gamma(t))}\right)\left\|\nabla_{\Gamma}\left(\partial_{h}^{\bullet} \pi_{h} z-I_{h}\left(\partial^{\bullet} z\right)\right)\right\|_{L^{2}(\Gamma(t))} \\
& \quad \leq c h\left(\left\|\partial^{\bullet} z\right\|_{H^{2}(\Gamma(t))}+\|z\|_{H^{2}(\Gamma(t))}\right)\left\|\nabla_{\Gamma} \partial_{h}^{\bullet}\left(\pi_{h} z-z\right)\right\|_{L^{2}(\Gamma(t))} \\
& \quad+c h\left\|\nabla_{\Gamma} \partial_{h}^{\bullet}\left(\pi_{h} z-z\right)\right\|_{L^{2}(\Gamma(t))}^{2} .
\end{aligned}
$$

The second term is bounded using the approximation property (3.3.29):

$$
\left|a\left(\partial_{h}^{\bullet}\left(\pi_{h} z-z\right), I_{h}\left(\partial^{\bullet} z\right)-\partial^{\bullet} z\right)\right| \leq c h\left\|\nabla_{\Gamma} \partial_{h}^{\bullet}\left(\pi_{h} z-z\right)\right\|_{L^{2}(\Gamma(t))}\left\|\partial^{\bullet} z\right\|_{H^{2}(\Gamma(t))} .
$$

Finally, we use our estimate of the difference of material derivatives (3.3.46) to bound the third term:

$$
\left|a\left(\partial_{h}^{\bullet}\left(\pi_{h} z-z\right), \partial^{\bullet} z-\partial_{h}^{\bullet} z\right)\right| \leq c h^{2}\left\|\nabla_{\Gamma} \partial_{h}^{\bullet}\left(\pi_{h} z-z\right)\right\|_{L^{2}(\Gamma(t))}\|z\|_{H^{2}(\Gamma(t))}
$$

Combining these three bounds in (3.3.62), we get the desired gradient norm bound for $h$ sufficiently small.

To show the $L^{2}$ bound, we use the Aubin-Nitsche trick. We start by writing $e=\partial_{h}^{\bullet}\left(\pi_{h} z-z\right)$, then $e$ is in $L^{2}$ so can be set as the right-hand side for the dual problem: Find $\zeta \in H^{1}(\Gamma(t))$ such that

$$
\begin{equation*}
a(\varphi, \zeta)=m\left(e-c_{0}, \varphi\right) \quad \text { for all } \varphi \in H^{1}(\Gamma(t)), \text { and } \int_{\Gamma(t)} \zeta \mathrm{d} \sigma=0, \tag{3.3.63}
\end{equation*}
$$

where $c_{0}=\frac{1}{|\Gamma(t)|} \int_{\Gamma(t)} e \mathrm{~d} \sigma$. Similarly to Theorem A.2.5, we know that (3.3.63) has a unique solution and satisfies the regularity result

$$
\begin{equation*}
\|\zeta\|_{H^{2}(\Gamma(t))} \leq c\|e\|_{L^{2}(\Gamma(t))} . \tag{3.3.64}
\end{equation*}
$$

We note that from $\int_{\Gamma_{h}(t)} \Pi_{h} z \mathrm{~d} \sigma_{h}=\int_{\Gamma(t)} z \mathrm{~d} \sigma$, that

$$
|\Gamma(t)|\left|c_{0}\right|=\int_{\Gamma(t)} \partial_{h}^{\bullet}\left(\pi_{h} z-z\right) \mathrm{d} \sigma=\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Gamma(t)} \pi_{h} z-z \mathrm{~d} \sigma-\int_{\Gamma(t)}\left(\pi_{h} z-z\right) \nabla_{\Gamma} \cdot v_{h} \mathrm{~d} \sigma
$$

We remark that from (3.3.39) and (3.3.41d),

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Gamma(t)} \pi_{h} z-z \mathrm{~d} \sigma \\
& \quad=\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\Gamma(t)} \pi_{h} z \mathrm{~d} \sigma-\int_{\Gamma_{h}(t)} \Pi_{h} z \mathrm{~d} \sigma_{h}\right)=\frac{\mathrm{d}}{\mathrm{~d} t}\left(\int_{\Gamma(t)} \pi_{h} z\left(1-\frac{1}{\mu_{h}}\right) \mathrm{d} \sigma\right) \\
& \quad \leq c h^{2}\left(\left\|\pi_{h} z\right\|_{L^{2}(\Gamma(t))}+\left\|\partial_{h}^{\bullet} \pi_{h} z\right\|_{L^{2}(\Gamma(t))}\right) \leq \operatorname{ch}^{2}\left(\|z\|_{H^{2}(\Gamma(t))}+\left\|\partial^{\bullet} z\right\|_{H^{2}(\Gamma(t))}\right)
\end{aligned}
$$

and using (3.3.50), we infer

$$
\int_{\Gamma(t)}\left(\pi_{h} z-z\right) \nabla_{\Gamma} \cdot v_{h} \mathrm{~d} \sigma \leq c\left\|\pi_{h} z-z\right\|_{L^{2}(\Gamma(t))} \leq c h^{2}\|z\|_{H^{2}(\Gamma(t))}
$$

This implies

$$
\left|c_{0}\right| \leq c h^{2}\left(\|z\|_{H^{2}(\Gamma(t))}+\left\|\partial^{\bullet} z\right\|_{H^{2}(\Gamma(t))}\right) .
$$

These calculations lead to

$$
\begin{equation*}
m(e, e)-|\Gamma(t)|^{2} c_{0}^{2}=a(\zeta, e)=a\left(\zeta-I_{h} \zeta, e\right)+T_{h}\left(I_{h} \zeta\right) \tag{3.3.65}
\end{equation*}
$$

The first term on the right-hand side is bounded using the approximation property (3.3.29) and the gradient norm bound on $e$, together with the dual regularity result (3.3.64):

$$
\begin{aligned}
\left|a\left(\zeta-I_{h}, e\right)\right| & \leq\left\|\nabla_{\Gamma}\left(\zeta-I_{h} \zeta\right)\right\|_{L^{2}(\Gamma(t))}\left\|\nabla_{\Gamma} e\right\|_{L^{2}(\Gamma(t))} \\
& \leq \operatorname{ch}\|\zeta\|_{H^{2}(\Gamma(t))} \operatorname{ch}\left(\|z\|_{\left.H^{2}(\Gamma(t))\right)}+\left\|\partial^{\bullet} z\right\|_{H^{2}(\Gamma(t))}\right) \\
& \leq c h^{2}\|e\|_{L^{2}(\Gamma(t))}\left(\|z\|_{H^{2}(\Gamma(t))}+\left\|\partial \partial^{\bullet} z\right\|_{H^{2}(\Gamma(t))}\right) .
\end{aligned}
$$

The second term is estimated using the improved bound (3.3.60) on $T_{h}\left(I_{h} \zeta\right)$ with $\eta=\zeta$. Applying the approximation (3.3.29) we see

$$
\begin{aligned}
\left|T_{h}\left(I_{h} \zeta\right)\right| & \leq \operatorname{ch}^{2}\left(\|z\|_{H^{2}(\Gamma(t))}+\left\|\partial^{\bullet} z\right\|_{H^{2}(\Gamma(t))}\right)\|\zeta\|_{H^{2}(\Gamma(t))} \\
& \leq \operatorname{ch}^{2}\left(\|z\|_{H^{2}(\Gamma(t))}+\left\|\partial^{\bullet} z\right\|_{H^{2}(\Gamma(t))}\right)\|e\|_{L^{2}(\Gamma(t))} .
\end{aligned}
$$

Applying these two bounds in (3.3.65) gives the desired result.

### 3.4 Well-posedness of the continuous problem

We use this section to show some properties of the continuous scheme (3.2.19) based on the energy estimates coming from Theorem 3.3.6 along with further estimates and a pointwise in time and space bound on solutions. We will use these properties in later sections but they are also important results in their own right.

### 3.4.1 Improved bounds on the finite element scheme

In order to derive some improved bounds on $\partial_{h}^{\bullet} U_{h}$ and $W_{h}$, we will assume that $U_{h, 0}=\Pi_{h} u_{0}$ with $u_{0} \in H^{2}\left(\Gamma_{0}\right)$. It is clear that assumption (3.3.11) still holds in this case. In fact, we will make use of the bound

$$
\begin{equation*}
\int_{\Gamma_{h, 0}} \varepsilon\left(\left|\nabla_{\Gamma_{h}} U_{0}\right|^{2}+U_{0}^{2}\right)+\frac{1}{\varepsilon} \psi\left(U_{0}\right) \mathrm{d} \sigma \leq c_{\varepsilon}\left(\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{2}+\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{4}\right) \tag{3.4.1}
\end{equation*}
$$

This is not essential for well-posedness of the finite element method but will be used for the well-posedness results for the continuous problem.

First, we need a bound on $\left.W_{h}\right|_{t=0}$ :
Lemma 3.4.1. Under the assumption that $u_{0} \in H^{2}\left(\Gamma_{0}\right)$, the following bound holds for $\left.W_{h}\right|_{t=0}$ :

$$
\begin{equation*}
\left\|W_{h}(0, \cdot)\right\|_{L^{2}\left(\Gamma_{h}(0)\right)} \leq c_{\varepsilon}\left(\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}+\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{3}\right) . \tag{3.4.2}
\end{equation*}
$$

Proof. Since $\alpha, \beta$ are $C^{1}\left([0, T] ; \mathbb{R}^{N}\right)$ in time, we known that (3.3.13b) holds at time $t=0$ :

$$
\varepsilon a_{h}\left(U_{h, 0}, \phi_{h}\right)+\frac{1}{\varepsilon} m_{h}\left(\psi^{\prime}\left(U_{h, 0}\right), \phi_{h}\right)=m_{h}\left(W_{h}(0, \cdot), \phi_{h}\right) \quad \text { for all } \phi_{h} \in S_{h}^{T}
$$

We see that from the choice $U_{h, 0}=\Pi_{h} u_{0}$, using Green's formula (A.2.9), we have

$$
\begin{aligned}
m_{h}\left(W_{h}(0, \cdot), W_{h}(0, \cdot)\right) & =\varepsilon a_{h}\left(U_{h, 0}, W_{h}(0, \cdot)\right)+\frac{1}{\varepsilon} m_{h}\left(\psi^{\prime}\left(U_{h, 0}\right), W_{h}(0, \cdot)\right) \\
& =\varepsilon a\left(u_{0}, w_{h}(0, \cdot)+\frac{1}{\varepsilon} m_{h}\left(\psi^{\prime}\left(U_{h, 0}\right), W_{h}(0, \cdot)\right)\right. \\
& =-\varepsilon m\left(-\Delta_{\Gamma} u_{0}, w_{h}(0, \cdot)\right)+\frac{1}{\varepsilon} m_{h}\left(\psi^{\prime}\left(U_{h, 0}\right), W_{h}(0, \cdot)\right) \\
& \leq c_{\varepsilon}\left(\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}+\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{3}\right)\left\|W_{h}(0, \cdot)\right\|_{L^{2}\left(\Gamma_{h}(0)\right)}
\end{aligned}
$$

In the last line we have used (3.3.26) and the Sobolev embedding of $H^{1}(\Gamma(t)) \hookrightarrow$ $L^{6}(\Gamma(t))$ from Lemma 3.2.1.

From Theorem 3.3.6, we see that $\beta \in C^{1}\left([0, T], \mathbb{R}^{N}\right)$ so $\partial_{h}^{\bullet} W_{h}$ exists. Hence, we may take the time derivative of $(3.3 .13 \mathrm{~b})$ to see, for $\phi_{h} \in S_{h}^{T}$, that

$$
\begin{align*}
& \varepsilon\left(a_{h}\left(\partial_{h}^{\bullet} U_{h}, \phi_{h}\right)+b_{h}\left(V_{h} ; U_{h}, \phi_{h}\right)\right)+\frac{1}{\varepsilon}\left(m_{h}\left(\psi^{\prime \prime}\left(U_{h}\right) \partial_{h}^{\bullet} U_{h}, \phi_{h}\right)+g_{h}\left(V_{h} ; \psi^{\prime}\left(U_{h}\right), \phi_{h}\right)\right) \\
& \quad-\left(m_{h}\left(\partial_{h}^{\bullet} W_{h}, \phi_{h}\right)+g_{h}\left(V_{h} ; W_{h}, \phi_{h}\right)\right)=0 \tag{3.4.3}
\end{align*}
$$

Lemma 3.4.2. Under the assumption that $u_{0} \in H^{2}\left(\Gamma_{0}\right)$, we have the bound

$$
\begin{align*}
& \varepsilon \int_{0}^{T}\left\|\partial_{h}^{\bullet} U_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2} \mathrm{~d} t+\sup _{t \in(0, T)}\left\|W_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}  \tag{3.4.4}\\
& \quad \leq c_{\varepsilon}\left(\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{2}+\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{4}+\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{6}\right)
\end{align*}
$$

Proof. We start by testing (3.3.15) with $\varepsilon \partial_{h}^{\bullet} U_{h}$ and (3.4.3) with $W_{h}$ to arrive at

$$
\begin{equation*}
\varepsilon m_{h}\left(\partial_{h}^{\bullet} U_{h}, \partial_{h}^{\bullet} U_{h}\right)+\varepsilon g_{h}\left(V_{h} ; U_{h}, \partial_{h}^{\bullet} U_{h}\right)+\varepsilon a_{h}\left(W_{h}, \partial_{h}^{\bullet} U_{h}\right)=0 \tag{3.4.5}
\end{equation*}
$$

and

$$
\begin{align*}
& \varepsilon\left(a_{h}\left(\partial_{h}^{\bullet} U_{h}, W_{h}\right)+b_{h}\left(V_{h} ; U_{h}, W_{h}\right)\right)+\frac{1}{\varepsilon}\left(m_{h}\left(\psi^{\prime \prime}\left(U_{h}\right) \partial_{h}^{\bullet} U_{h}, W_{h}\right)\right.  \tag{3.4.6}\\
& \left.\quad+g_{h}\left(V_{h} ; \psi^{\prime}\left(U_{h}\right), W_{h}\right)\right)-\left(m_{h}\left(\partial_{h}^{\bullet} W_{h}, W_{h}\right)+g_{h}\left(V_{h} ; W_{h}, W_{h}\right)\right)=0
\end{align*}
$$

We remark that the transport formula (3.3.9) gives

$$
m_{h}\left(\partial_{h}^{\bullet} W_{h}, W_{h}\right)+g_{h}\left(V_{h} ; W_{h}, W_{h}\right)=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} m_{h}\left(W_{h}, W_{h}\right)+\frac{1}{2} g_{h}\left(V_{h} ; W_{h}, W_{h}\right)
$$

Subtracting (3.4.6) from (3.4.5) gives

$$
\begin{align*}
& \varepsilon m_{h}\left(\partial_{h}^{\bullet} U_{h}, \partial_{h}^{\bullet} U_{h}\right)+\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} m_{h}\left(W_{h}, W_{h}\right) \\
& =-\varepsilon\left(g_{h}\left(V_{h} ; \partial_{h}^{\bullet} U_{h}, U_{h}\right)+b_{h}\left(V_{h} ; U_{h}, W_{h}\right)\right) \\
& \quad+\frac{1}{\varepsilon}\left(m_{h}\left(\psi^{\prime \prime}\left(U_{h}\right) \partial_{h}^{\bullet} U_{h}, W_{h}\right)+g_{h}\left(V_{h} ; \psi^{\prime}\left(U_{h}\right), W_{h}\right)\right)-\frac{1}{2} g_{h}\left(V_{h} ; W_{h}, W_{h}\right) \tag{3.4.7}
\end{align*}
$$

Note that using a Hölder inequality, Young's inequality with $\varepsilon$, and the Sobolev
embedding (Lemma 3.3.8) we have

$$
\begin{aligned}
& \left|m_{h}\left(\psi^{\prime \prime}\left(U_{h}\right) \partial_{h}^{\bullet} U_{h}, W_{h}\right)\right| \\
& \quad=\left|\int_{\Gamma_{h}(t)} \psi^{\prime \prime}\left(U_{h}\right) \partial_{h}^{\bullet} U_{h} W_{h} \mathrm{~d} \sigma_{h}\right|=\left|\int_{\Gamma_{h}(t)}\left(3 U_{h}^{2}-1\right) \partial_{h}^{\bullet} U_{h} W_{h} \mathrm{~d} \sigma_{h}\right| \\
& \quad \leq 3\left\|U_{h}\right\|_{L^{6}\left(\Gamma_{h}(t)\right)}^{2}\left\|\partial_{h}^{\bullet} U_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}\left\|W_{h}\right\|_{L^{6}\left(\Gamma_{h}(t)\right)}+\left\|\partial_{h}^{\bullet} U_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}\left\|W_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)} \\
& \quad \leq 3\left\|U_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}^{2}\left\|\partial_{h}^{\bullet} U_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}\left\|W_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}+\left\|\partial_{h}^{\bullet} U_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}\left\|W_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)} \\
& \quad \leq \frac{\varepsilon}{4}\left\|\partial_{h}^{\bullet} U_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}+c_{\varepsilon}\left(\left\|U_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}^{2}\left\|W_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}^{2}+\left\|W_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}\right) .
\end{aligned}
$$

Applying this result in (3.4.7), we have

$$
\begin{aligned}
& \varepsilon m_{h}\left(\partial_{h}^{\bullet} U_{h}, \partial_{h}^{\bullet} U_{h}\right)+\frac{\mathrm{d}}{\mathrm{~d} t} m_{h}\left(W_{h}, W_{h}\right) \\
& \quad \leq c_{\varepsilon}\left(\left\|U_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}^{2}+\left\|W_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}^{2}+\left\|U_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}^{2}\left\|W_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}^{2}\right)
\end{aligned}
$$

Integrating in time using a Gronwall inequality gives us

$$
\begin{aligned}
& \varepsilon \int_{0}^{T}\left\|\partial_{h}^{\bullet} U_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2} \mathrm{~d} t+\sup _{t \in(0, T)}\left\|W_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2} \\
& \quad \leq\left\|W_{h}(\cdot, 0)\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}+c_{\varepsilon} \int_{0}^{T}\left(\left\|U_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}^{2}+\left\|W_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}^{2}\right) \mathrm{d} t \\
& \quad \quad+c_{\varepsilon} \sup _{t \in(0, T)}\left\|U_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}^{2} \int_{0}^{T}\left\|W_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}^{2} \mathrm{~d} t .
\end{aligned}
$$

Applying the bounds from Theorem 3.3.6, Lemma 3.4.1 and (3.4.1) completes the proof.

### 3.4.2 Existence

The idea of the existence proof is to show that the lift of the solutions to finite element scheme (3.3.13) converges, along a subsequence, to a solution of the continuous equations.

We suppose that $u_{0} \in H^{2}\left(\Gamma_{0}\right)$ is a given function. This implies

$$
\begin{equation*}
\int_{\Gamma_{0}} \varepsilon\left(\left|\nabla_{\Gamma} u_{0}\right|^{2}+u_{0}^{2}\right)+\frac{1}{\varepsilon} \psi\left(u_{0}\right) \mathrm{d} \sigma \leq c_{\varepsilon}\left(\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}(t)\right)}^{2}+\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}(t)\right)}^{4}\right)<+\infty \tag{3.4.8}
\end{equation*}
$$

In this section, we will take $U_{h, 0}=\Pi_{h} u_{0}$ with $\Pi_{h}$ the Ritz projection defined in
(3.3.48). Since the Ritz projection is stable in $H^{1}$ we have that

$$
\int_{\Gamma_{h, 0}} \varepsilon\left(\left|\nabla_{\Gamma_{h}} U_{0}\right|^{2}+\left|U_{0}\right|^{2}\right)+\frac{1}{\varepsilon} \psi\left(U_{0}\right) \mathrm{d} \sigma_{h}<c \int_{\Gamma_{0}} \varepsilon\left(\left|\nabla_{\Gamma} u_{0}\right|^{2}+u_{0}^{2}\right)+\frac{1}{\varepsilon} \psi\left(u_{0}\right) \mathrm{d} \sigma .
$$

This implies that the stability bound in Theorem 3.3.6 holds independently of $h$ :

$$
\begin{aligned}
& \sup _{t \in(0, T)} \int_{\Gamma_{h}(t)} \varepsilon\left(\left|\nabla_{\Gamma_{h}} U_{h}\right|^{2}+U_{h}^{2}\right)+\frac{1}{\varepsilon} \psi\left(U_{h}\right) \mathrm{d} \sigma_{h}+\int_{0}^{T}\left\|W_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}^{2} \mathrm{~d} t \\
& \quad \leq c \int_{\Gamma_{0}} \varepsilon\left(\left|\nabla_{\Gamma} u_{0}\right|^{2}+u_{0}^{2}\right)+\frac{1}{\varepsilon} \psi\left(u_{0}\right) \mathrm{d} \sigma \leq c_{\varepsilon}\left(\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}(t)\right)}^{2}+\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}(t)\right)}^{4}\right) .
\end{aligned}
$$

Furthermore, the stability bounds from Lemma 3.3.7 imply that we may transform this bound to $\{\Gamma(t)\}$ and bound the lifts $u_{h}=U_{h}^{\ell}$ and $w_{h}=W_{h}^{\ell}$ by

$$
\begin{aligned}
& \sup _{t \in(0, T)} \int_{\Gamma(t)} \varepsilon\left(\left|\nabla_{\Gamma} u_{h}\right|^{2}+u_{h}^{2}\right)+\frac{1}{\varepsilon} \psi\left(u_{h}\right) \mathrm{d} \sigma+\int_{0}^{T}\left\|w_{h}\right\|_{H^{1}(\Gamma(t))}^{2} \mathrm{~d} t \\
& \quad \leq c \int_{\Gamma_{0}} \varepsilon\left(\left|\nabla_{\Gamma} u_{0}\right|^{2}+u_{0}^{2}\right)+\frac{1}{\varepsilon} \psi\left(u_{0}\right) \mathrm{d} \sigma<c_{\varepsilon}\left(\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}(t)\right)}^{2}+\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}(t)\right)}^{4}\right) .
\end{aligned}
$$

Our assumption that $u_{0} \in H^{2}\left(\Gamma_{0}\right)$ allows the use of the improved bounds in Lemma 3.4.2. Using similar lifting arguments we have

$$
\int_{0}^{T}\left\|\partial^{\bullet} u_{h}\right\|_{L^{2}(\Gamma(t))}^{2} \mathrm{~d} t \leq c_{\varepsilon}\left(\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{2}+\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{4}+\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{6}\right) .
$$

This bound implies that $u_{h}$ and $w_{h}$ are uniformly bounded in the following norms:

$$
\left\|u_{h}\right\|_{L_{H^{1}}^{\infty}}+\left\|u_{h}\right\|_{H^{1}\left(\mathcal{G}_{T}\right)}+\left\|w_{h}\right\|_{L_{H^{1}}^{2}} .
$$

So, we may extract subsequences (for which we will still use the subscript $h$ ), and functions $\bar{u}$ and $\bar{w}$ with $\bar{u} \in L_{H^{1}}^{\infty} \cap H^{1}\left(\mathcal{G}_{T}\right)$, and $\bar{w} \in L_{H^{1}}^{2}$ such that

$$
\begin{align*}
u_{h} \rightharpoonup \bar{u} & \text { weakly in } H^{1}\left(\mathcal{G}_{T}\right)  \tag{3.4.9}\\
w_{h} \rightharpoonup \bar{w} & \text { weakly in } L_{H^{1}}^{2} .
\end{align*}
$$

We remark that these results imply $\partial^{\bullet} \bar{u} \in L_{L^{2}}^{2}$ and $\partial^{\bullet} u_{h} \rightharpoonup \partial^{\bullet} \bar{u}$ weakly in $L_{L^{2}}^{2}$. Furthermore, from the compactness result (Proposition 3.2.7) we infer that:

$$
u_{h} \rightarrow \bar{u} \quad \text { strongly in } L^{2}\left(\mathcal{G}_{T}\right)=L_{L^{2}}^{2} .
$$

Hence, we may take a further subsequence (still denoted $u_{h}$ ) such that

$$
u_{h} \rightarrow \bar{u} \quad \text { almost everywhere in } \mathcal{G}_{T} .
$$

Using a Dominated Convergence Theorem-type argument (Robinson 2001, Lemma 8.3), since $\left\|\psi^{\prime}\left(u_{h}\right)\right\|_{L^{2}\left(\mathcal{G}_{T}\right)} \leq c\left\|u_{h}\right\|_{H^{1}\left(\mathcal{G}_{T}\right)}^{3}$ is bounded independently of $h$, we infer that

$$
\begin{equation*}
\psi^{\prime}\left(u_{h}\right) \rightharpoonup \psi^{\prime}(\bar{u}) \quad \text { weakly in } L_{L^{2}}^{2} . \tag{3.4.10}
\end{equation*}
$$

We will show that $\bar{u}$ and $\bar{w}$ satisfy (3.2.19). For $\varphi \in L_{H^{1}}^{2}$, we write $\phi_{h}=\Pi_{h} \varphi$, where $\Pi_{h}$ is the Ritz-projection (3.3.48), and $\varphi_{h}=\phi_{h}^{\ell}=\pi_{h} \varphi$. In addition to (3.3.48), we will use the following facts from Lemma 3.3.18:

$$
\left\|\varphi_{h}\right\|_{H^{1}(\Gamma(t))} \leq c\|\varphi\|_{H^{1}(\Gamma(t))} \quad \text { and } \quad\left\|\varphi_{h}-\varphi\right\|_{L^{2}(\Gamma(t))} \leq c h\|\varphi\|_{H^{1}(\Gamma(t))} .
$$

Using (3.3.13), we have

$$
\begin{align*}
& m\left(\partial^{\bullet} \bar{u}, \varphi\right)+g(v ; \bar{u}, \varphi)+a(w, \varphi) \\
& =\left(m\left(\partial^{\bullet} \bar{u}, \varphi\right)-m_{h}\left(\partial_{h}^{\bullet} U_{h}, \phi_{h}\right)\right)+\left(g(v ; \bar{u}, \varphi)-g_{h}\left(V_{h} ; U_{h}, \phi_{h}\right)\right)  \tag{3.4.11}\\
& \quad+\left(a(w, \varphi)-a_{h}\left(W_{h}, \phi_{h}\right)\right) .
\end{align*}
$$

and

$$
\begin{align*}
\varepsilon a(\bar{u}, \varphi) & +\frac{1}{\varepsilon} m\left(\psi^{\prime}(\bar{u}), \varphi\right)-m(\bar{w}, \varphi) \\
=\varepsilon & \left(a(\bar{u}, \varphi)-a_{h}\left(U_{h}, \phi_{h}\right)\right)+\frac{1}{\varepsilon}\left(m\left(\psi^{\prime}(\bar{u}), \varphi\right)-m_{h}\left(\psi^{\prime}\left(U_{h}\right), \phi_{h}\right)\right)  \tag{3.4.12}\\
& \quad-\left(m(\bar{w}, \varphi)-m_{h}\left(W_{h}, \phi_{h}\right)\right) .
\end{align*}
$$

We consider the right-hand sides of each of these equations term by term. We will denote by $c(h)$ a generic constant depending on $h$, which may also depend on $\varepsilon$, such that $c(h) \rightarrow 0$ as $h \rightarrow 0$.

- Using (3.3.46), (3.3.50) and (3.3.44a), we have

$$
\begin{aligned}
& \left|m\left(\partial^{\bullet} \bar{u}, \varphi\right)-m_{h}\left(\partial_{h}^{\bullet} U_{h}, \phi_{h}\right)\right| \\
& \quad \leq\left|m\left(\partial^{\bullet} \bar{u}, \varphi\right)-m\left(\partial^{\bullet} u_{h}, \varphi\right)\right|+\left|m\left(\partial^{\bullet} u_{h}, \varphi\right)-m\left(\partial_{h}^{\bullet} u_{h}, \varphi\right)\right| \\
& \quad+\left|m\left(\partial_{h}^{\bullet} u_{h}, \varphi\right)-m\left(\partial_{h}^{\bullet} u_{h}, \varphi_{h}\right)\right|+\left|m\left(\partial_{h}^{\bullet} u_{h}, \varphi_{h}\right)-m_{h}\left(\partial_{h}^{\bullet} U_{h}, \phi_{h}\right)\right| \\
& \leq\left|m\left(\partial^{\bullet} \bar{u}-\partial^{\bullet} u_{h}, \varphi\right)\right| \\
& \quad+c(h)\left(\left\|\nabla_{\Gamma} u_{h}\right\|_{L^{2}(\Gamma(t))}+\left\|\partial_{h}^{\bullet} u_{h}\right\|_{L^{2}(\Gamma(t))}\right)\|\varphi\|_{H^{1}(\Gamma(t))} .
\end{aligned}
$$

- Using (3.3.45), (3.3.50) and (3.3.42c), we have

$$
\begin{aligned}
& \left|g(v ; \bar{u}, \varphi)-g_{h}\left(V_{h} ; U_{h}, \phi_{h}\right)\right| \\
& \quad \leq\left|g(v ; \bar{u}, \varphi)-g\left(v ; u_{h}, \varphi\right)\right|+\left|g\left(v ; u_{h}, \varphi\right)-g\left(v_{h} ; u_{h}, \varphi\right)\right| \\
& \quad+\left|g\left(v_{h} ; u_{h}, \varphi\right)-g\left(v_{h} ; u_{h}, \varphi_{h}\right)\right|+\left|g\left(v_{h} ; u_{h}, \varphi_{h}\right)-g_{h}\left(V_{h} ; U_{h}, \phi_{h}\right)\right| \\
& \quad \leq\left|g\left(v ; \bar{u}-u_{h}, \varphi\right)\right|+c(h)\left\|u_{h}\right\|_{L^{2}(\Gamma(t))}\|\varphi\|_{H^{1}(\Gamma(t))} .
\end{aligned}
$$

- Using (3.3.50), (3.3.42b) and (3.3.48), we have

$$
\left|a(\bar{w}, \varphi)-a_{h}\left(W_{h}, \phi_{h}\right)\right|=\left|a(\bar{w}, \varphi)-a\left(w_{h}, \varphi\right)\right|=\left|a\left(\bar{w}-w_{h}, \varphi\right)\right|,
$$

and

$$
\left|a(\bar{u}, \varphi)-a_{h}\left(U_{h}, \phi_{h}\right)\right|=\left|a(\bar{u}, \varphi)-a\left(u_{h}, \varphi\right)\right|=\left|a\left(\bar{u}-u_{h}, \varphi\right)\right| .
$$

- Using (3.3.50) and (3.3.43), we have

$$
\begin{aligned}
& \left|m\left(\psi^{\prime}(\bar{u}), \varphi\right)-m_{h}\left(\psi^{\prime}\left(U_{h}\right), \phi_{h}\right)\right| \\
& \leq\left|m\left(\psi^{\prime}(\bar{u}), \varphi\right)-m\left(\psi^{\prime}\left(u_{h}\right), \varphi\right)\right|+\left|m\left(\psi^{\prime}\left(u_{h}\right), \varphi\right)-m\left(\psi^{\prime}\left(u_{h}\right), \varphi_{h}\right)\right| \\
& \quad+\left|m\left(\psi^{\prime}\left(u_{h}\right), \varphi_{h}\right)-m_{h}\left(\psi^{\prime}\left(U_{h}\right), \phi_{h}\right)\right| \\
& \leq\left|m\left(\psi^{\prime}(\bar{u})-\psi^{\prime}\left(u_{h}\right), \varphi\right)\right|+c(h)\left\|\psi^{\prime}\left(u_{h}\right)\right\|_{L^{2}(\Gamma(t))}\|\varphi\|_{H^{1}(\Gamma(t))} .
\end{aligned}
$$

- Using (3.3.50) and (3.3.42a), we have

$$
\begin{aligned}
& \left|m(\bar{w}, \varphi)-m_{h}\left(W_{h}, \phi_{h}\right)\right| \\
& \quad \leq\left|m(\bar{w}, \varphi)-m\left(w_{h}, \varphi\right)\right|+\left|m\left(w_{h}, \varphi\right)-m\left(w_{h}, \varphi_{h}\right)\right| \\
& \quad \quad \quad\left|m\left(w_{h}, \varphi_{h}\right)-m_{h}\left(W_{h}, \phi_{h}\right)\right| \\
& \quad \leq\left|m\left(\bar{w}-w_{h}, \varphi\right)\right|+c(h)\left\|w_{h}\right\|_{L^{2}(\Gamma(t))}\|\varphi\|_{H^{1}(\Gamma(t))} .
\end{aligned}
$$

From (3.4.11), this implies

$$
\begin{aligned}
& \int_{0}^{T} m\left(\partial^{\bullet} \bar{u}, \varphi\right)+g(v ; \bar{u}, \varphi)+a(\bar{w}, \varphi) \mathrm{d} t \\
& =\int_{0}^{T} m\left(\partial^{\bullet} \bar{u}, \varphi\right)-m_{h}\left(\partial^{\bullet} u_{h}, \varphi_{h}\right)+\left(g(v ; \bar{u}, \varphi)-g_{h}\left(V_{h} ; U_{h}, \phi_{h}\right)\right) \\
& \quad \quad+\left(a(\bar{w}, \varphi)-a_{h}\left(W_{h}, \phi_{h}\right)\right) \mathrm{d} t \\
& \leq \int_{0}^{T} m\left(\partial^{\bullet} \bar{u}-\partial^{\bullet} u_{h}, \varphi\right)+g\left(v ; \bar{u}-u_{h}, \varphi\right)+a\left(\bar{w}-w_{h}, \varphi\right) \mathrm{d} t \\
& \quad+c(h) \int_{0}^{T}\left(\left\|\partial_{h}^{\bullet} u_{h}\right\|_{L^{2}(\Gamma(t))}+\left\|u_{h}\right\|_{H^{1}(\Gamma(t))}+\left\|\nabla_{\Gamma} w_{h}\right\|_{L^{2}(\Gamma(t))}\right)\|\varphi\|_{H^{1}(\Gamma(t))} \mathrm{d} t .
\end{aligned}
$$

Similarly, using (3.4.12), we obtain

$$
\begin{aligned}
& \int_{0}^{T} \varepsilon a(\bar{u}, \varphi)+\frac{1}{\varepsilon} m\left(\psi^{\prime}(\bar{u}), \varphi\right)-m(\bar{w}, \varphi) \mathrm{d} t \\
& =\int_{0}^{T} \varepsilon\left(a(\bar{u}, \varphi)-a_{h}\left(U_{h}, \phi_{h}\right)\right)+\frac{1}{\varepsilon}\left(m\left(\psi^{\prime}(\bar{u}), \varphi\right)-m_{h}\left(\psi^{\prime}\left(U_{h}\right), \phi_{h}\right)\right) \\
& \quad \quad-\left(m(\bar{w}, \varphi)-m_{h}\left(W_{h}, \phi_{h}\right)\right) \mathrm{d} t \\
& =\int_{0}^{T} \varepsilon a\left(\bar{u}-u_{h}, \varphi\right)+\frac{1}{\varepsilon} m\left(\psi^{\prime}(\bar{u})-\psi^{\prime}\left(u_{h}\right), \varphi\right)-m\left(\bar{w}-w_{h}, \varphi\right) \mathrm{d} t \\
& \quad \quad+c(h) \int_{0}^{T}\left(\left\|u_{h}\right\|_{H^{1}(\Gamma(t))}+\left\|w_{h}\right\|_{\left.L^{2}(\Gamma(t))\right)}\right)\|\varphi\|_{H^{1}(\Gamma(t))} \mathrm{d} t .
\end{aligned}
$$

We may send $h \rightarrow 0$ in the right-hand sides of both previous equations, and use the convergence results (3.4.9) and (3.4.10), so that for all $\varphi \in L_{H^{1}}^{2}$ we arrive at

$$
\begin{aligned}
\int_{0}^{T} m(\partial \bullet \bar{u}, \varphi)+g(v ; \bar{u}, \varphi)+a(\bar{w}, \varphi) \mathrm{d} t & =0 \\
\int_{0}^{T} \varepsilon a(\bar{u}, \varphi)+\frac{1}{\varepsilon} m\left(\psi^{\prime}(u), \varphi\right)-m(w, \varphi) & =0
\end{aligned}
$$

Finally, we use Lemma 3.2.10 to transform this equality into a almost everywhere in time equality so that the pair $\bar{u}, \bar{w}$ satisfy (3.2.19).

To show that $\bar{u}$ achieves the initial condition, we start by choosing $\varphi \in$ $C^{2}\left(\overline{\mathcal{G}}_{T}\right)$ and continue with the notation $\varphi_{h}=\pi_{h} \varphi$. Using the discrete transport formula (3.3.35), the lift of the finite element solution $u_{h}$ satisfies

$$
\int_{0}^{T} m\left(u_{h}, \varphi_{h}\right) \dot{\alpha} \mathrm{d} t=-\int_{0}^{T}\left(m\left(\partial_{h}^{\bullet} u_{h}, \varphi_{h}\right)+m\left(u_{h}, \partial_{h}^{\bullet} \varphi_{h}\right)+g\left(v_{h} ; u_{h}, \varphi_{h}\right)\right) \alpha \mathrm{d} t,
$$

for all $\alpha \in C_{c}^{\infty}(0, T)$. Using similar limiting arguments as above, with the addition of (3.3.61), we obtain the identity

$$
\int_{0}^{T} m(\bar{u}, \varphi) \dot{\alpha} \mathrm{d} t=-\int_{0}^{T}\left(m\left(\partial^{\bullet} \bar{u}, \varphi\right)+m\left(\bar{u}, \partial^{\bullet} \varphi\right)+g(v ; \bar{u}, \varphi)\right) \alpha \mathrm{d} t .
$$

In fact, by density of $C^{2}\left(\mathcal{G}_{T}\right)$ functions in $H^{1}\left(\mathcal{G}_{T}\right)$ (Hebey 2000, Theorem 2.4), we see that this equality holds for all $\varphi \in H^{1}\left(\mathcal{G}_{T}\right)$. This implies that $m(\bar{u}, \varphi)$ is weakly differentiable as a function on $(0, T)$ with weak derivative $m\left(\partial^{\bullet} \bar{u}, \varphi\right)+m\left(\bar{u}, \partial^{\bullet} \varphi\right)+$ $g(v ; \bar{u}, \varphi)$. Since $\bar{u}, \varphi \in H^{1}\left(\mathcal{G}_{T}\right)$, this weak derivative is a function in $L^{1}(0, T)$, and hence we infer that $m(\bar{u}, \varphi)$ is absolutely continuous on $[0, T]$ (Evans and Gariepy 1992, Section 4.9, Theorem 1). In particular, $\|\bar{u}\|_{L^{2}(\Gamma(t))}$ is absolutely continuous, which means that we can interpret $u(\cdot, 0)$ as an $L^{2}\left(\Gamma_{0}\right)$ function. The absolute continuity of $m(u, \varphi)$ for $\varphi \in C^{2}\left(\mathcal{G}_{T}\right)$ also implies

$$
\begin{align*}
& m(\bar{u}(\cdot, t), \varphi(\cdot, t))-m(\bar{u}(\cdot, 0), \varphi(\cdot, 0)) \\
& \quad=\int_{0}^{t} m\left(\partial^{\bullet} \bar{u}, \varphi\right)+g(v ; \bar{u}, \varphi)+m\left(\bar{u}, \partial^{\bullet} \varphi\right) \mathrm{d} s \tag{3.4.13}
\end{align*}
$$

Next, we choose $\varphi \in C^{2}\left(\mathcal{G}_{T}\right)$ with $\varphi(\cdot, T)=0$. It is clear that $\varphi \in L_{H^{1}}^{2}$, hence we can use the limiting equation and (3.4.13) to see that

$$
\int_{0}^{T}-m\left(\bar{u}, \partial^{\bullet} \varphi\right)+a(\bar{w}, \varphi) \mathrm{d} t=m(\bar{u}(\cdot, 0), \varphi(\cdot, 0))
$$

We can do the same in the finite element scheme for $\phi_{h}=\Pi_{h} \varphi$, using the transport formula (3.3.9):

$$
\int_{0}^{T}-m_{h}\left(U_{h}, \partial_{h}^{\bullet} \phi_{h}\right)+a_{h}\left(W_{h}, \phi_{h}\right) \mathrm{d} t=m_{h}\left(\Pi_{h} u_{0}, \phi_{h}(\cdot, 0)\right)
$$

The above calculations show that we are able to take the limit $h \rightarrow 0$ (in the appropriate sense) to see that

$$
\int_{0}^{T}-m\left(\bar{u}, \partial^{\bullet} \varphi\right)+a(\bar{w}, \varphi) \mathrm{d} t=m\left(u_{0}, \varphi(\cdot, 0)\right)
$$

Therefore, by comparing terms, we have shown that $\bar{u}(\cdot, 0)=u_{0}$ almost everywhere in $\Gamma_{0}$ by the Fundamental Lemma of the Calculus of Variations.

Hence we have shown the following result:
Theorem 3.4.3. Given $u_{0} \in H^{2}\left(\Gamma_{0}\right)$ there exists a weak solution pair $(u, w)$ of the

Cahn-Hilliard equation in the sense of Definition 3.2.11. Furthermore the solution satisfies the energy bound

$$
\begin{align*}
& \sup _{t \in(0, T)} \int_{\Gamma(t))} \varepsilon\left(\left|\nabla_{\Gamma} u\right|^{2}+u^{2}\right)+\frac{1}{\varepsilon} \psi(u) \mathrm{d} \sigma+\int_{0}^{T}\|w\|_{H^{1}(\Gamma(t))}^{2} \mathrm{~d} t  \tag{3.4.14}\\
& \quad \leq c_{\varepsilon} \int_{\Gamma_{0}} \varepsilon\left|\nabla_{\Gamma} u_{0}\right|^{2}+\frac{1}{\varepsilon} \psi\left(u_{0}\right) \mathrm{d} \sigma .
\end{align*}
$$

### 3.4.3 Uniqueness

To show the uniqueness result, we require an inverse Laplacian on $\Gamma(t)$. For $z \in$ $L^{2}(\Gamma(t))$ with $\int_{\Gamma(t)} z \mathrm{~d} \sigma=0$, we define $\mathcal{G} z$ the inverse Laplacian of $z$ as the unique solution of

$$
\begin{equation*}
a(\mathcal{G} z, \varphi)=m(z, \varphi) \quad \text { for all } \varphi \in H^{1}(\Gamma(t)), \text { and } \int_{\Gamma(t)} \mathcal{G} z \mathrm{~d} \sigma=0 \tag{3.4.15}
\end{equation*}
$$

We will write

$$
\|z\|_{-1}:=\left\|\nabla_{\Gamma} \mathcal{G} z\right\|_{L^{2}(\Gamma(t))}=a(\mathcal{G} z, \mathcal{G} z)^{\frac{1}{2}}
$$

and remark that

$$
\|z\|_{-1}^{2}=m(\mathcal{G} z, z)
$$

It is clear that if $z \in L^{2}(\Gamma(t))$ then $\mathcal{G} z \in H^{1}(\Gamma(t))$. We also have a similar result for the material derivative of $\mathcal{G} z$.

Lemma 3.4.4. If $z \in H^{1}\left(\mathcal{G}_{T}\right)$, with $\int_{\Gamma(t)} z \mathrm{~d} \sigma=0$, then $\mathcal{G} z \in H^{1}\left(\mathcal{G}_{T}\right)$.
Proof. It is clear that $\mathcal{G} z \in L_{H^{1}}^{2}$ for $z \in L_{H^{1}}^{2}$. It is left to show $\partial^{\bullet} \mathcal{G} z \in L_{L^{2}}^{2}$. We start by taking a time derivative of (3.4.15) so that for $\xi \in H^{1}\left(\mathcal{G}_{T}\right)$ :

$$
a\left(\partial^{\bullet} \mathcal{G} z, \xi\right)+a\left(\mathcal{G} z, \partial^{\bullet} \xi\right)+b(v ; \mathcal{G} z, \xi)=m\left(\partial^{\bullet} z, \xi\right)+m\left(z, \partial^{\bullet} \xi\right)+g(v ; z, \xi)
$$

From Lemma 3.2.5, given $\varphi \in H^{1}\left(\Gamma\left(t^{*}\right)\right)$, we can construct $\widetilde{\varphi}: \mathcal{G}_{T} \rightarrow \mathbb{R}$, with $\widetilde{\varphi} \in$ $H^{1}(\Gamma(t))$ for all $t \in[0, T]$ and $\partial^{\bullet} \widetilde{\varphi}=0$. Thus, we have that

$$
a\left(\partial^{\bullet} \mathcal{G} z, \widetilde{\varphi}\right)+b(v ; \mathcal{G} z, \widetilde{\varphi})=m\left(\partial^{\bullet} z, \widetilde{\varphi}\right)+g(v ; z, \widetilde{\varphi}) \quad \text { for } t \in(0, T)
$$

and, in particular, at $t=t^{*}$,

$$
a\left(\partial^{\bullet} \mathcal{G} z, \varphi\right)+b(v ; \mathcal{G} z, \varphi)=m\left(\partial^{\bullet} z, \varphi\right)+g(v ; z, \varphi)
$$

Also, we have that

$$
m\left(\partial^{\bullet} z, 1\right)+g(v ; z, 1)-b(v ; \mathcal{G} z, 1)=\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Gamma\left(t^{*}\right)} z \mathrm{~d} \sigma=0
$$

These calculations imply that $\partial^{\bullet} \mathcal{G} z$ solves the elliptic problem:

$$
a\left(\partial^{\bullet} \mathcal{G} z, \varphi\right)=m\left(\partial^{\bullet} z, \varphi\right)+g(v ; z, \varphi)-b(v ; \mathcal{G} z, \varphi) \quad \text { for all } \varphi \in H^{1}\left(\Gamma\left(t^{*}\right)\right)
$$

This implies that $\partial^{\bullet} \mathcal{G} z \in H^{1}\left(\Gamma\left(t^{*}\right)\right)$ with the bound

$$
\left\|\partial \partial^{\bullet} \mathcal{G} z\right\|_{H^{1}\left(\Gamma\left(t^{*}\right)\right)} \leq c\left(\left\|\partial^{\bullet} z\right\|_{L^{2}\left(\Gamma\left(t^{*}\right)\right)}+\|z\|_{L^{2}\left(\Gamma\left(t^{*}\right)\right)}+\|z\|_{-1}\right) .
$$

Integrating in time, we arrive at

$$
\int_{0}^{T}\left\|\partial^{\bullet} \mathcal{G} z\right\|_{H^{1}(\Gamma(t))}^{2} \mathrm{~d} t \leq c \int_{0}^{T}\left\|\partial^{\bullet} z\right\|_{L^{2}(\Gamma(t))}^{2}+\|z\|_{H^{1}(\Gamma(t))}^{2} \mathrm{~d} t \leq c\|z\|_{H^{1}\left(\mathcal{G}_{T}\right)}^{2}
$$

Theorem 3.4.5. There is at most one solution to (3.2.19).
Proof. We suppose that $\left(u_{1}, w_{1}\right)$ and $\left(u_{2}, w_{2}\right)$ are solutions to (3.2.19). We will write $\eta^{u}=u_{1}-u_{2}$ and $\eta^{w}=w_{1}-w_{2}$. For $\varphi \in L_{H^{1}}^{2}$, we know that

$$
\begin{align*}
m\left(\partial^{\bullet} \eta^{u}, \varphi\right)+g\left(v ; \eta^{u}, \varphi\right)+a\left(\eta^{w}, \varphi\right) & =0  \tag{3.4.16a}\\
\varepsilon a\left(\eta^{u}, \varphi\right)+\frac{1}{\varepsilon}\left(\psi^{\prime}\left(u_{1}\right)-\psi^{\prime}\left(u_{2}\right), \varphi\right)-m\left(\eta^{w}, \varphi\right) & =0 \tag{3.4.16b}
\end{align*}
$$

Testing (3.4.16a) with $\varphi=1$ tells us that

$$
\int_{\Gamma(t)} \eta^{u} \mathrm{~d} \sigma=\int_{\Gamma_{0}} \eta^{u} \mathrm{~d} \sigma=0
$$

Hence, since $\mathcal{G} \eta^{u}$ is well defined and $\mathcal{G} \eta^{u} \in H^{1}\left(\mathcal{G}_{T}\right)$, we may test the first equation with $\mathcal{G} \eta^{u}$, and apply (3.2.7), to obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} t} m\left(\eta^{u}, \mathcal{G} \eta^{u}\right)+a\left(\eta^{w}, \mathcal{G} \eta^{u}\right)=m\left(\eta^{u}, \partial \bullet \mathcal{G} \eta^{u}\right)
$$

Using the definitions above, this is equivalent to

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|\eta^{u}\right\|_{-1}^{2}+m\left(\eta^{w}, \eta^{u}\right)=m\left(\eta^{u}, \partial^{\bullet} \mathcal{G} \eta^{u}\right) \tag{3.4.17}
\end{equation*}
$$

Next, using the monotonicity of $z \mapsto z^{3}$, testing the second equation with $\eta^{u}$ gives

$$
\begin{equation*}
\varepsilon a\left(\eta^{u}, \eta^{u}\right)-\frac{1}{\varepsilon} m\left(\eta^{u}, \eta^{u}\right) \leq m\left(\eta^{w}, \eta^{u}\right) \tag{3.4.18}
\end{equation*}
$$

Taking the sum of (3.4.18) and (3.4.17), we obtain

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|\eta^{u}\right\|_{-1}^{2}+\varepsilon\left\|\nabla_{\Gamma} \eta^{u}\right\|_{L^{2}(\Gamma(t))}^{2} \leq \frac{1}{\varepsilon} m\left(\eta^{u}, \eta^{u}\right)+m\left(\eta^{u}, \partial^{\bullet} \mathcal{G} \eta^{u}\right)
$$

For the first term on the right hand side, we see that

$$
\frac{1}{\varepsilon} m\left(\eta^{u}, \eta^{u}\right)=\frac{1}{\varepsilon} a\left(\eta^{u}, \mathcal{G} \eta^{u}\right) \leq \frac{\varepsilon}{2}\left\|\nabla_{\Gamma} \eta^{u}\right\|_{L^{2}(\Gamma(t))}^{2}+c_{\varepsilon}\left\|\eta^{u}\right\|_{-1}^{2},
$$

and for the second, we have

$$
\begin{aligned}
m\left(\eta^{u}, \partial \bullet \mathcal{G} \eta^{u}\right)=a\left(\mathcal{G} \eta^{u}, \partial \bullet \mathcal{G} \eta^{u}\right) & =\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} a\left(\mathcal{G} \eta^{u}, \mathcal{G} \eta^{u}\right)-\frac{1}{2} b\left(v ; \mathcal{G} \eta^{u}, \mathcal{G} \eta^{u}\right) \\
& \leq \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\|\eta^{u}\right\|_{-1}^{2}+c\left\|\eta^{u}\right\|_{-1}^{2}
\end{aligned}
$$

Combining these terms, we obtain the estimate

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left\|\eta^{u}\right\|_{-1}^{2}+\varepsilon\left\|\nabla_{\Gamma} \eta^{u}\right\|_{L^{2}(\Gamma(t))}^{2} \leq c_{\varepsilon}\left\|\eta^{u}\right\|_{-1}^{2}
$$

We next use a Gronwall inequality and integration in time to see

$$
\sup _{t \in(0, T)}\left\|\eta^{u}\right\|_{-1}^{2}+\varepsilon \int_{0}^{T}\left\|\nabla_{\Gamma} \eta^{u}\right\|_{L^{2}(\Gamma(t))}^{2} \leq c_{\varepsilon}\left\|\left.\eta^{u}\right|_{t=0}\right\|_{-1}^{2}=0 .
$$

Since $\int_{\Gamma(t)} \eta^{u} \mathrm{~d} \sigma=0$, we apply a Poincaré inequality to arrive at

$$
\int_{0}^{T}\left\|\eta^{u}\right\|_{L^{2}(\Gamma(t))}^{2} \mathrm{~d} t \leq \int_{0}^{T}\left\|\nabla_{\Gamma} \eta^{u}\right\|_{L^{2}(\Gamma(t))}^{2} \mathrm{~d} t=0
$$

This shows that $u_{1}=u_{2}$.
Now, we know that $\eta^{u}=0$, testing (3.4.16a) with $\eta^{w}$ gives

$$
m\left(\eta^{w}, \eta^{w}\right)=\varepsilon a\left(\eta^{u}, \eta^{w}\right)+\frac{1}{\varepsilon} m\left(\psi^{\prime}\left(u_{1}\right)-\psi^{\prime}\left(u_{2}\right), \eta^{w}\right)=0 .
$$

This shows that $w_{1}=w_{2}$.

### 3.4.4 Regularity

In this section, we show that the solution enjoys $H^{2}$ regularity.
Theorem 3.4.6 (Regularity). Let $u_{0} \in H^{2}\left(\Gamma_{0}\right)$ and $(u, w)$ be the solution pair of (3.2.19), then $u \in L_{H^{2}}^{\infty}$ and $w \in L_{H^{2}}^{2}$, with the bounds

$$
\begin{equation*}
\varepsilon \sup _{t \in(0, T)}\|u\|_{H^{2}(\Gamma(t))}^{2}+\int_{0}^{T}\|w\|_{H^{2}(\Gamma(t))}^{2} \leq c_{\varepsilon}\left(\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{2}+\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{4}\right) . \tag{3.4.19}
\end{equation*}
$$

Proof. Using the improved estimates from Lemma 3.4.2, we have that

$$
\begin{align*}
& \varepsilon \int_{0}^{T}\left\|\partial \partial^{\bullet} u\right\|_{L^{2}(\Gamma(t))}^{2}+\sup _{t \in(0, T)}\|w\|_{L^{2}(\Gamma(t))}^{2} \\
& \leq c_{\varepsilon}\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{2}+c_{\varepsilon}\left(\int_{\Gamma_{0}} \varepsilon\left|\nabla_{\Gamma} u_{0}\right|^{2}+\frac{1}{\varepsilon} \psi\left(u_{0}\right) \mathrm{d} \sigma\right)  \tag{3.4.20}\\
& \quad+\frac{c}{\varepsilon}\left(\int_{\Gamma_{0}} \varepsilon\left|\nabla_{\Gamma} u_{0}\right|^{2}+\frac{1}{\varepsilon} \psi\left(u_{0}\right) \mathrm{d} \sigma\right)^{2} .
\end{align*}
$$

Now, we can translate the fact that $(u, w)$ are solutions of (3.2.19) into

$$
\begin{aligned}
\varepsilon a(u, \varphi) & =m\left(f_{1}, \varphi\right) \\
a(w, \varphi) & =m\left(f_{2}, \varphi\right) \quad \text { for all } \varphi \in H^{1}(\Gamma(t)),
\end{aligned}
$$

for $f_{1}=w-\frac{1}{\varepsilon} \psi^{\prime}(u)$ and $f_{2}=\partial^{\bullet} u+u \nabla_{\Gamma} \cdot v$. Notice that

$$
\int_{\Gamma(t)} f_{1} \mathrm{~d} \sigma=\int_{\Gamma(t)} f_{2} \mathrm{~d} \sigma=0 .
$$

The above improved bounds combined with the bounds in Theorem 3.4.3 gives $f_{1} \in L_{L^{2}}^{\infty}$ and $f_{2} \in L_{L^{2}}^{2}$. Standard theory of elliptic partial differential equations (Theorem A.2.5) gives $u \in L_{H^{2}}^{\infty}$ and $w \in L_{H^{2}}^{2}$. The proof is completed by using the bounds in (3.4.14) and (3.4.20) on $f_{1}$ and $f_{2}$.

### 3.5 Error analysis of finite element scheme

In this section, we show an error bound for the surface finite element method described in Section 3.3. The proof relies on decomposing the errors into errors between the smooth solution and Ritz projection and between the Ritz projection and discrete solution. In contrast to previous studies of partial differential equations on surfaces (Dziuk 1988; Dziuk and Elliott 2007a, 2013a), we show an error bound on
$\Gamma_{h}(t)$ instead of $\Gamma(t)$. This is required to deal with the non-linear term.
We will assume that $u_{0}, u$ and $w$ are bounded in the following norms

$$
\begin{equation*}
\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{2}+\sup _{t \in(0, T)}\|u\|_{H^{2}(\Gamma(t))}^{2}+\int_{0}^{T}\|w\|_{H^{2}(\Gamma(t))}^{2}+\left\|\partial^{\bullet} u\right\|_{H^{2}(\Gamma(t))}^{2} \mathrm{~d} t<+\infty \tag{3.5.1}
\end{equation*}
$$

Section 3.4.4 shows how to bound some of these terms. Again, we will assume that the initial condition of the finite element scheme is given by the Ritz projection:

$$
\begin{equation*}
U_{h, 0}=\Pi_{h} u_{0} \tag{3.5.2}
\end{equation*}
$$

The error bound we will show is stated as follows:

Theorem 3.5.1. Let $u, w$ solve (3.2.14) and satisfy (3.5.1). Let $U_{h}, W_{h}$ solve (3.3.13) with initial condition (3.5.2). We have that

$$
\begin{equation*}
\varepsilon \sup _{t \in(0, T)}\left\|u^{-\ell}-U_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}+\int_{0}^{T}\left\|w^{-\ell}-W_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2} \leq C h^{4} \tag{3.5.3}
\end{equation*}
$$

with $C$ given by

$$
C=c_{\varepsilon}\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{2}+c_{\varepsilon} \sup _{t \in(0, T)}\|u\|_{H^{2}(\Gamma(t))}^{2}+c_{\varepsilon} \int_{0}^{T}\left(\left\|\partial^{\bullet} u\right\|_{H^{2}(\Gamma(t))}^{2}+\|w\|_{H^{2}(\Gamma(t))}^{2}\right) \mathrm{d} t .
$$

### 3.5.1 Pointwise bound on the discrete solution

In the following error analysis, a pointwise bound on the discrete solution uniformly in space and time will be extremely useful. This will allow us to convert the local Lipschitz property of $\psi$ and $\psi^{\prime}$ into global results.

Lemma 3.5.2. Let $F_{h}=W_{h}-\frac{1}{\varepsilon} \psi^{\prime}\left(U_{h}\right)$, then $F_{h} \in L^{\infty}\left(0, T ; L^{2}\left(\Gamma_{h}(t)\right)\right)$ with the estimate

$$
\begin{equation*}
\sup _{t \in(0, T)}\left\|F_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2} \leq c_{\varepsilon}\left(\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{2}+\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{4}\right) \tag{3.5.4}
\end{equation*}
$$

Furthermore, the mean value of $F_{h}$ is zero:

$$
\begin{equation*}
\int_{\Gamma_{h}(t)} F_{h} \mathrm{~d} \sigma_{h}=0 \tag{3.5.5}
\end{equation*}
$$

Proof. This follows immediately from Theorem 3.3.6 and Lemma 3.4.2 combined with a Sobolev inequality (Lemma 3.3.8) and (3.4.1). The mean value property follows since $\phi_{h}=1$ is an admissible test function in (3.3.13b).

Theorem 3.5.3. The discrete solution $U_{h}$ is bounded uniformly in space and time, independently of $h$, and we have the bound

$$
\begin{equation*}
\sup _{t \in(0, T)}\left\|U_{h}\right\|_{L^{\infty}\left(\Gamma_{h}(t)\right)}^{2} \leq c_{\varepsilon}\left(\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{2}+\left\|u_{0}\right\|_{H^{2}\left(\Gamma_{0}\right)}^{4}\right) \tag{3.5.6}
\end{equation*}
$$

Proof. We define $\widetilde{F}_{h}=F_{h}^{\ell} / \mu_{h}^{\ell}$, so that

$$
\int_{\Gamma(t)} \widetilde{F}_{h} \mathrm{~d} \sigma=\int_{\Gamma(t)} F_{h}^{\ell} \frac{1}{\mu_{h}^{\ell}} \mathrm{d} \sigma=\int_{\Gamma_{h}(t)} F_{h} \mathrm{~d} \sigma_{h}=0
$$

Let $\bar{u}: \mathcal{G}_{T} \rightarrow \mathbb{R}$ solve

$$
-\varepsilon \Delta_{\Gamma} \bar{u}=\widetilde{F}_{h} \quad \text { on } \Gamma(t), \text { and } \int_{\Gamma(t)} \bar{u} \mathrm{~d} \sigma=\int_{\Gamma_{h}(t)} U_{h} \mathrm{~d} \sigma_{h} \text { for each } t \in(0, T)
$$

Then it is clear that $\Pi_{h} \bar{u}=U_{h}$. Standard Elliptic theory (Theorem A.2.5) and the $L^{\infty}$ bound on $\Pi_{h}$ (3.3.55) gives that

$$
\left\|U_{h}\right\|_{L^{\infty}\left(\Gamma_{h}(t)\right)}=\left\|\Pi_{h} \bar{u}\right\|_{L^{\infty}\left(\Gamma_{h}(t)\right)} \leq c\|\bar{u}\|_{H^{2}(\Gamma(t))} \leq c\left\|\widetilde{F}_{h}\right\|_{L^{2}(\Gamma(t))} \leq c\left\|F_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}
$$

We apply this inequality uniformly in time, with (3.5.4), to give the desired estimate.

### 3.5.2 Splitting the error

We split the error into two parts using the Ritz projection $\Pi_{h}$ from Section 3.3.5:

$$
\begin{aligned}
u^{-\ell}-U_{h} & =\left(u^{-\ell}-\Pi_{h} u\right)+\left(\Pi_{h} u-U_{h}\right)=\rho^{u}+\theta^{u} \\
w^{-\ell}-W_{h} & =\left(w^{-\ell}-\Pi_{h} w\right)+\left(\Pi_{h} w-W_{h}\right)=\rho^{w}+\theta^{w}
\end{aligned}
$$

We note that from Lemma 3.3.18, we already have estimates for $\rho^{u}$ and $\rho^{w}$ and it is left to bound $\theta^{u}$ and $\theta^{w}$. Notice that, the assumptions in (3.5.1) imply that $\theta^{u} \in S_{h}^{T}$ and $\theta^{w} \in \widetilde{S}_{h}^{T}$.

To derive equations for $\theta^{u}$ and $\theta^{w}$, we start by rewriting (3.3.13a) using the
definition of $\Pi_{h}$ and (3.2.15a) to obtain for $\phi_{h} \in S_{h}^{T}$ with lift $\varphi_{h} \in S_{h}^{\ell, T}$ that

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t} m_{h}\left(\theta^{u}, \phi_{h}\right)+a_{h}\left(\theta^{w}, \phi_{h}\right)-m_{h}\left(\theta^{u}, \partial_{h}^{\bullet} \phi_{h}\right) \\
& =\frac{\mathrm{d}}{\mathrm{~d} t} m_{h}\left(\Pi_{h} u, \phi_{h}\right)+a_{h}\left(\Pi_{h} w, \phi_{h}\right)-m_{h}\left(\Pi_{h} u, \partial_{h}^{\bullet} \phi_{h}\right) \\
& =\frac{\mathrm{d}}{\mathrm{~d} t} m_{h}\left(\Pi_{h} u, \phi_{h}\right)+a\left(w, \varphi_{h}\right)-m_{h}\left(\Pi_{h} u, \partial_{h}^{\bullet} \phi_{h}\right) \\
& =\frac{\mathrm{d}}{\mathrm{~d} t}\left(m_{h}\left(\Pi_{h} u, \phi_{h}\right)-m\left(u, \varphi_{h}\right)\right)-\left(m_{h}\left(\Pi_{h} u, \partial_{h}^{\bullet} \phi_{h}\right)-m\left(u, \partial^{\bullet} \varphi_{h}\right)\right)  \tag{3.5.7}\\
& =\left(m_{h}\left(\partial_{h}^{\bullet} \Pi_{h} u, \phi_{h}\right)-m\left(\partial_{h}^{\bullet} u, \varphi_{h}\right)\right)+\left(g_{h}\left(V_{h} ; \Pi_{h} u, \phi_{h}\right)-g\left(v_{h} ; u, \varphi_{h}\right)\right) \\
& \quad \quad+m\left(u, \partial^{\bullet} \varphi_{h}-\partial_{h}^{\bullet} \varphi_{h}\right) \\
& = \\
& \quad E_{1}\left(\phi_{h}\right)+E_{2}\left(\phi_{h}\right)+E_{3}\left(\phi_{h}\right) .
\end{align*}
$$

Next, we rewrite (3.3.13b) using (3.2.15b) this time to see for $\phi_{h} \in \widetilde{S}_{h}^{T}$ with lift $\varphi_{h} \in \widetilde{S}_{h}^{\ell, T}$ that

$$
\begin{align*}
& \varepsilon a_{h}\left(\theta^{u}, \phi_{h}\right)+\frac{1}{\varepsilon} m_{h}\left(\psi^{\prime}\left(\Pi_{h} u\right)-\psi^{\prime}\left(U_{h}\right), \phi_{h}\right)-m_{h}\left(\theta^{w}, \phi_{h}\right) \\
& \quad=\varepsilon a_{h}\left(\Pi_{h} u, \phi_{h}\right)+\frac{1}{\varepsilon} m_{h}\left(\psi^{\prime}\left(\Pi_{h} u\right), \phi_{h}\right)-m_{h}\left(\Pi_{h} w, \phi_{h}\right) \\
& \quad=\varepsilon a\left(u, \varphi_{h}\right)+\frac{1}{\varepsilon} m_{h}\left(\psi^{\prime}\left(\Pi_{h} u\right), \phi_{h}\right)-m_{h}\left(\Pi_{h} w, \phi_{h}\right)  \tag{3.5.8}\\
& \quad=\frac{1}{\varepsilon}\left(m_{h}\left(\psi^{\prime}\left(\Pi_{h} u\right), \phi_{h}\right)-m\left(\psi^{\prime}(u), \varphi_{h}\right)\right)-\left(m_{h}\left(\Pi_{h} w, \phi_{h}\right)-m\left(w, \varphi_{h}\right)\right) \\
& \quad=: E_{4}\left(\phi_{h}\right)+E_{5}\left(\phi_{h}\right) .
\end{align*}
$$

The quantities $E_{j}\left(\phi_{h}\right)$, for $j=1, \ldots, 5$, are consistency terms involving the approximation properties of the finite element spaces and the geometric perturbation.

Lemma 3.5.4. For $\phi_{h} \in S_{h}^{T}$ we have

$$
\begin{align*}
& \left|E_{1}\left(\phi_{h}\right)\right| \leq c h^{2}\left(\left\|\partial \partial^{\bullet} u\right\|_{H^{2}(\Gamma(t))}+\|u\|_{H^{2}(\Gamma(t))}\right)\left\|\phi_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}  \tag{3.5.9}\\
& \left|E_{2}\left(\phi_{h}\right)\right| \leq c h^{2}\|u\|_{H^{2}(\Gamma(t))}\left\|\phi_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}  \tag{3.5.10}\\
& \left|E_{3}\left(\phi_{h}\right)\right| \leq c h^{2}\|u\|_{L^{2}(\Gamma(t))}\left\|\phi_{h}\right\|_{H^{1}\left(\Gamma_{h}(t)\right)}, \tag{3.5.11}
\end{align*}
$$

and for $\phi_{h} \in \widetilde{S}_{h}^{T}$ :

$$
\begin{align*}
& \left|E_{4}\left(\phi_{h}\right)\right| \leq c \frac{h^{2}}{\varepsilon}\|u\|_{H^{2}(\Gamma(t))}\left\|\phi_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}  \tag{3.5.12}\\
& \left|E_{5}\left(\phi_{h}\right)\right| \leq c h^{2}\|w\|_{H^{2}(\Gamma(t))}\left\|\phi_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)} . \tag{3.5.13}
\end{align*}
$$

Proof. The proof is a combination of the geometric bounds from Section 3.3.4 and the bounds of $\Pi_{h}$ from Lemmas 3.3.18 and 3.3.24. We will show each in turn:

- For (3.5.9), we use the bound on the Ritz projection (3.3.61) and the geometric bounds (3.3.44a) and (3.3.46) to see that

$$
\begin{aligned}
& \left|m_{h}\left(\partial_{h}^{\bullet} \Pi_{h} u, \phi_{h}\right)-m\left(\partial_{h}^{\bullet} u, \varphi_{h}\right)\right| \\
& \quad \leq\left|m_{h}\left(\partial_{h}^{\bullet} \Pi_{h} u, \phi_{h}\right)-m\left(\partial_{h}^{\bullet} \pi_{h} u, \varphi_{h}\right)\right|+\left|m\left(\partial_{h}^{\bullet}\left(\pi_{h} u-u\right), \varphi_{h}\right)\right| \\
& \quad \leq c h^{2}\left(\|u\|_{H^{2}(\Gamma(t))}+\left\|\partial^{\bullet} u\right\|_{H^{2}(\Gamma(t))}\right)\left\|\phi_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}
\end{aligned}
$$

- For (3.5.10), we use the bound on the Ritz projection (3.3.50) and (3.3.42c) to see that

$$
\begin{aligned}
& \left|g_{h}\left(V_{h} ; \Pi_{h} u, \phi_{h}\right)-g\left(v_{h} ; u, \varphi_{h}\right)\right| \\
& \quad \leq\left|g_{h}\left(V_{h} ; \Pi_{h} u, \phi_{h}\right)-g\left(v_{h} ; \pi_{h} u, \varphi_{h}\right)\right|+\left|g\left(v_{h} ; \pi_{h} u-u, \varphi_{h}\right)\right| \\
& \quad \leq c h^{2}\|u\|_{H^{2}(\Gamma(t))}\left\|\phi_{h}\right\|_{L^{2}(\Gamma(t))} .
\end{aligned}
$$

- For (3.5.11), we simply use the bound on the material derivative (3.3.46) and the stability of the lifting process (3.3.26) to see that

$$
\begin{aligned}
m\left(u, \partial^{\bullet} \varphi_{h}-\partial_{h}^{\bullet} \varphi_{h}\right) & \leq\|u\|_{L^{2}(\Gamma(t))}\left\|\partial^{\bullet} \varphi_{h}-\partial_{h}^{\bullet} \varphi_{h}\right\|_{L^{2}(\Gamma(t))} \\
& \leq c h^{2}\|u\|_{L^{2}(\Gamma(t))}\left\|\nabla_{\Gamma_{h}} \phi_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}
\end{aligned}
$$

- For (3.5.12), we use the $L^{2}$ bound on the Ritz projection (3.3.50), the geometric bound (3.3.42a), the $L^{\infty}$-stability bound on $\Pi_{h}$ (3.3.55), and the local Lipschitz property of $\psi$ to see that

$$
\begin{aligned}
& \left|m_{h}\left(\psi^{\prime}\left(\Pi_{h} u\right), \phi_{h}\right)-m\left(\psi^{\prime}(u), \varphi\right)\right| \\
& \quad \leq\left|m_{h}\left(\psi^{\prime}\left(\Pi_{h} u\right), \phi_{h}\right)-m\left(\psi^{\prime}\left(\pi_{h} u\right), \varphi_{h}\right)\right|+\left|m\left(\psi^{\prime}\left(\pi_{h} u\right)-\psi^{\prime}(u), \varphi_{h}\right)\right| \\
& \quad \leq c h^{2}\left(\left\|\psi^{\prime}\left(\Pi_{h} u\right)\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}+c_{L}\|u\|_{H^{2}(\Gamma(t))}\right)\left\|\phi_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)} \\
& \quad \leq c h^{2}\|u\|_{H^{2}(\Gamma(t))}\left\|\phi_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)} .
\end{aligned}
$$

We have written $c_{L}$ for the Lipschitz constant of $\psi^{\prime}$.

- For (3.5.13), we again use the $L^{2}$ bound on the Ritz projection (3.3.50) and
the geometric bound (3.3.42a) to see that

$$
\begin{aligned}
& \left|m_{h}\left(\Pi_{h} w, \phi_{h}\right)-m\left(w, \varphi_{h}\right)\right| \\
& \quad \leq\left|m_{h}\left(\Pi_{h} w, \phi_{h}\right)-m\left(\pi_{h} w, \varphi_{h}\right)\right|+\left|m\left(\pi_{h} w-w, \varphi_{h}\right)\right| \\
& \quad \leq c h^{2}\|w\|_{H^{2}(\Gamma(t))}\left\|\phi_{h}\right\|_{L^{2}(\Gamma(t))} .
\end{aligned}
$$

### 3.5.3 Error bounds

In this section, we derive bounds on $\theta^{u}$ and $\theta^{w}$ based on the error equations derived in the previous section and natural energy methods for the partial differential equation system go on to show the final error estimate.

To bound $\theta^{u}$ and $\theta^{w}$ we start by testing (3.5.7) with $\varepsilon \theta^{u}$ and (3.5.8) with $\theta^{w}$ and subtract to see that

$$
\begin{aligned}
& \varepsilon \frac{\mathrm{d}}{\mathrm{~d} t} m_{h}\left(\theta^{u}, \theta^{u}\right)+m_{h}\left(\theta^{w}, \theta^{w}\right) \\
& \quad=\varepsilon m_{h}\left(\theta^{u}, \partial_{h}^{\bullet} \theta^{u}\right)+\frac{1}{\varepsilon} m_{h}\left(\psi^{\prime}\left(\Pi_{h} u\right)-\psi^{\prime}\left(U_{h}\right), \theta^{w}\right) \\
& \quad \quad+E_{1}\left(\varepsilon \theta^{u}\right)+E_{2}\left(\varepsilon \theta^{u}\right)+E_{3}\left(\varepsilon \theta^{u}\right)-E_{4}\left(\theta^{w}\right)-E_{5}\left(\theta^{w}\right) .
\end{aligned}
$$

The transport lemma (3.3.9) tells us that

$$
m_{h}\left(\theta^{u}, \partial_{h}^{\bullet} \theta^{u}\right)=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} m_{h}\left(\theta^{u}, \theta^{u}\right)-\frac{1}{2} g_{h}\left(V_{h} ; \theta^{u}, \theta^{u}\right) .
$$

Applying Lemma 3.5.4, with the local Lipschitz property of $\psi^{\prime}$, this result gives that

$$
\begin{align*}
& \frac{\varepsilon}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} m_{h}\left(\theta^{u}, \theta^{u}\right)+m_{h}\left(\theta^{w}, \theta^{w}\right) \\
& \leq c \frac{\varepsilon}{2}\left\|\theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}+\frac{1}{\varepsilon}\left\|\theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}\left\|\theta^{w}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)} \\
& \quad+c \varepsilon h^{2}\left(\left\|\partial \partial^{\bullet} u\right\|_{H^{2}(\Gamma(t))}+\|u\|_{H^{2}(\Gamma(t))}\right)\left\|\theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}  \tag{3.5.14}\\
& \quad+\frac{c h^{2}}{\varepsilon}\left(\|u\|_{H^{2}(\Gamma(t))}+\|w\|_{H^{2}(\Gamma(t))}\right)\left\|\theta^{w}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)} \\
& \quad+c \varepsilon h^{2}\|u\|_{H^{2}(\Gamma(t))}\left\|\nabla_{\Gamma_{h}} \theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)} .
\end{align*}
$$

We apply a Young's inequality to find that

$$
\begin{align*}
& \varepsilon \frac{\mathrm{d}}{\mathrm{~d} t}\left\|\theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}+\left\|\theta^{w}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2} \\
& \quad \leq \frac{1}{\varepsilon^{2}}\left\|\theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}+c \varepsilon\left\|\nabla_{\Gamma_{h}} \theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}  \tag{3.5.15}\\
& \quad \quad+\frac{c h^{4}}{\varepsilon^{2}}\left(\left\|\partial \partial^{\bullet} u\right\|_{H^{2}(\Gamma(t))}^{2}+\|u\|_{H^{2}(\Gamma(t))}^{2}+\|w\|_{H^{2}(\Gamma(t))}^{2}\right)
\end{align*}
$$

Next, in order to bound the $\nabla_{\Gamma_{h}} \theta^{u}$ term in the previous equation, we test (3.5.8) with $\theta^{u}$. Using Lemmas 3.3.18 and 3.5.4 and the $L^{\infty}$ bound on $u$ and $U_{h}$, we have for some $\delta>0$,

$$
\begin{align*}
\varepsilon a_{h}\left(\theta^{u}, \theta^{u}\right)= & m\left(\theta^{w}, \theta^{u}\right)-\frac{1}{\varepsilon} m_{h}\left(\psi^{\prime}\left(\Pi_{h} u\right)-\psi^{\prime}\left(U_{h}\right), \theta^{u}\right)+E_{4}\left(\theta^{u}\right)+E_{5}\left(\theta^{u}\right) \\
\leq & c \frac{1}{\varepsilon}\left\|\theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}+\left\|\theta^{w}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}\left\|\theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)} \\
& +c \frac{h^{2}}{\varepsilon}\left(\|u\|_{H^{2}(\Gamma(t))}+\|w\|_{H^{2}(\Gamma(t))}\right)\left\|\theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}  \tag{3.5.16}\\
\leq & c \frac{1}{\varepsilon}\left\|\theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}+\delta\left\|\theta^{w}\right\|_{L^{2}(\Gamma(t))}^{2} \\
& +c \frac{h^{4}}{\varepsilon^{2}}\left(\|u\|_{H^{2}(\Gamma(t))}^{2}+\|w\|_{H^{2}(\Gamma(t))}^{2}\right)
\end{align*}
$$

Applying this bound in the right-hand side of (3.5.15), we may choose $\delta$ small enough so that

$$
\begin{align*}
& \varepsilon \frac{\mathrm{d}}{\mathrm{~d} t}\left\|\theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}+\left\|\theta^{w}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2} \\
& \quad \leq c \frac{1}{\varepsilon}\left\|\theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}+c \frac{h^{4}}{\varepsilon^{2}}\left(\left\|\partial \partial^{\bullet} u\right\|_{H^{2}(\Gamma(t))}^{2}+\|u\|_{H^{2}(\Gamma(t))}^{2}+\|w\|_{H^{2}(\Gamma(t))}^{2}\right) \tag{3.5.17}
\end{align*}
$$

We recall from (3.5.2): $U_{h, 0}=\Pi_{h} u_{0}$, hence we have that $\left.\theta^{u}\right|_{t=0}=\Pi_{h} u_{0}-$ $U_{h, 0}=0$. Applying a Gronwall inequality and integrating in time gives the following bounds on $\theta^{u}$ and $\theta^{w}$ :

$$
\begin{equation*}
\varepsilon \sup _{t \in(0, T)}\left\|\theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}+\int_{0}^{T}\left\|\theta^{w}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2} \mathrm{~d} t \leq C h^{4} \tag{3.5.18}
\end{equation*}
$$

with $C=C(u, w, \varepsilon, T)$ given by

$$
C=c_{\varepsilon} \int_{0}^{T}\left(\|\partial \bullet u\|_{H^{2}(\Gamma(t))}^{2}+\|u\|_{H^{2}(\Gamma(t))}^{2}+\|w\|_{H^{2}(\Gamma(t))}^{2}\right) \mathrm{d} t
$$

Proof of Theorem 3.5.1. The previous bound can then be combined with the bounds
on $\rho^{u}$ and $\rho^{w}$ from Lemma 3.3.18 to give the result:

$$
\begin{aligned}
& \varepsilon \sup _{t \in(0, T)}\left\|u^{-\ell}-U_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}+\int_{0}^{T}\left\|w^{-\ell}-W_{h}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2} \mathrm{~d} t \\
& \leq \varepsilon \sup _{t \in(0, T)}\left\|\rho^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}+\int_{0}^{T}\left\|\rho^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2} \mathrm{~d} t \\
& \quad+\varepsilon \sup _{t \in(0, T)}\left\|\theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2}+\int_{0}^{T}\left\|\theta^{u}\right\|_{L^{2}\left(\Gamma_{h}(t)\right)}^{2} \mathrm{~d} t \\
& \leq \\
& \quad c h^{4}\left(\varepsilon \sup _{t \in(0, T)}\|u\|_{H^{2}(\Gamma(t))}^{2}+\int_{0}^{T}\|w\|_{H^{2}(\Gamma(t))}^{2} \mathrm{~d} t\right) \\
& \quad+c_{\varepsilon} h^{4} \int_{0}^{T}\left(\left\|\partial^{\bullet} u\right\|_{H^{2}(\Gamma(t))}^{2}+\|u\|_{H^{2}(\Gamma(t))}^{2}+\|w\|_{H^{2}(\Gamma(t))}^{2}\right) \mathrm{d} t .
\end{aligned}
$$

### 3.6 Numerical results

The above finite element method discretised in time using semi-implicit time stepping. Given $U_{0}$ and a partition of time $0=t_{0}, t_{1}, \ldots, t_{M}=T$, for $k=0, \ldots, M-1$, we find $\left(U_{k+1}, W_{k+1}\right)$ as the solution the matrix system

$$
\begin{aligned}
\mathcal{M}\left(t_{k+1}\right) U_{k+1}+\left(t_{k+1}-t_{k}\right) \mathcal{S}\left(t_{k+1}\right) W_{k+1} & =\mathcal{M}\left(t_{k}\right) U_{k} \\
\varepsilon \mathcal{S}\left(t_{k+1}\right) U_{k+1}-\mathcal{M}\left(t_{k+1}\right) W_{k+1} & =-\frac{1}{\varepsilon} \Psi\left(U_{k}\right) .
\end{aligned}
$$

Full analysis of the fully discrete problem is left to future work. Based on ideas from Dziuk and Elliott (2012), we expect stability subject to $\tau<\varepsilon$ and convergence rate order $\tau+h^{2}$ for the discrete version of the norms in Theorem 3.5.1.

The method was implemented using the ALBERTA finite element toolbox (Schmidt et al. 2005) and the full block linear system solved using a direct solver.

### 3.6.1 Fourth-order linear problem

We start by showing the derived orders of convergence can be achieved for a fourth order linear problem. We calculate with $\psi \equiv 0$ and choose $\varepsilon=0.1$. We couple $\tau \approx h^{2}$ to ensure we see the full order of convergence. The surface is given by $\Gamma(t)=\left\{x \in \mathbb{R}^{3}: \Phi(x, t)=0\right\}$ with

$$
\begin{equation*}
\Phi(x, t)=\frac{x_{1}^{2}}{a(t)}+x_{2}^{2}+x_{3}^{2}-1 \tag{3.6.1}
\end{equation*}
$$

We have chosen $a(t)=1.0+0.25 \sin (10 \pi t)$ and solve for $t \in(0,0.1)$. The exact solution is given by $u(x, t)=e^{-6 t} x_{1} x_{2}$, where right hand side $f$ is calculated from

$$
f=u_{t}+v \cdot \nabla u+u \nabla_{\Gamma} \cdot v+\varepsilon \Delta_{\Gamma}^{2} u .
$$

The convergence is shown in Table 3.1 for the errors in the $L^{2}$ norm. The experimental order of convergence (eoc) is calculated via the formula (A.7.1). The results for the $H^{1}$ norm are not shown here, however we observe first order convergence in $h$.

| $h$ | $\left\\|u^{-\ell}-U_{h}\right\\|_{L^{2}\left(\Gamma_{h}(T)\right)}$ | $(\mathrm{eoc})$ |
| :---: | :---: | :---: |
| $5.564983 \cdot 10^{-1}$ | $9.424750 \cdot 10^{-3}$ | - |
| $2.866409 \cdot 10^{-1}$ | $3.001764 \cdot 10^{-3}$ | 1.724571 |
| $1.443332 \cdot 10^{-1}$ | $8.068147 \cdot 10^{-4}$ | 1.914955 |
| $7.229393 \cdot 10^{-2}$ | $2.033971 \cdot 10^{-4}$ | 1.993007 |


| $h$ | $\left\\|w^{-\ell}-W_{h}\right\\|_{L^{2}\left(\Gamma_{h}(T)\right)}$ | $(\mathrm{eoc})$ |
| :---: | :---: | :---: |
| $5.564983 \cdot 10^{-1}$ | $4.796888 \cdot 10^{-3}$ | - |
| $2.866409 \cdot 10^{-1}$ | $1.432177 \cdot 10^{-3}$ | 1.821993 |
| $1.443332 \cdot 10^{-1}$ | $3.824468 \cdot 10^{-4}$ | 1.924429 |
| $7.229393 \cdot 10^{-2}$ | $9.651516 \cdot 10^{-5}$ | 1.991496 |

Table 3.1: Error table of the solution of a fourth-order linear problem with surface defined by (3.6.1).

### 3.6.2 Cahn-Hilliard equation on a periodically evolving surface

In this example, we consider the same surface as above but now with the full nonlinearity as considered in the above analysis over the time interval $t \in(0,0.8)$.

The initial condition for the simulations was the interpolant of a small perturbation about zero given by

$$
u_{0}(x, y, z)=0.1 \cos (2 \pi x) \cos (2 \pi y) \cos (2 \pi z) .
$$

We present two plots to show the behaviour of the numerical solution. First, in Figure 3.6.1, we see that for short times we have good convergence of the solution. The second, Figure 3.6.2, demonstrates that the energy does not decrease


Figure 3.6.1: A plot of the Ginzburg-Landau energy over five levels of refinement.
monotonically along solutions. Running for a longer time suggests that the solution converges to a time periodic solution. We show a plot of the solution at level 2 at different times in Figure 3.6.3. The system is solved with a fixed time step of $10^{-4}$.

### 3.6.3 Examples on other surfaces

We show the flexibility of the method with two other examples with larger surface deformation. In both cases the initial condition is taken to be a small random perturbation about zero.

First, we take a surface given by the level set function

$$
\begin{equation*}
\Phi(x, t)=x_{1}^{2}+x_{2}^{2}+a(t)^{2} G\left(x_{3}^{2} / L(t)\right)-a(t)^{2}, \tag{3.6.2}
\end{equation*}
$$

where

$$
\begin{aligned}
G(s) & =200 s(s-199 / 100) \\
a(t) & =0.1+0.05 \sin (2 \pi t) \\
L(t) & =1+0.2 \sin (4 \pi t) .
\end{aligned}
$$

In addition, we will prescribe a tangential velocity so that we will consider points


Figure 3.6.2: A plot of the Ginzburg-Landau energy over five levels of refinement over a longer time interval.
moving according to

$$
X(t)=\left(X_{1}(0) \frac{a(t)}{a(0)}, X_{2}(0) \frac{a(t)}{a(0)}, X_{3}(0) \frac{L(t)}{L(0)}\right) .
$$

We plot the solution at different times in Figure 3.6.4. In particular, we notice that under this flow the nodes remain uniformly distributed.

Secondly, we consider a surface given in parametric form by

$$
\begin{gather*}
X(t)=\left(2 X_{1}(0)+t\left(1.5 \tan ^{-1}\left(1000 X_{1}(0)+0.5\right)\right) X_{1}(0),\right. \\
R\left(t,\left|X_{1}(0)\right|, \sqrt{X_{2}(0)^{2}+X_{3}(0)^{2}}\right) X_{2}(0),  \tag{3.6.3}\\
\left.R\left(t,\left|X_{1}(0)\right|, \sqrt{X_{2}(0)^{2}+X_{3}(0)^{2}}\right) X_{3}(0)\right),
\end{gather*}
$$

where

$$
R\left(t, r_{1}, r_{2}\right)=\exp (-2 t) r_{2}+\left(1-\exp (-2 t)\left(\left(1-r_{1}\right)^{2}\left(0.05+r_{1}^{2}+r_{1}^{2} \sqrt{1-r_{1}^{2}}\right)\right)\right.
$$

We plot the mesh and solution at different times in Figure 3.6.5.


Figure 3.6.3: Plot of the solution of the Cahn-Hilliard equation at level two for time $t=0.0,0.05,0.1,0.15,0.2,0.25,0.3,0.35,0.4,0.45,0.5,1.0$. The colour scheme represents values between -1 and 1 .


Figure 3.6.4: Plot of the solution on the surface defined by (3.6.2) at times $t=$ $0,0.1,0.2,0.3,0.4,0.5,0.6$.


Figure 3.6.5: Plot of the solution on the surface defined by (3.6.3) at times $t=0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0$. This example has a large surface deformation, which leads to degenerate triangles. However, the method is still stable enough to continue the calculations.

## Chapter 4

## Unfitted finite element methods for surface partial differential equations

### 4.1 Introduction

For the final method that we present, we assume that we are given an implicit representation of a surface as a solution to a geometric equation via a level set or phase field method. The methods described in the previous chapters all are based on the idea of using a polyhedral approximation of the surface as the computational domain. They rely on the assumption that the approximation consists of a quasiuniform triangulation, which in practice may be difficult to construct. In particular, in the context of evolving surfaces, meshes can lose their quality and re-meshing may be required, see Eilks and Elliott (2008); Elliott and Stinner (2013) for example. Here, in this chapter, we propose using the implicit representation combined with a volumetric finite element space to avoid such difficulties. We aim to ensure that our methods also behave optimally efficiently and accurately with respect to the dimension of the surface.

We propose two different unfitted finite element methods to solve a Poisson equation: Let $\Gamma$ be a smooth $n$-dimensional hypersurface in $\mathbb{R}^{n+1}$ and $f \in L^{2}(\Gamma)$; we seek solutions $u: \Gamma \rightarrow \mathbb{R}$ of

$$
\begin{equation*}
-\Delta_{\Gamma} u+u=f \quad \text { on } \Gamma . \tag{4.1.1}
\end{equation*}
$$

Both methods use a bulk regular triangulation of an ambient domain and
perform calculations on an approximation of either the surface or a narrow band around the surface. In general, the induced mesh, the restriction of the outer mesh to the computational domain, will not be regular. We study these methods analytically and computationally.

### 4.1. 1 Unfitted finite element methods for surface partial differential equations

This work builds on the previous studies of Olshanskii et al. (2009) and Deckelnick et al. (2010). The methods for the Poisson equation presented in this chapter can be seen as the same as those mentioned except we exchange the tangential, or projected, gradient for the full gradient; this overcomes the degeneracy often faced by implicit methods. Our methods also have similarities to the closest point method; see Ruuth and Merriman (2008) for example. The methods in this chapter can be related to phase field methods (Rätz and Voigt 2006) with the smooth profile of the phase field variable replaced by either a Dirac-delta function located on an approximation of the surface or the characteristic function of a narrow band about the surface.

This method presented here could easily be combined with unfitted finite element methods for elliptic problems in bulk domains presented by Barrett and Elliott (1984) to solve the coupled bulk-surface problem from Chapter 2. Many of the analytic tools in this chapter could be used to give a similar convergence result also.

### 4.1.2 Outline of chapter

We start this chapter by describing, mathematically, the computational domains used in this chapter and some basic properties and how these approximate the surface. In the third section, we describe and analyse both the sharp interface and narrow band methods for calculating solutions to a Poisson equation on a surface. Next, we present numerical experiments showing the convergence and efficiency of the methods for the Poisson equation. The chapter concludes with suggestions of future work in which we hope to solve a partial differential equation posed on an evolving surface.

### 4.2 Preliminaries

In this chapter, we will use the notation from Appendix A. In particular, there exists a narrow band $U:=\left\{x \in \mathbb{R}^{n+1}:|d(x)|<\delta_{\Gamma}\right\}$ as the domain of the closest


Figure 4.2.1: A sketch of a section of the polyhedral narrow band $U_{h}$ about the surface.
point operator $p: U \rightarrow \Gamma$ given by

$$
\begin{equation*}
x=p(x)+d(x) \nu(p(x)) \quad \text { for } x \in U . \tag{4.2.1}
\end{equation*}
$$

This allows the choice of extension of a function $z: \Gamma \rightarrow \mathbb{R}$ defined implicitly by

$$
\begin{equation*}
z^{e}(x):=z(p(x)) \quad \text { for } x \in U \tag{4.2.2}
\end{equation*}
$$

This notation represents that $z$ is extended constantly in the normal direction to the surface. Denoting by $\nu(x)=\nabla d(x)$ and by $\mathcal{H}(x)=\nabla^{2} d(x)$ the Hessian of $d$, we can calculate

$$
\begin{equation*}
\nabla z^{e}(x)=(\operatorname{Id}-d(x) \mathcal{H}(x)) \nabla_{\Gamma} z(p(x)) \quad \text { for } x \in U \tag{4.2.3}
\end{equation*}
$$

and

$$
\begin{align*}
& z_{x_{i}, x_{j}}^{e}(x) \\
& =\sum_{k, l=1}^{n+1} \underline{D}_{l} \underline{D}_{k} z(p(x))\left(\delta_{i k}-\nu_{i}(x) \nu_{k}(x)-d(x) \mathcal{H}_{i k}(x)\right)\left(\delta_{j l}-\nu_{j}(x) \nu_{l}(x)-d(x) \mathcal{H}_{j l}(x)\right) \\
& \quad-\sum_{k=1}^{n+1} \underline{D}_{k} z(p(x))\left(\nu_{i}(x) \mathcal{H}_{j k}(x)+\nu_{j}(x) \mathcal{H}_{i k}(x)+d(x) \mathcal{H}_{i k, x_{j}}(x)\right) \tag{4.2.4}
\end{align*}
$$

for $x \in U$ and $i, j=1, \ldots, n+1$.


Figure 4.2.2: An example of the computational domains $\Gamma_{h}$ and $D_{h}$.

For the remainder of this chapter, we will use a polyhedral domain $U_{h} \subset U$; see Figure 4.2.1 for example. Let $\mathscr{T}_{h}$ be a regular triangulation (Definition A.3.1) of $U_{h}$ consisting of closed simplices $T$. We denote by $h:=\max _{T \in \mathscr{T}_{h}} h(T)$, where $h(T)=\operatorname{diam}(T)$. We will write $X_{h}$ for the finite element space of piecewise linear functions over $U_{h}$ :

$$
X_{h}:=\left\{\phi_{h} \in C^{0}\left(\bar{U}_{h}\right):\left.\phi_{h}\right|_{T} \in P_{1}(T), T \in \mathscr{T}_{h}\right\},
$$

and by $I_{h}: C^{0}\left(\bar{U}_{h}\right) \rightarrow X_{h}$ the usual Lagrange interpolation operator. We have

$$
\begin{equation*}
\left\|f-I_{h} f\right\|_{W^{k, p}(T)} \leq \operatorname{ch}(T)^{2-k}\|f\|_{W^{2, p}(T)} \quad \text { for } T \in \mathscr{T}_{h}, \tag{4.2.5}
\end{equation*}
$$

for $k=0,1$ and $1 \leq p \leq \infty$. In particular, for the distance function we have

$$
\begin{equation*}
\left\|d-I_{h} d\right\|_{L^{\infty}\left(U_{h}\right)}+h\left\|\nabla\left(d-I_{h} d\right)\right\|_{L^{\infty}\left(U_{h}\right)} \leq c h^{2} . \tag{4.2.6}
\end{equation*}
$$

Let us next define our computational domains by

$$
\begin{aligned}
\Gamma_{h} & :=\left\{x \in U_{h}: I_{h} d(x)=0\right\} \\
D_{h} & :=\left\{x \in U_{h}:\left|I_{h} d(x)\right|<h\right\},
\end{aligned}
$$

as approximations of the given hypersurface $\Gamma$; see Figure 4.2.2 for example. We will denote by $\nu_{h}$ the unit normal to $\Gamma_{h}$, which can be extended to $U_{h}$ by

$$
\nu_{h}(x)=\frac{\nabla I_{h} d(x)}{\left|\nabla I_{h} d(x)\right|} \quad \text { for } x \in U_{h} .
$$



Figure 4.2.3: Examples of intersections of $\Gamma_{h} \cap T$ (left two plots) and $D_{h} \cap T$ (right two images).

Note that $\Gamma_{h}$ is a polygon whose facets are line segments if $n=1$ and polyhedral surface whose facets consist of triangles or quadrilaterals if $n=2$. The corresponding decomposition of $\Gamma_{h}$ is in general not shape-regular and can have arbitrarily small elements. Similarly, $D_{h}$ is composed of various polygons if $n=1$ and polyhedra if $n=2$. Examples of different possible intersections of $T \cap \Gamma_{h}$ or $T \cap D_{h}$ are given in Figure 4.2.3.

Furthermore, we introduce $F_{h}: U_{h} \rightarrow \mathbb{R}^{n+1}$ by

$$
F_{h}(x):=p(x)+I_{h} d(x) \nu(p(x)) \quad \text { for } x \in U_{h}
$$

Since the decomposition (4.2.1) is unique, we can immediately see that

$$
\begin{equation*}
p\left(F_{h}(x)\right)=p(x) \quad \text { and } \quad d\left(F_{h}(x)\right)=I_{h} d(x) \quad \text { for } x \in U_{h} \tag{4.2.7}
\end{equation*}
$$

In view of (4.2.1), we can write

$$
\begin{equation*}
F_{h}(x)=x+\eta_{h}(x) \nu(x) \quad \text { for } x \in U_{h}, \quad \text { where } \eta_{h}(x)=I_{h} d(x)-d(x) \tag{4.2.8}
\end{equation*}
$$

and, for $i, j=1, \ldots, n+1$,

$$
\begin{equation*}
\partial_{x_{j}}\left(F_{h}(x)\right)_{i}=\delta_{i j}+\left(\eta_{h}(x)\right)_{x_{j}} \nu_{i}(x)+\eta_{h}(x) \mathcal{H}_{i j}(x) \quad \text { for } x \in U_{h} \tag{4.2.9}
\end{equation*}
$$

We infer from (4.2.6) that $F_{h}$ is bi-Lipschitz (Lipschitz with Lipschitz inverse) for small $h$ and that

$$
\begin{equation*}
\left\|F_{h}-\mathrm{Id}\right\|_{L^{\infty}\left(U_{h}\right)}+h\left\|\nabla F_{h}-\mathrm{Id}\right\|_{L^{\infty}\left(U_{h}\right)} \leq c h^{2} \tag{4.2.10}
\end{equation*}
$$

Note that in particular, we have

$$
F_{h}\left(\Gamma_{h}\right)=\Gamma \quad \text { and } \quad F_{h}\left(D_{h}\right)=D^{h}:=\left\{x \in U_{h}:|d(x)|<h\right\} .
$$

Given a function $\phi_{h}: \Gamma_{h} \rightarrow \mathbb{R}$, we denote by $\phi_{h}^{\ell}(p(x)):=\phi_{h}\left(F_{h}^{-1}(x)\right)$ the lift of $\phi_{h}$. We see that

$$
\begin{equation*}
\left(\phi_{h}^{\ell}\right)^{e}(x)=\phi_{h}^{\ell}(p(x))=\phi_{h}\left(F_{h}^{-1}(p(x))\right)=\phi_{h}(x) \quad \text { for } x \in \Gamma_{h}, \tag{4.2.11}
\end{equation*}
$$

since $F_{h}(x)=p(x)$ for $x \in \Gamma_{h}$. Finally, we denote by $\mu_{h}$ the quotient of measures on $\Gamma$ and $\Gamma_{h}$ so that $\mathrm{d} \sigma=\mu_{h} \mathrm{~d} \sigma_{h}$. The proof of the equivalent result (A.5.2) can be easily adapted to show:

$$
\begin{equation*}
\sup _{\Gamma_{h}}\left|1-\mu_{h}\right| \leq c h^{2} . \tag{4.2.12}
\end{equation*}
$$

Using the properties of $F_{h}$ together with the coarea formula and (4.2.3, 4.2.4) one can prove the following result on the equivalence of certain norms.

Lemma 4.2.1. There exist constants $c_{1}, c_{2}>0$, which are independent of $h$, such that for all $z \in H^{1}(\Gamma)$,

$$
\begin{align*}
& c_{1}\left\|z^{e}\right\|_{L^{2}\left(\Gamma_{h}\right)} \leq\|z\|_{L^{2}(\Gamma)} \leq c_{2}\left\|z^{e}\right\|_{L^{2}\left(\Gamma_{h}\right)}  \tag{4.2.13a}\\
& c_{1} \frac{1}{\sqrt{h}}\left\|z^{e}\right\|_{L^{2}\left(D_{h}\right)} \leq\|z\|_{L^{2}(\Gamma)} \leq c_{2} \frac{1}{\sqrt{h}}\left\|z^{e}\right\|_{L^{2}\left(D_{h}\right)}  \tag{4.2.13b}\\
& c_{1}\left\|\nabla z^{e}\right\|_{L^{2}\left(\Gamma_{h}\right)} \leq\left\|\nabla_{\Gamma} z\right\|_{L^{2}(\Gamma)} \leq c_{2}\left\|\nabla z^{e}\right\|_{L^{2}\left(\Gamma_{h}\right)}  \tag{4.2.13c}\\
& c_{1} \frac{1}{\sqrt{h}}\left\|\nabla z^{e}\right\|_{L^{2}\left(D_{h}\right)} \leq\left\|\nabla_{\Gamma} z\right\|_{L^{2}(\Gamma)} \leq c_{2} \frac{1}{\sqrt{h}}\left\|\nabla z^{e}\right\|_{L^{2}\left(D_{h}\right)} . \tag{4.2.13d}
\end{align*}
$$

If, in addition, $z \in H^{2}(\Gamma)$, then

$$
\begin{equation*}
c_{1} \frac{1}{\sqrt{h}}\left\|\nabla^{2} z^{e}\right\|_{L^{2}\left(D_{h}\right)} \leq\|z\|_{H^{2}(\Gamma)} . \tag{4.2.14}
\end{equation*}
$$

Proof. This follows a similar proof as (A.5.2).
For the sharp interface norms, we use the identity:

$$
\int_{\Gamma_{h}}\left(z^{e}\right)^{2} \mu_{h} \mathrm{~d} \sigma_{h}=\int_{\Gamma} z^{2} \mathrm{~d} \sigma .
$$

By (4.2.3):

$$
\int_{\Gamma_{h}}\left|\nabla z^{e}\right|^{2} \mu_{h} \mathrm{~d} \sigma_{h}=\int_{\Gamma}\left|(\operatorname{Id}-d \mathcal{H}) \nabla_{\Gamma} z\right|^{2} \mathrm{~d} \sigma .
$$

For the narrow band integrals, following the result of Olshanskii et al. (2009, Lemma 3.2),
define:

$$
\lambda(x):=\prod_{j=1}^{n}\left(1-d(x) \kappa_{j}(x)\right) \quad \text { for } x \in U_{h}
$$

where $\kappa_{j}$ is an extension of a principal curvature of $\Gamma$ given by:

$$
\kappa_{j}(x)=\frac{\kappa_{j}(p(x))}{1+d(x) \kappa_{j}(p(x))} \quad \text { for } x \in U_{h} \quad \text { and } j=1, \ldots, n
$$

Then, using (4.2.1), we have

$$
\int_{D_{h}}\left(z^{e}\right)^{2} \lambda \mathrm{~d} x=\int_{-h}^{h} \int_{\Gamma} z^{e}(p+r \nu(p))^{2} \mathrm{~d} \sigma(p) \mathrm{d} r .
$$

The bounds are then completed using (4.2.6) and (4.2.12).
Our approximations will be based on a weak form of (4.1.1): Find $u \in H^{1}(\Gamma)$ such that

$$
\begin{equation*}
a(u, \varphi)=l(\varphi) \quad \text { for all } \varphi \in H^{1}(\Gamma) \tag{4.2.15}
\end{equation*}
$$

where

$$
a(w, \varphi)=\int_{\Gamma} \nabla_{\Gamma} w \cdot \nabla_{\Gamma} \varphi+w \varphi \mathrm{~d} \sigma \quad \text { and } \quad l(\varphi)=\int_{\Gamma} f \varphi \mathrm{~d} \sigma
$$

We recall from Theorem A.2.5 that for every $f \in L^{2}(\Gamma)$ there exists a unique solution $u \in H^{2}(\Gamma)$ of (4.2.15), which satisfies the bound

$$
\begin{equation*}
\|u\|_{H^{2}(\Gamma)} \leq c\|f\|_{L^{2}(\Gamma)} \tag{4.2.16}
\end{equation*}
$$

We finish this section with an abstract error estimate, similar to Lemma A.4.1, which we shall use later in order to analyse our schemes. Let $V_{h}$ be a finitedimensional space and $V^{e}:=\left\{v^{e}: v \in H^{1}(\Gamma)\right\}$. Suppose that $a_{h}:\left(V_{h}+V^{e}\right) \times$ $\left(V_{h}+V^{e}\right) \rightarrow \mathbb{R}$ is a symmetric positive semi-definite bilinear form, which is in addition positive definite on $V_{h} \times V_{h}$. Furthermore, let $l_{h}: V_{h} \rightarrow \mathbb{R}$ be linear. Then the approximate problem,

$$
\begin{equation*}
a_{h}\left(u_{h}, v_{h}\right)=l_{h}\left(v_{h}\right) \quad \text { for all } v_{h} \in V_{h} \tag{4.2.17}
\end{equation*}
$$

has a unique solution $u_{h} \in V_{h}$. Introducing the energy norm,

$$
\|v\|_{h}:=\sqrt{a_{h}(v, v)} \quad \text { for } v \in V_{h}+V^{e}
$$

we have by Strang's second lemma

$$
\begin{equation*}
\left\|u^{e}-u_{h}\right\|_{h} \leq 2 \inf _{v_{h} \in V_{h}}\left\|u^{e}-v_{h}\right\|_{h}+\sup _{\phi_{h} \in V_{h}} \frac{\left|a_{h}\left(u^{e}, \phi_{h}\right)-l_{h}\left(\phi_{h}\right)\right|}{\left\|\phi_{h}\right\|_{h}} \tag{4.2.18}
\end{equation*}
$$

In the following section, we shall present three different choices of $a_{h}$ and $l_{h}$ (two new methods plus that of Olshanskii et al. (2009)) along with the corresponding analysis of the resulting schemes.

### 4.3 Description and analysis of the methods

### 4.3.1 Method 1: Sharp interface method

We define

$$
\widetilde{\mathscr{T}_{h}^{I}}:=\left\{T \in \mathscr{T}_{h}: \mathscr{H}^{n}\left(T \cap \Gamma_{h}\right)>0\right\} .
$$

Let us observe that if $T \in \mathscr{T}_{h}$ satisfies $\mathscr{H}^{n}\left(T \cap \Gamma_{h}\right)>0$, for $\mathscr{H}^{n}$ the $n$-dimensional Hausdorff measure, the following two cases can occur:
(a) $\operatorname{int}(T) \cap \Gamma_{h} \neq \emptyset$, in which case $\mathscr{H}^{n}\left(\partial T \cap \Gamma_{h}\right)=0$;
(b) $T \cap \Gamma_{h}=\partial T \cap \Gamma_{h}$, in which case $T \cap \Gamma_{h}$ is the face between two elements.

In case (b), we make a fixed, but arbitrary, choice of one of the two elements to be included and remove the other. We define our computational triangulation $\mathscr{T}_{h}^{I}$ by

$$
\mathscr{T}_{h}^{I}:=\left\{T \in \widetilde{\mathscr{T}}_{h}^{I}: T \text { has not been disregarded because of }(\mathrm{b})\right\} .
$$

We may therefore conclude that there exists a set $N \subset \Gamma_{h}$, consisting of the intersection of the boundary of elements with $\Gamma_{h}$, with $\mathscr{H}^{n}(N)=0$ such that every $x \in \Gamma_{h} \backslash N$ belongs to exactly one $T \in \mathscr{T}_{h}^{I}$. We then define

$$
U_{h}^{I}:=\bigcup_{T \in \mathscr{T}_{h}^{I}} T
$$

Clearly, $U_{h}^{I} \subseteq U_{h}$ provided that $h$ is small enough. An example of this construction over four levels of refinement is given in Figure 4.3.1.

We define the finite element space $V_{h}$ by

$$
V_{h}:=\left\{\phi_{h} \in C^{0}\left(U_{h}^{I}\right):\left.\phi_{h}\right|_{T} \in P_{1}(T) \text { for each } T \in \mathscr{T}_{h}^{I}\right\} .
$$

Note that for $\phi_{h} \in V_{h}, \nabla \phi_{h}$ is uniquely defined on $\Gamma_{h} \backslash N$ in view of the definition $\mathscr{T}_{h}^{I}$.


Figure 4.3.1: The computational domain for the sharp interface method using the level set function $\Phi(x, y, z)=\left(x-z^{2}\right)^{2}+y^{2}+z^{2}-1$. The blue half of the surface shows the induced triangulation on $\Gamma_{h}$ and the off white section shows the underlying triangulation $\mathscr{T}_{h}^{I}$.

The finite element problem is (4.2.17): Find $u_{h} \in V_{h}$ such that

$$
\begin{equation*}
a_{h}\left(u_{h}, \phi_{h}\right)=l_{h}\left(\phi_{h}\right) \quad \text { for all } \phi_{h} \in V_{h}, \tag{4.3.1}
\end{equation*}
$$

with

$$
a_{h}\left(w_{h}, \phi_{h}\right)=\int_{\Gamma_{h}} \nabla w_{h} \cdot \nabla \phi_{h}+w_{h} \phi_{h} \mathrm{~d} \sigma_{h} \quad \text { and } \quad l_{h}\left(\phi_{h}\right)=\int_{\Gamma_{h}} f^{e} \phi_{h} \mathrm{~d} \sigma_{h} .
$$

In order to verify that the symmetric bilinear form $a_{h}$ is positive definite on $V_{h} \times V_{h}$ we note that $a_{h}\left(\phi_{h}, \phi_{h}\right)=0$ implies that

$$
\int_{\Gamma_{h} \cap T}\left|\nabla \phi_{h}\right|^{2}+\phi_{h}^{2} \mathrm{~d} \sigma_{h}=0 \quad \text { for all } T \in \mathscr{T}_{h}^{I} .
$$

Since $\mathscr{H}^{n}\left(T \cap \Gamma_{h}\right)>0$ for $T \in \mathscr{T}_{h}^{I}$, we infer that $\left.\nabla \phi_{h}\right|_{T \cap \Gamma_{h}}=0$ and $\left.\phi_{h}\right|_{T \cap \Gamma_{h}}=0$. The first equality implies that, since $\phi_{h}$ is piecewise linear, it takes a constant value on $T$ and from the second, since $\phi_{h}$ is continuous on $T$, this value is 0 . We deduce that $\phi_{h}=0$ on $T$, for each $T \in \mathscr{T}_{h}^{I}$, hence $\phi_{h}=0$ in $U_{h}^{I}$. The approximate problem (4.3.1) has a unique solution $u_{h} \in V_{h}$ which satisfies

$$
\left\|u_{h}\right\|_{h}=\left(\left\|\nabla u_{h}\right\|_{L^{2}\left(\Gamma_{h}\right)}^{2}+\left\|u_{h}\right\|_{L^{2}\left(\Gamma_{h}\right)}^{2}\right)^{\frac{1}{2}} \leq c\|f\|_{L^{2}(\Gamma)}
$$

We require an interpolation estimate on $\Gamma_{h}$. Since $z \in H^{2}(\Gamma)$ we have $z^{e} \in$ $C^{0}\left(U_{h}\right)$ so that $I_{h} z^{e}$ is well-defined.

Lemma 4.3.1. Let $z \in H^{2}(\Gamma)$. Then

$$
\begin{equation*}
\left\|z^{e}-I_{h} z^{e}\right\|_{L^{2}\left(\Gamma_{h}\right)}+h\left\|\nabla\left(z^{e}-I_{h} z^{e}\right)\right\|_{L^{2}\left(\Gamma_{h}\right)} \leq c h^{2}\|z\|_{H^{2}(\Gamma)} . \tag{4.3.2}
\end{equation*}
$$

Proof. We first observe that Theorem 3.7 in Olshanskii et al. (2009) yields

$$
\begin{equation*}
\left\|z^{e}-I_{h} z^{e}\right\|_{L^{2}\left(\Gamma_{h}\right)}+h\left\|\nabla_{\Gamma_{h}}\left(z^{e}-I_{h} z^{e}\right)\right\|_{L^{2}\left(\Gamma_{h}\right)} \leq c h^{2}\|z\|_{H^{2}(\Gamma)} \tag{4.3.3}
\end{equation*}
$$

Hence, it remains to bound $\left\|\nabla\left(z^{e}-I_{h} z^{e}\right) \cdot \nu_{h}\right\|_{L^{2}\left(\Gamma_{h}\right)}$. To do so, we start by consid-
ering an element $T \in \mathscr{T}_{h}^{I}$. We see that

$$
\begin{aligned}
& \int_{T \cap \Gamma_{h}}\left|\nabla\left(z^{e}-I_{h} z^{e}\right) \cdot \nu_{h}\right|^{2} \mathrm{~d} \sigma_{h} \\
& \quad \leq 2 \int_{T \cap \Gamma_{h}}\left|\nabla z^{e} \cdot \nu_{h}\right|^{2} \mathrm{~d} \sigma_{h}+2 \int_{T \cap \Gamma_{h}}\left|\nabla\left(I_{h} z^{e}\right) \cdot \nu_{h}\right|^{2} \mathrm{~d} \sigma_{h} \\
& \leq 2 \int_{T \cap \Gamma_{h}}\left|\nabla z^{e} \cdot\left(\nu_{h}-\nu\right)\right|^{2} \mathrm{~d} \sigma_{h}+\operatorname{ch}(T)^{-1} \int_{T}\left|\nabla\left(I_{h} z^{e}\right) \cdot \nu_{h}\right|^{2} \mathrm{~d} x=: I_{1}+I_{2},
\end{aligned}
$$

since $\nabla z^{e} \cdot \nu=0$ in $U_{h}$ and $\mathscr{H}^{n}\left(T \cap \Gamma_{h}\right) \leq c h(T)^{-1} \mathscr{H}^{n+1}(T)$. Note that by (4.2.6), we have

$$
\begin{equation*}
\left\|\nu-\nu_{h}\right\|_{L^{\infty}(T)}=\left\|\nabla d-\frac{\nabla I_{h} d}{\left|\nabla I_{h} d\right|}\right\|_{L^{\infty}(T)} \leq \operatorname{ch}(T) \tag{4.3.4}
\end{equation*}
$$

so that

$$
I_{1} \leq c h^{2} \int_{T \cap \Gamma_{h}}\left|\nabla z^{e}\right|^{2} \mathrm{~d} \sigma_{h}
$$

Furthermore, recalling (4.3.4) and (4.2.5) implies that

$$
I_{2} \leq \operatorname{ch}(T)^{-1} \int_{T}\left(\left|\nabla\left(I_{h} z^{e}-z^{e}\right)\right|^{2}+\left|\nabla z^{e} \cdot\left(\nu_{h}-\nu\right)\right|^{2}\right) \mathrm{d} x \leq \operatorname{ch}\left\|z^{e}\right\|_{H^{2}(T)}^{2}
$$

We use the bounds for $I_{1}$ and $I_{2}$, then sum over all elements $T \in \mathscr{T}_{h}^{I}$ and apply Lemma 4.2.1 to see that

$$
\int_{\Gamma_{h}}\left|\nabla\left(z^{e}-I_{h} z^{e}\right) \cdot \nu_{h}\right|^{2} \mathrm{~d} \sigma_{h} \leq c h^{2}\left\|\nabla z^{e}\right\|_{L^{2}\left(\Gamma_{h}\right)}^{2}+c h\left\|z^{e}\right\|_{H^{2}\left(D_{2 h}\right)}^{2} \leq c h^{2}\|z\|_{H^{2}(\Gamma)}^{2}
$$

since $T \in D_{2 h}$ for all $T \in \mathscr{T}_{h}^{I}$.
Theorem 4.3.2. Let $u$ solve the Poisson equation (4.2.15) and let $u_{h}$ be the solution of the finite element scheme (4.3.1). Then

$$
\begin{equation*}
\left\|u^{e}-u_{h}\right\|_{L^{2}\left(\Gamma_{h}\right)}+h\left\|\nabla\left(u^{e}-u_{h}\right)\right\|_{L^{2}\left(\Gamma_{h}\right)} \leq c h^{2}\|u\|_{H^{2}(\Gamma)} . \tag{4.3.5}
\end{equation*}
$$

Proof. In view of the definition of $\|\cdot\|_{h}$, the Strang Lemma (4.2.18) and the approx-
imation property (Lemma 4.3.1), we have, for $e_{h}:=u^{e}-u_{h}$,

$$
\begin{aligned}
& \left(\left\|e_{h}\right\|_{L^{2}\left(\Gamma_{h}\right)}^{2}+\left\|\nabla e_{h}\right\|_{L^{2}\left(\Gamma_{h}\right)}^{2}\right)^{\frac{1}{2}} \\
& \quad \leq 2\left(\left\|u^{e}-I_{h} u^{e}\right\|_{L^{2}\left(\Gamma_{h}\right)}^{2}+\left\|\nabla\left(u^{e}-I_{h} u^{e}\right)\right\|_{L^{2}\left(\Gamma_{h}\right)}^{2}\right)^{\frac{1}{2}}+\sup _{\phi_{h} \in V_{h}} \frac{\left|a_{h}\left(u^{e}, \phi_{h}\right)-l_{h}\left(\phi_{h}\right)\right|}{\left\|\phi_{h}\right\|_{h}} \\
& \quad \leq c h\|u\|_{H^{2}(\Gamma)}+\sup _{\phi_{h} \in V_{h}} \frac{\left|a_{h}\left(u^{e}, \phi_{h}\right)-l_{h}\left(\phi_{h}\right)\right|}{\left\|\phi_{h}\right\|_{h}} .
\end{aligned}
$$

In order to estimate the second term, we choose an arbitrary $\phi_{h} \in V_{h}$ and denote by $\varphi_{h}=\phi_{h}^{\ell} \in H^{1}(\Gamma)$ the corresponding lift. Then

$$
a_{h}\left(u^{e}, \phi_{h}\right)-l_{h}\left(\phi_{h}\right)=\left(a_{h}\left(u^{e}, \phi_{h}\right)-a\left(u, \varphi_{h}\right)\right)+\left(l\left(\varphi_{h}\right)-l_{h}\left(\phi_{h}\right)\right)=: I_{1}+I_{2}
$$

Using the transformation rule, (4.2.4) and (4.2.11) we obtain

$$
\begin{aligned}
\int_{\Gamma} \nabla_{\Gamma} u \cdot \nabla_{\Gamma} \varphi_{h}+u \varphi_{h} \mathrm{~d} \sigma & =\int_{\Gamma_{h}}\left(\left(\nabla_{\Gamma} u\right) \circ p \cdot\left(\nabla_{\Gamma} \varphi_{h}\right) \circ p+(u \circ p)\left(\varphi_{h} \circ p\right)\right) \mu_{h} \mathrm{~d} \sigma_{h} \\
& =\int_{\Gamma_{h}}\left((\operatorname{Id}-d \mathcal{H})^{-2} \nabla u^{e} \cdot \nabla \phi_{h}+u^{e} \varphi_{h}\right) \mu_{h} \mathrm{~d} \sigma_{h}
\end{aligned}
$$

so that by (4.2.6) and (4.2.12)

$$
\begin{aligned}
\left|I_{1}\right| & \leq \int_{\Gamma_{h}}\left|\left(\mu_{h}(\mathrm{Id}-d \mathcal{H})^{-2}-\mathrm{Id}\right) \nabla u^{e} \cdot \nabla \phi_{h}\right| \mathrm{d} \sigma_{h}+\int_{\Gamma_{h}}\left|\left(\mu_{h}-1\right) u^{e} \phi_{h}\right| \mathrm{d} \sigma_{h} \\
& \leq c h^{2}\left\|u^{e}\right\|_{h}\left\|\phi_{h}\right\|_{h}
\end{aligned}
$$

Similarly, we can bound $I_{2}$ using (4.2.12) by

$$
\left|I_{2}\right| \leq \int_{\Gamma_{h}}\left|\mu_{h}-1\right| f^{e} \phi_{h} \mathrm{~d} \sigma_{h} \leq c h^{2}\|f\|_{L^{2}(\Gamma)}\left\|\phi_{h}\right\|_{h}
$$

As a result, we obtain

$$
\begin{equation*}
\sup _{\phi_{h} \in V_{h}} \frac{\left|a_{h}\left(u^{e}, \phi_{h}\right)-l_{h}\left(\phi_{h}\right)\right|}{\left\|\phi_{h}\right\|_{h}} \leq c h^{2}\|f\|_{L^{2}(\Gamma)} \tag{4.3.6}
\end{equation*}
$$

so that we have in conclusion

$$
\begin{equation*}
\left\|e_{h}\right\|_{L^{2}\left(\Gamma_{h}\right)}+\left\|\nabla e_{h}\right\|_{L^{2}\left(\Gamma_{h}\right)} \leq c h\|f\|_{L^{2}(\Gamma)} \tag{4.3.7}
\end{equation*}
$$

In order to improve the $L^{2}$ error bound, we employ the usual Aubin-Nitsche
argument. Denote by $w \in H^{2}(\Gamma)$ the unique solution of the dual problem:

$$
a(\varphi, w)=\int_{\Gamma} e_{h}^{\ell} \varphi \mathrm{d} \sigma \quad \text { for all } \varphi \in H^{1}(\Gamma)
$$

which satisfies

$$
\begin{equation*}
\|w\|_{H^{2}(\Gamma)} \leq c\left\|e_{h}^{\ell}\right\|_{L^{2}(\Gamma)} \tag{4.3.8}
\end{equation*}
$$

We have

$$
\begin{align*}
\left\|e_{h}^{\ell}\right\|_{L^{2}(\Gamma)}^{2}= & a\left(e_{h}^{\ell}, w\right) \\
= & \left(a\left(e_{h}^{\ell}, w\right)-a_{h}\left(e_{h}, w^{e}\right)\right)+a_{h}\left(e_{h}, w^{e}-I_{h} w^{e}\right)  \tag{4.3.9}\\
& \quad+\left(a_{h}\left(u^{e}, I_{h} w^{e}\right)-l_{h}\left(I_{h} w^{e}\right)\right) \\
= & I_{1}+I_{2}+I_{3} .
\end{align*}
$$

As above, we deduce together with the energy norm bound (4.3.7) and the equivalence of norms (Lemma 4.2.1),

$$
\left|I_{1}\right| \leq c h^{2}\left\|e_{h}\right\|_{h}\left\|w^{e}\right\|_{h} \leq c h^{3}\|f\|_{L^{2}(\Gamma)}\|w\|_{H^{1}(\Gamma)}
$$

Next, the finite element equation (4.3.1) and (4.3.7) imply

$$
\left|I_{2}\right| \leq\left\|e_{h}\right\|_{h}\left\|w^{e}-I_{h} w^{e}\right\|_{h} \leq c h^{2}\|f\|_{L^{2}(\Gamma)}\|w\|_{H^{2}(\Gamma)} .
$$

Finally, our estimate of $\|d\|_{L^{\infty}\left(\Gamma_{h}\right)}$, (4.3.6), (4.3.1) and Lemma 4.2 .1 yield

$$
\left|I_{3}\right| \leq c h^{2}\|f\|_{L^{2}(\Gamma)}\left\|I_{h} w^{e}\right\|_{h} \leq c h^{2}\|f\|_{L^{2}(\Gamma)}\|w\|_{H^{2}(\Gamma)} .
$$

Inserting the above estimates into (4.3.9) and recalling (4.3.8) we obtain

$$
\left\|e_{h}^{\ell}\right\|_{L^{2}(\Gamma)} \leq c h^{2}\|f\|_{L^{2}(\Gamma)},
$$

which together with Lemma 4.2 .1 gives the error bound in the $L^{2}$ norm.

### 4.3.2 The sharp interface method of Olshanskii et al. (2009)

For completeness we include the original sharp interface method of Olshanskii et al. (2009). We compare the solution of our sharp interface method to this to see the effect of using full gradients.

The same geometric construction as in the previous section is used leading
to a triangulation $\mathscr{T}_{h}^{I}$ of a domain $U_{h}^{I}$ about the surface $\Gamma_{h}$. We use the zero level set of $I_{h} d$ as the induced mesh $\Gamma_{h}$. The difference in the methods follows from our choice of full gradients in the bilinear for $a_{h}$. This method uses the same right-hand side $l_{h}$, but, instead, the bilinear form

$$
a_{h}\left(w_{h}, \phi_{h}\right)=\int_{\Gamma_{h}} \nabla_{\Gamma_{h}} w_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h}+w_{h} \phi_{h} \mathrm{~d} \sigma_{h}
$$

where the tangential gradient $\nabla_{\Gamma_{h}}$ is calculated using the projection operator $P_{h}$ so that

$$
\nabla_{\Gamma_{h}} \phi_{h}:=P_{h} \nabla \phi_{h}, \quad P_{h}(x):=\operatorname{Id}-\nu_{h}(x) \otimes \nu_{h}(x) \quad \text { for } x \in \Gamma_{h}
$$

To ensure that this method is well-posed solutions are sought in the finite element space

$$
W_{h}=\left\{\phi_{h} \in C\left(\Gamma_{h}\right): \text { there exists } \widetilde{\phi}_{h} \in V_{h} \text { with }\left.\widetilde{\phi}_{h}\right|_{\Gamma_{h}}=\phi_{h}\right\}
$$

This is an identification of the quotient space $V_{h}$ with the equivalence of finite element functions equal in the norm induced by $a_{h}$. In realisations of the two sharp interface methods, the choice of $W_{h}$ instead of $V_{h}$ does not change the implementation since conjugate gradient iteration solves the resulting system of linear equations by considering the traces of the nodal basis of $V_{h}$ as a spanning set for $W_{h}$.

The finite element method is: Find $u_{h} \in W_{h}$ such that

$$
\begin{equation*}
a_{h}\left(u_{h}, \phi_{h}\right)=l_{h}\left(\phi_{h}\right) \quad \text { for all } \phi_{h} \in W_{h} \tag{4.3.10}
\end{equation*}
$$

It is clear that $a_{h}$ is positive definite over $W_{h}$ hence there exists a unique solution to (4.3.10). Furthermore, the interpolation result (4.3.3) in Lemma 4.3.1 along with the reasoning in Theorem 4.3 .2 give the following error estimate presented by Olshanskii et al. (2009):

Theorem 4.3.3. Let $u$ be the solution of (4.2.15) and $u_{h}$ the solution of the finite element scheme (4.3.10); then

$$
\begin{equation*}
\left\|u^{e}-u_{h}\right\|_{L^{2}\left(\Gamma_{h}\right)}+h\left\|\nabla_{\Gamma_{h}}\left(u^{e}-u_{h}\right)\right\|_{L^{2}\left(\Gamma_{h}\right)} \leq c h^{2}\|u\|_{H^{2}(\Gamma)} \tag{4.3.11}
\end{equation*}
$$

Furthermore, analysis of the resulting linear algebraic system has been performed by Olshanskii and Reusken (2010). The authors show, in the case of a curve in two dimensions, that the (effective) spectral condition number of the diagonally scaled mass matrix and the diagonally scaled stiffness matrix behave like $h^{-3}|\log h|$ and $h^{-2}|\log h|$, respectively.

### 4.3.3 Method 2: Narrow-band method

Let us define the narrow-band triangulation by

$$
\mathscr{T}_{h}^{B}:=\left\{T \in \mathscr{T}_{h}: \mathscr{H}^{n+1}\left(T \cap D_{h}\right)>0\right\} .
$$

and the narrow band domain by

$$
U_{h}^{B}:=\bigcup_{T \in \mathscr{T}_{h}^{B}} T .
$$

We define a finite element space $V_{h}$ on the triangulation $\mathscr{T}_{h}^{B}$ by

$$
V_{h}:=\left\{\phi_{h} \in C^{0}\left(U_{h}^{B}\right):\left.\phi_{h}\right|_{T} \in P_{1}(T) \text { for each } T \in \mathscr{T}_{h}^{B}\right\}
$$

The second finite element scheme is (4.2.17): Find $u_{h} \in V_{h}$ such that

$$
\begin{equation*}
a_{h}\left(u_{h}, \phi_{h}\right)=l_{h}\left(\phi_{h}\right) \quad \text { for all } \phi_{h} \in V_{h}, \tag{4.3.12}
\end{equation*}
$$

with

$$
a_{h}\left(w_{h}, \phi_{h}\right)=\frac{1}{2 h} \int_{D_{h}} \nabla w_{h} \cdot \nabla \phi_{h}+w_{h} \phi_{h} \mathrm{~d} x, \quad l_{h}\left(\phi_{h}\right)=\frac{1}{2 h} \int_{D_{h}} f^{e} \phi_{h} \mathrm{~d} x
$$

It is not difficult to verify that $a_{h}$ is positive definite on $V_{h} \times V_{h}$. Hence the finite element scheme (4.3.12) has a unique solution $u_{h} \in V_{h}$ which satisfies

$$
\begin{equation*}
\left\|u_{h}\right\|_{h}=\left(\frac{1}{2 h} \int_{D_{h}}\left|\nabla u_{h}\right|^{2}+u_{h}^{2} \mathrm{~d} x\right)^{\frac{1}{2}} \leq c\|f\|_{L^{2}(\Gamma)} . \tag{4.3.13}
\end{equation*}
$$

Remark 4.3.4. The choice of global scaling $\frac{1}{2 h}$ in front of the integrals above is chosen to arrive at the appropriate scaling in the following error analysis. It is chosen so that the $\|\cdot\|_{h}$-norm behaves as the $H^{1}(\Gamma)$-norm.

The space $V_{h}$ comes equipped with the following approximation property:
Lemma 4.3.5. Let $z \in H^{2}(\Gamma)$; then

$$
\begin{equation*}
\frac{1}{\sqrt{h}}\left\|z^{e}-I_{h} z^{e}\right\|_{L^{2}\left(D_{h}\right)}+\sqrt{h}\left\|\nabla\left(z^{e}-I_{h} z^{e}\right)\right\|_{L^{2}\left(D_{h}\right)} \leq c h^{2}\|z\|_{H^{2}(\Gamma)} \tag{4.3.14}
\end{equation*}
$$

Proof. We infer from our basic interpolation estimate (4.2.5) that

$$
\begin{aligned}
& \frac{1}{h}\left\|z^{e}-I_{h} z^{e}\right\|_{L^{2}\left(D_{h}\right)}^{2}+h\left\|\nabla\left(z^{e}-I_{h} z^{e}\right)\right\|_{L^{2}\left(D_{h}\right)}^{2} \\
& \quad \leq \sum_{T \in \mathscr{T}_{h}^{B}}\left(\frac{1}{h}\left\|z^{e}-I_{h} z^{e}\right\|_{L^{2}(T)}^{2}+h\left\|\nabla\left(z^{e}-I_{h} z^{e}\right)\right\|_{L^{2}(T)}^{2}\right) \\
& \quad \leq c h^{3} \sum_{T \in \mathscr{T}_{h}^{B}}\left\|z^{e}\right\|_{H^{2}(T)}^{2} \leq c h^{3}\left\|z^{e}\right\|_{H^{2}\left(D_{3 h}\right)}^{2} \leq c h^{4}\|z\|_{H^{2}(\Gamma)}^{2} .
\end{aligned}
$$

We use the same framework as above to show an error bound. We remark briefly, that this bound is optimal in the energy norm but not in the $L^{2}$ norm.

Theorem 4.3.6. Let $u$ be the solution of (4.2.15) and let $u_{h}$ be the solution of the finite element scheme (4.3.12), then

$$
\begin{equation*}
\left(\frac{1}{2 h} \int_{D_{h}}\left|\nabla\left(u^{e}-u_{h}\right)\right|^{2}+\left|u^{e}-u_{h}\right|^{2} \mathrm{~d} x\right)^{\frac{1}{2}} \leq c h\|f\|_{L^{2}(\Gamma)} . \tag{4.3.15}
\end{equation*}
$$

Proof. Let us write $e_{h}:=u^{e}-u_{h}$. We observe from (4.2.18) and (4.3.14) that

$$
\begin{equation*}
\left(\frac{1}{2 h} \int_{D_{h}}\left|\nabla e_{h}\right|^{2}+e_{h}^{2} \mathrm{~d} x\right)^{\frac{1}{2}} \leq c h\|u\|_{H^{2}(\Gamma)}+\sup _{\phi_{h} \in V_{h}} \frac{\left|a_{h}\left(u^{e}, \phi_{h}\right)-l_{h}\left(\phi_{h}\right)\right|}{\left\|\phi_{h}\right\|_{h}} . \tag{4.3.16}
\end{equation*}
$$

In order to estimate the second term we derive from (4.2.4) that

$$
\begin{equation*}
-\Delta u^{e}+u^{e}=f^{e}+R, \tag{4.3.17}
\end{equation*}
$$

where

$$
\begin{equation*}
|R(x)| \leq c|d(x)|\left(\left|\nabla_{\Gamma} u(p(x))\right|+\left|\nabla_{\Gamma}^{2} u(p(x))\right|\right) \quad \text { for } x \in U . \tag{4.3.18}
\end{equation*}
$$

We multiply (4.3.17) by $\phi_{h} \circ F_{h}^{-1}, \phi_{h} \in V_{h}$, and integrate over $D^{h}$. Since $\frac{\partial u^{e}}{\partial \nu}=0$ on $\partial D^{h}$, we obtain
$\int_{D^{h}} \nabla u^{e} \cdot \nabla\left(\phi_{h} \circ F_{h}^{-1}\right) \mathrm{d} x+\int_{D^{h}} u^{e} \phi_{h} \circ F_{h}^{-1} \mathrm{~d} x=\int_{D^{h}} f^{e} \phi_{h} \circ F_{h}^{-1} \mathrm{~d} x+\int_{D_{h}} R \phi_{h} \circ F_{h}^{-1} \mathrm{~d} x$.
Observing that $\nabla\left(\phi_{h} \circ F_{h}^{-1}\right)=\left[\left(D F_{h}\right)^{-\mathrm{t}} \circ F_{h}^{-1}\right] \nabla \phi_{h} \circ F_{h}^{-1}$ we deduce from the
transformation rule

$$
\begin{align*}
& \int_{D_{h}} \nabla u^{e} \circ F_{h} \cdot\left(D F_{h}\right)^{-\mathrm{t}} \nabla \phi_{h}\left|\operatorname{det} D F_{h}\right| \mathrm{d} x+\int_{D_{h}} u^{e} \circ F_{h} \phi_{h}\left|\operatorname{det} D F_{h}\right| \mathrm{d} x  \tag{4.3.19}\\
& \quad=\int_{D_{h}} f^{e} \circ F_{h} \phi_{h}\left|\operatorname{det} D F_{h}\right| \mathrm{d} x+\int_{D_{h}} R \circ F_{h} \phi_{h}\left|\operatorname{det} D F_{h}\right| \mathrm{d} x
\end{align*}
$$

Recalling the definition of $u^{e},(4.2 .7)$ and (4.2.8), we have

$$
\begin{equation*}
u^{e}(x)=u(p(x))=u\left(p\left(F_{h}(x)\right)\right)=u^{e}\left(F_{h}(x)\right) \tag{4.3.20}
\end{equation*}
$$

and hence, using (4.2.9), we obtain

$$
\begin{aligned}
\nabla u^{e}(x) & =\nabla u^{e}\left(F_{h}(x)\right)+\left(\nabla u^{e}\left(F_{h}(x)\right) \cdot \nu(x)\right) \nabla \eta_{h}(x)+\eta_{h}(x) \mathcal{H}(x) \nabla u^{e}\left(F_{h}(x)\right) \\
& =\left(\operatorname{Id}-\eta_{h} \mathcal{H}(x)\right) \nabla u^{e}\left(F_{h}(x)\right)
\end{aligned}
$$

since $\nabla u^{e}\left(F_{h}(x)\right) \cdot \nu(x)=(\operatorname{Id}-d(x) \mathcal{H}(x)) \nabla_{\Gamma} u(p(x)) \cdot \nabla(d(x))=0$. As a result we derive

$$
\nabla u^{e}\left(F_{h}(x)\right)=\left(\operatorname{Id}-\eta_{h} \mathcal{H}(x)\right)^{-1} \nabla u^{e}(x)
$$

Hence we see that

$$
\begin{equation*}
a_{h}\left(u^{e}, \phi_{h}\right)-l_{h}\left(\phi_{h}\right)=\left\langle R_{h}, \phi_{h}\right\rangle \tag{4.3.21}
\end{equation*}
$$

where

$$
\begin{aligned}
& \left\langle R_{h}, \phi_{h}\right\rangle \\
& =\frac{1}{2 h} \int_{D_{h}}\left(\left(\operatorname{Id}+\eta_{h} \mathcal{H}(x)\right)^{-1} \nabla u^{e}(x) \cdot\left(D F_{h}\right)^{-t} \nabla \phi_{h}\left|\operatorname{det} D F_{h}\right|-\nabla u^{e} \cdot \nabla \phi_{h}\right) \mathrm{d} x \\
& \quad+\frac{1}{2 h} \int_{D_{h}}\left(f^{e} \phi_{h}-u^{e} \phi_{h}\right)\left(\left|\operatorname{det} D F_{h}\right|-1\right) \mathrm{d} x+\frac{1}{2 h} \int_{D_{h}} R \circ F_{h} \phi_{h}\left|\operatorname{det} D F_{h}\right| \mathrm{d} x .
\end{aligned}
$$

Inserting this expression into (4.3.21) and recalling (4.2.6), (4.2.10) and (4.3.18) as
well as Lemma 4.2.1, we infer that, for all $\phi \in V_{h}$,

$$
\begin{aligned}
& \left|a_{h}\left(u^{e}, \phi_{h}\right)-l_{h}\left(\phi_{h}\right)\right| \\
& \quad \leq c \int_{D_{h}}\left(\left|\nabla u^{e}\right|\left|\phi_{h}\right|+\left|u^{e}\right|\left|\phi_{h}\right|+\left|f^{e}\right|\left|\phi_{h}\right|\right) \mathrm{d} x \\
& \quad+c\left(\int_{D_{h}}\left|R \circ F_{h}\right|^{2} \mathrm{~d} x\right)^{\frac{1}{2}}\left(\int_{D_{h}}\left|\phi_{h}\right|^{2} \mathrm{~d} x\right)^{\frac{1}{2}} \\
& \quad \leq \operatorname{ch}\left(\|u\|_{H^{1}(\Gamma)}+\|f\|_{L^{2}(\Gamma)}+\left(\frac{1}{2 h} \int_{D^{h}}|R|^{2} \mathrm{~d} x\right)^{\frac{1}{2}}\right)\left\|\phi_{h}\right\|_{h} \\
& \quad \leq \operatorname{ch}\left(\|u\|_{H^{2}(\Gamma)}+\|f\|_{L^{2}(\Gamma)}\right)\left\|\phi_{h}\right\|_{h} \\
& \quad \leq \operatorname{ch}\|f\|_{L^{2}(\Gamma)}\left\|\phi_{h}\right\|_{h} .
\end{aligned}
$$

Inserting this estimate into (4.3.16) we complete the proof of the theorem.
We remark that our narrow-band method has similarities with the $h$-narrow band method of Deckelnick et al. (2010). The main difference is that we use full instead of projected gradients in our discrete bilinear forms. The difference means that our discrete problem is not degenerate. Our method also has control over the normal derivative of the error away from the surface, hence our method produces solutions which are almost constant in the normal direction.

### 4.4 Numerical Experiments

### 4.4.1 Notes on implementation

Assembly of the matrices is nonstandard in that the method requires integration over partial elements. To do so we subdivide the integration areas in simplices using the Triangle (Shewchuk 1996, 2005) and Tetgen (Si 2006) packages. In each case, the linear system is solved with the conjugate gradient method until the residual is reduced by a factor of $10^{-8}$ in comparison to its initial value in the $\ell^{2}$ norm. Due to the lack of shape-regularity of $\Gamma_{h}$ and $D_{h}$, the matrix systems are ill conditioned and so we used a Jacobi preconditioner in order to speed up the convergence of our iterative solver.

In practice, we will take $U_{h}$ to be a subset of a cube-shaped domain. The triangulation $\mathscr{T}_{h}$ will be computed by adaptively refining only those elements which intersect the computational domain, either $\Gamma_{h}$ or $D_{h}$; see Figure 4.4.1 for an example.


Figure 4.4.1: The above plot shows an example of this construction. The grey elements represent part of the underlying triangulation and the blue surface is $\Gamma_{h}$.

### 4.4.2 Numerical results

For each of our new methods, we present numerical simulations that demonstrate the convergence of each. The experimental order of convergence is calculated via formula (A.7.1). We also compare the results of our sharp interface method against the method of Olshanskii et al. (2009) for one of the examples. As well as the error in various norms, we include the number of degrees of freedom (dofs) of the linear system (the dimension of $V_{h}$ ), the number of elements in $\mathscr{T}_{h}^{I}$ or $\mathscr{T}_{h}^{B}$ and the number of conjugate gradient iterations required to solve the system.

## Example one: sphere

The first example is on a sphere. We start with $\Phi(x, y, z)=\sqrt{x^{2}+y^{2}+z^{2}}-1$. We take the right-hand side so that the exact solution is given by $u(x, y, z)=$ $\cos (2 \pi x) \cos (2 \pi y) \cos (2 \pi z)$.

## Example two: torus

The second example is on a torus. We start with $\Phi(x, y, z)=\left(\sqrt{x^{2}+y^{2}}-R\right)^{2}+$ $z^{2}-r^{2}$ with $R=1.0, r=0.6$.

We parameterise the torus by
$x=(R-r \cos \theta) \cos \varphi, \quad y=(R-r \cos \theta) \cos \varphi, \quad z=r \sin \theta, \quad$ for $\theta, \varphi \in(-\pi, \pi)$, and take $f$ so that the exact solution is

$$
u(\theta, \varphi)=\cos (3 \varphi) \sin (3 \theta+\varphi)
$$

## Example three: from Dziuk (1988)

The third example is taken from Dziuk (1988). We start with $\Phi(x, y, z)=(x-$ $\left.z^{2}\right)^{2}+y^{2}+z^{2}-1$. We remark that this is not a distance function, however this method only requires the zero level-set of the level-set function, so no adjustments are required. We take the right hand side so that the exact solution is given by $u(x, y, z)=x y$.

## Discussion

For the sharp interface method, the results of Examples one, two and three are shown in Tables 4.1, 4.2 and 4.4. A plot of the solution is shown on two different meshes above the table of errors. In all three examples, we see the order of convergence expected from the analysis and the error is of a similar magnitude as for the surface finite element method for the same number of degrees of freedom (Section A.7.2). Furthermore, we see that the number of conjugate gradient solver iterations approximately doubles between mesh refinements: This is again similar to the results for the surface finite element method.

For the second example, we compare the results of the sharp interface method (Table 4.2) with the method from Olshanskii et al. (2009) (Table 4.3). These two methods produce similar results. The error in the $L^{2}$ norm produced by the method of Olshanskii et al. (2009) is slightly smaller than in method one, although it takes slightly more conjugate gradient iterations to solve the system of linear equations. The main difference comes from the fact that method one uses full gradients, so the error estimate from Theorem 4.3.2 provides control of the normal derivative of the solution away from the surface. In fact, the method of Olshanskii et al. (2009) does not converge to the true solution in the norm $\left\|\nabla\left(u^{e}-u_{h}\right)\right\|_{L^{2}\left(\Gamma_{h}\right)}$; see Figure 4.3 a for an example.

For the narrow band method, the results of Examples one and two are shown in Tables 4.5 and 4.6. A plot of the solution on two different meshes is shown in Figure 4.4.2. In both examples, we see faster convergence than shown in the analysis.


| $h$ | $\left\\|u^{e}-u_{h}\right\\|_{L^{2}\left(\Gamma_{h}\right)}$ | eoc | $\left\\|\nabla\left(u^{e}-u_{h}\right)\right\\|_{L^{2}\left(\Gamma_{h}\right)}$ | eoc |
| :---: | :---: | :---: | :---: | :---: |
| $\sqrt{3}$ | $4.04068 \cdot 10^{+1}$ | - | $1.52194 \cdot 10^{+1}$ | - |
| $2^{-1} \sqrt{3}$ | $1.01375 \cdot 10^{+1}$ | 1.99490 | 9.47772 | 0.68330 |
| $2^{-2} \sqrt{3}$ | $3.76636 \cdot 10^{-1}$ | 4.75039 | 5.86936 | 0.69134 |
| $2^{-3} \sqrt{3}$ | $1.90326 \cdot 10^{-1}$ | 0.98470 | 4.31727 | 0.44308 |
| $2^{-4} \sqrt{3}$ | $5.21416 \cdot 10^{-2}$ | 1.86797 | 2.27205 | 0.92612 |
| $2^{-5} \sqrt{3}$ | $1.27837 \cdot 10^{-2}$ | 2.02813 | 1.12561 | 1.01329 |
| $2^{-6} \sqrt{3}$ | $3.26099 \cdot 10^{-3}$ | 1.97092 | $5.69978 \cdot 10^{-1}$ | 0.98173 |
| $2^{-7} \sqrt{3}$ | $8.07000 \cdot 10^{-4}$ | 2.01467 | $2.83520 \cdot 10^{-1}$ | 1.00746 |
| $2^{-8} \sqrt{3}$ | $2.02104 \cdot 10^{-4}$ | 1.99747 | $1.41880 \cdot 10^{-1}$ | 0.99878 |


| $h$ | dofs | elements | cg iterations |
| :---: | :---: | :---: | :---: |
| $\sqrt{3}$ | 15 | 24 | 4 |
| $2^{-1} \sqrt{3}$ | 118 | 288 | 22 |
| $2^{-2} \sqrt{3}$ | 406 | 1152 | 38 |
| $2^{-3} \sqrt{3}$ | 1846 | 5280 | 69 |
| $2^{-4} \sqrt{3}$ | 7606 | 21888 | 110 |
| $2^{-5} \sqrt{3}$ | 30406 | 87936 | 171 |
| $2^{-6} \sqrt{3}$ | 121894 | 352704 | 237 |
| $2^{-7} \sqrt{3}$ | 487318 | 1410960 | 438 |
| $2^{-8} \sqrt{3}$ | 1947570 | 5639424 | 804 |

Table 4.1: Result for the sharp interface method on a sphere.


| $h$ | $\left\\|u^{e}-u_{h}\right\\|_{L^{2}\left(\Gamma_{h}\right)}$ | eoc | $\left\\|\nabla\left(u^{e}-u_{h}\right)\right\\|_{L^{2}\left(\Gamma_{h}\right)}$ | eoc |
| :---: | :---: | :---: | :---: | :---: |
| $\sqrt{3}$ | 6.03053 | - | $1.45014 \cdot 10^{+1}$ | - |
| $2^{-1} \sqrt{3}$ | 1.67739 | 1.84607 | $1.13951 \cdot 10^{+1}$ | 0.34778 |
| $2^{-2} \sqrt{3}$ | $7.10825 \cdot 10^{-1}$ | 1.23865 | 7.95596 | 0.51831 |
| $2^{-3} \sqrt{3}$ | $1.90004 \cdot 10^{-1}$ | 1.90346 | 4.07793 | 0.96420 |
| $2^{-4} \sqrt{3}$ | $4.73865 \cdot 10^{-2}$ | 2.00348 | 2.04879 | 0.99306 |
| $2^{-5} \sqrt{3}$ | $1.19721 \cdot 10^{-2}$ | 1.98480 | 1.03454 | 0.98578 |
| $2^{-6} \sqrt{3}$ | $3.01376 \cdot 10^{-3}$ | 1.99004 | $5.17692 \cdot 10^{-1}$ | 0.99882 |
| $2^{-7} \sqrt{3}$ | $7.52514 \cdot 10^{-4}$ | 2.00177 | $2.58691 \cdot 10^{-1}$ | 1.00086 |


| $h$ | dofs | elements | cg iterations |
| :---: | :---: | :---: | :---: |
| $\sqrt{3}$ | 55 | 140 | 24 |
| $2^{-1} \sqrt{3}$ | 217 | 688 | 38 |
| $2^{-2} \sqrt{3}$ | 912 | 2608 | 69 |
| $2^{-3} \sqrt{3}$ | 3404 | 9984 | 128 |
| $2^{-4} \sqrt{3}$ | 14080 | 41008 | 240 |
| $2^{-5} \sqrt{3}$ | 56944 | 165616 | 359 |
| $2^{-6} \sqrt{3}$ | 226592 | 659056 | 641 |
| $2^{-7} \sqrt{3}$ | 903664 | 2626880 | 1249 |

Table 4.2: Result for the sharp interface on a torus.

(a) Plots of the solution to example two using method one (left) and the method of Olshanskii et al. (2009) (right). The solution has been clipped to show the cross section of the torus. The black line is the approximation of the surface $\Gamma_{h}$ and the triangulation shown in white. This demonstrates the reduced normal errors from using the full gradient.

| $h$ | $\left\\|u^{e}-u_{h}\right\\|_{L^{2}\left(\Gamma_{h}\right)}$ | eoc | $\left\\|\nabla_{\Gamma_{h}}\left(u^{e}-u_{h}\right)\right\\|_{L^{2}\left(\Gamma_{h}\right)}$ | eoc |
| :---: | :---: | :---: | :---: | :---: |
| $\sqrt{3}$ | 6.13634 | - | $1.34194 \cdot 10^{+1}$ | - |
| $2^{-1} \sqrt{3}$ | 1.61226 | 1.92829 | $1.06768 \cdot 10^{+1}$ | 0.32984 |
| $2^{-2} \sqrt{3}$ | $5.80174 \cdot 10^{-1}$ | 1.47453 | 6.93654 | 0.62219 |
| $2^{-3} \sqrt{3}$ | $1.34881 \cdot 10^{-1}$ | 2.10480 | 3.31260 | 1.06625 |
| $2^{-4} \sqrt{3}$ | $3.32886 \cdot 10^{-2}$ | 2.01859 | 1.65770 | 0.99878 |
| $2^{-5} \sqrt{3}$ | $8.41979 \cdot 10^{-3}$ | 1.98317 | $8.35673 \cdot 10^{-1}$ | 0.98817 |
| $2^{-6} \sqrt{3}$ | $2.09973 \cdot 10^{-3}$ | 2.00358 | $4.16491 \cdot 10^{-1}$ | 1.00465 |
| $2^{-7} \sqrt{3}$ | $5.22559 \cdot 10^{-4}$ | 2.00654 | $2.07738 \cdot 10^{-1}$ | 1.00352 |


| $h$ | dofs | elements | cg iterations |
| :---: | :---: | :---: | :---: |
| $\sqrt{3}$ | 55 | 140 | 28 |
| $2^{-1} \sqrt{3}$ | 217 | 688 | 44 |
| $2^{-2} \sqrt{3}$ | 912 | 2608 | 90 |
| $2^{-3} \sqrt{3}$ | 3404 | 9984 | 163 |
| $2^{-4} \sqrt{3}$ | 14080 | 41008 | 278 |
| $2^{-5} \sqrt{3}$ | 56944 | 165616 | 583 |
| $2^{-6} \sqrt{3}$ | 226592 | 659056 | 1077 |
| $2^{-7} \sqrt{3}$ | 903664 | 2626880 | 2080 |

(b) Result for the method of Olshanskii et al. (2009) on a torus.

Table 4.3: A comparison of results between the two sharp interface methods.


| $h$ | $\left\\|u^{e}-u_{h}\right\\|_{L^{2}\left(\Gamma_{h}\right)}$ | eoc | $\left\\|\nabla\left(u^{e}-u_{h}\right)\right\\|_{L^{2}\left(\Gamma_{h}\right)}$ | eoc |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\sqrt{3}$ | $5.15752 \cdot 10^{-1}$ | - | 1.54322 | - |  |  |  |  |  |  |  |
| $2^{-1} \sqrt{3}$ | $3.31237 \cdot 10^{-1}$ | 0.63881 | 1.15310 | 0.42043 |  |  |  |  |  |  |  |
| $2^{-2} \sqrt{3}$ | $9.97842 \cdot 10^{-2}$ | 1.73098 | $6.46853 \cdot 10^{-1}$ | 0.83401 |  |  |  |  |  |  |  |
| $2^{-3} \sqrt{3}$ | $2.57329 \cdot 10^{-2}$ | 1.95520 | $3.41718 \cdot 10^{-1}$ | 0.92063 |  |  |  |  |  |  |  |
| $2^{-4} \sqrt{3}$ | $6.59538 \cdot 10^{-3}$ | 1.96409 | $1.71480 \cdot 10^{-1}$ | 0.99477 |  |  |  |  |  |  |  |
| $2^{-5} \sqrt{3}$ | $1.64586 \cdot 10^{-3}$ | 2.00261 | $8.55564 \cdot 10^{-2}$ | 1.00309 |  |  |  |  |  |  |  |
| $2^{-6} \sqrt{3}$ | $4.10269 \cdot 10^{-4}$ | 2.00420 | $4.28811 \cdot 10^{-2}$ | 0.99653 |  |  |  |  |  |  |  |
| $2^{-7} \sqrt{3}$ | $1.02735 \cdot 10^{-4}$ | 1.99764 | $2.14321 \cdot 10^{-2}$ | 1.00057 |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
|  | $h$ | dofs | elements | cg iterations |  |  |  |  |  |  |  |

Table 4.4: Result for sharp interface method on Dziuk surface.


Figure 4.4.2: Plots of the solutions of method two the narrow band unfitted finite element method at various mesh sizes.

In fact the errors are similar to the sharp interface methods for each mesh size, although the latter requires slightly more degrees of freedom. Furthermore, we see the number of conjugate gradient solver iterations approximately doubles between mesh refinements. In comparison to the method of Deckelnick et al. (2010), we also have control over the normal derivative of the error away from the surface. This also affects the $L^{2}$ error in the narrow band where we see second-order convergence whereas the method of Deckelnick et al. (2010) exhibits only first-order convergence in the $L^{2}\left(D_{h}\right)$ norm.

### 4.5 A hybrid method for equations on evolving surfaces

We conclude this chapter with a note on the future direction of our work on of these methods. We will take our notation from Chapter 3. We wish to solve partial differential equations on evolving surfaces and take as our example an advection-
diffusion equation: Find $u: \mathcal{G}_{T} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\partial^{\bullet} u+u \nabla_{\Gamma} \cdot v-\Delta_{\Gamma} u=f \tag{4.5.1}
\end{equation*}
$$

In order to motivate our thoughts, we fix $t^{*} \in(0, T)$ and calculate for sufficiently smooth function $\varphi$, defined on a narrow band about $\Gamma\left(t^{*}\right)$,

$$
\begin{aligned}
& \left.\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Gamma(t)} u \varphi \mathrm{~d} \sigma\right|_{t=t^{*}}=\int_{\Gamma\left(t^{*}\right)} \partial^{\bullet}(u \varphi)+u \varphi \nabla_{\Gamma} \cdot v \mathrm{~d} \sigma \\
& \quad=\int_{\Gamma\left(t^{*}\right)} \varphi \partial^{\bullet} u+u v \cdot \varphi+u \varphi \nabla_{\Gamma} \cdot v \mathrm{~d} \sigma=\int_{\Gamma\left(t^{*}\right)} \varphi \Delta_{\Gamma} u+u v \cdot \nabla \varphi+\varphi f \mathrm{~d} \sigma
\end{aligned}
$$

Note that $\varphi$ does not depend on $t$. In conclusion, we obtain

$$
\begin{equation*}
\left.\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Gamma(t)} u \varphi \mathrm{~d} \sigma\right|_{t=t_{*}}+\int_{\Gamma\left(t^{*}\right)} \nabla_{\Gamma} u \cdot \nabla_{\Gamma} \varphi \mathrm{d} \sigma=\int_{\Gamma\left(t^{*}\right)} u v \cdot \nabla \varphi \mathrm{~d} \sigma+\int_{\Gamma\left(t^{*}\right)} f \varphi \mathrm{~d} \sigma \tag{4.5.2}
\end{equation*}
$$

The idea is to combine the sharp interface method for the lower order terms with the narrow band method for the diffusion terms using an implicit Euler time stepping method. One can show that for a sufficiently small time step, $\tau\|v\|_{L^{\infty}\left(\mathcal{G}_{T}\right)}<$ $h$, the previous sharp interface is contained within the new narrow band. This will imply that the method conserves mass.

One further difficulty to overcome is that the advection term can lead to spurious oscillations in the normal direction to the surface, since we have no diffusion in that direction. A possible remedy is to add streamline diffusion in the normal direction to the surface. In our case, numerical results suggest that this penalty term does not affect the accuracy of the method so may be taken arbitrarily large.

| $h$ | $\left(\frac{1}{2 h}\left\\|u^{e}-u_{h}\right\\|_{L^{2}\left(D_{h}\right)}^{2}\right)^{\frac{1}{2}}$ | $(\mathrm{eoc})$ | $\left(\frac{1}{2 h}\left\\|\nabla\left(u^{e}-u_{h}\right)\right\\|_{L^{2}\left(D_{h}\right)}^{2}\right)^{\frac{1}{2}}$ | $(\mathrm{eoc})$ |
| :---: | :---: | :---: | :---: | :---: |
| $\sqrt{3}$ | 4.78338 | - | $1.84002 \cdot 10^{+1}$ | - |
| $2^{-1} \sqrt{3}$ | 3.79113 | 0.33540 | $1.10972 \cdot 10^{+1}$ | 0.72953 |
| $2^{-2} \sqrt{3}$ | $6.00857 \cdot 10^{-1}$ | 2.65753 | 6.56763 | 0.75675 |
| $2^{-3} \sqrt{3}$ | $2.39769 \cdot 10^{-1}$ | 1.32538 | 4.70945 | 0.47981 |
| $2^{-4} \sqrt{3}$ | $6.91536 \cdot 10^{-2}$ | 1.79377 | 2.42830 | 0.95561 |
| $2^{-5} \sqrt{3}$ | $1.47734 \cdot 10^{-2}$ | 2.22680 | 1.22329 | 0.98918 |
| $2^{-6} \sqrt{3}$ | $3.73584 \cdot 10^{-3}$ | 1.98350 | $6.14259 \cdot 10^{-1}$ | 0.99385 |
| $2^{-7} \sqrt{3}$ | $9.70899 \cdot 10^{-4}$ | 1.94404 | $3.07116 \cdot 10^{-1}$ | 1.00006 |


| $h$ | $\left\\|u^{e}-u_{h}\right\\|_{L^{2}\left(\Gamma_{h}\right)}$ | $($ eoc $)$ | $\left\\|\nabla\left(u^{e}-u_{h}\right)\right\\|_{L^{2}\left(\Gamma_{h}\right)}$ | (eoc) |
| :---: | :---: | :---: | :---: | :---: |
| $\sqrt{3}$ | 2.57553 | - | $1.13034 \cdot 10^{+1}$ | - |
| $2^{-1} \sqrt{3}$ | 3.72889 | -0.53388 | $1.10432 \cdot 10^{+1}$ | 0.03360 |
| $2^{-2} \sqrt{3}$ | $4.73667 \cdot 10^{-1}$ | 2.97680 | 6.27874 | 0.81461 |
| $2^{-3} \sqrt{3}$ | $1.88299 \cdot 10^{-1}$ | 1.33085 | 4.72643 | 0.40972 |
| $2^{-4} \sqrt{3}$ | $5.33564 \cdot 10^{-2}$ | 1.81929 | 2.48230 | 0.92907 |
| $2^{-5} \sqrt{3}$ | $1.23057 \cdot 10^{-2}$ | 2.11633 | 1.20011 | 1.04851 |
| $2^{-6} \sqrt{3}$ | $3.54650 \cdot 10^{-3}$ | 1.79486 | $6.02231 \cdot 10^{-1}$ | 0.99478 |
| $2^{-7} \sqrt{3}$ | $9.48127 \cdot 10^{-4}$ | 1.90324 | $2.97786 \cdot 10^{-1}$ | 1.01604 |


| h | dofs | elements | cg iterations |
| :---: | :---: | :---: | :---: |
| $\sqrt{3}$ | 221 | 816 | 20 |
| $2^{-1} \sqrt{3}$ | 493 | 1968 | 26 |
| $2^{-2} \sqrt{3}$ | 1274 | 5712 | 45 |
| $2^{-3} \sqrt{3}$ | 4718 | 22464 | 46 |
| $2^{-4} \sqrt{3}$ | 18662 | 87936 | 134 |
| $2^{-5} \sqrt{3}$ | 73934 | 350784 | 254 |
| $2^{-6} \sqrt{3}$ | 298886 | 1411824 | 488 |
| $2^{-7} \sqrt{3}$ | 1194280 | 5649024 | 869 |

Table 4.5: Result for the narrow band method on a sphere.

| $h$ | $\left(\frac{1}{2 h}\left\\|u^{e}-u_{h}\right\\|_{L^{2}\left(D_{h}\right)}^{2}\right)^{\frac{1}{2}}$ | $(\mathrm{eoc})$ | $\left(\frac{1}{2 h}\left\\|\nabla\left(u^{e}-u_{h}\right)\right\\|_{L^{2}\left(D_{h}\right)}^{2}\right)^{\frac{1}{2}}$ | $(\mathrm{eoc})$ |
| :---: | :---: | :---: | :---: | :---: |
| $\sqrt{3}$ | 7.40091 | - | $1.87130 \cdot 10^{+1}$ | - |
| $2^{-1} \sqrt{3}$ | 2.68743 | 1.46148 | $1.14673 \cdot 10^{+1}$ | 0.70652 |
| $2^{-2} \sqrt{3}$ | 1.19776 | 1.16589 | 8.91224 | 0.36367 |
| $2^{-3} \sqrt{3}$ | $4.06532 \cdot 10^{-1}$ | 1.55890 | 5.17295 | 0.78480 |
| $2^{-4} \sqrt{3}$ | $9.66548 \cdot 10^{-2}$ | 2.07246 | 2.60175 | 0.99150 |
| $2^{-5} \sqrt{3}$ | $2.22761 \cdot 10^{-2}$ | 2.11734 | 1.30693 | 0.99330 |
| $2^{-6} \sqrt{3}$ | $5.35416 \cdot 10^{-3}$ | 2.05676 | $6.54438 \cdot 10^{-1}$ | 0.99785 |


| $h$ | $\left\\|u^{e}-u_{h}\right\\|_{L^{2}\left(\Gamma_{h}\right)}$ | $(\mathrm{eoc})$ | $\left\\|\nabla\left(u^{e}-u_{h}\right)\right\\|_{L^{2}\left(\Gamma_{h}\right)}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $\sqrt{3}$ | 2.49823 | - | $1.61819 \cdot 10^{+1}$ |  |
| $2^{-1} \sqrt{3}$ | 1.62953 | 0.61645 | $1.27498 \cdot 10^{+1}$ |  |
| $2^{-2} \sqrt{3}$ | $7.13768 \cdot 10^{-1}$ | 1.19093 | 9.34296 |  |
| $2^{-3} \sqrt{3}$ | $2.35902 \cdot 10^{-1}$ | 1.59727 | 4.98524 |  |
| $2^{-4} \sqrt{3}$ | $7.26544 \cdot 10^{-2}$ | 1.69907 | 2.37468 |  |
| $2^{-5} \sqrt{3}$ | $1.99335 \cdot 10^{-2}$ | 1.86586 | 1.12826 |  |
| $2^{-6} \sqrt{3}$ | $5.14142 \cdot 10^{-3}$ | 1.95496 | $5.49913 \cdot 10^{-1}$ |  |
|  |  |  |  |  |
|  | h | dofs | elements |  |
|  | cg iterations |  |  |  |
|  | $2^{-1} \sqrt{3}$ | 273 | 1012 |  |
|  | $2^{-2} \sqrt{3}$ | 2165 | 2736 |  |

Table 4.6: Result for the narrow band method on a torus.

## Appendix A

## The surface finite element method

## A. 1 Introduction

In this appendix, we recall results for the surface finite element method. We will analyse the method for solving a Poisson equation on an arbitrary surface. We start by describing in detail the assumptions on the surface and how we make sense of the Poisson equation via a weak formulation. We then describe the surface finite element method and go on to show optimal order error estimates. We conclude this chapter with some numerical examples and some discussion of how to implement this method.

We will consider the surface Poisson equation, which is also known as the Laplace-Beltrami equation. We seek solutions $u: \Gamma \rightarrow \mathbb{R}$ of

$$
\begin{equation*}
-\Delta_{\Gamma} u+c u=f \quad \text { on } \Gamma . \tag{A.1.1}
\end{equation*}
$$

We will assume that $f \in L^{2}(\Gamma)$ is given and the constant $c>0$ or $c=0$ and $\int_{\Gamma} f \mathrm{~d} \sigma=0$.

We will look to approximate this problem using the surface finite element method. Most of the work of this chapter is taken from the work of Dziuk (1988). Further explanation of some of the results are given in Dziuk and Elliott (2013b). We take our notation from Deckelnick et al. (2005) and Dziuk and Elliott (2013b).

## A. 2 Surface notation

We will assume that $\Gamma$ is a $C^{3}$ compact, connected, orientable, $n$-dimensional hypersurface, embedded in $\mathbb{R}^{n+1}$ for $n=1,2$, or 3 .
Definition A.2.1 (Hypersurface). Let $k \in \mathbb{N}$. A subset $\Gamma \subset \mathbb{R}^{n+1}$ is called a $C^{k}$ hypersurface, if for each point $x_{0} \in \Gamma$ there exists an open set $U \subset \mathbb{R}^{n+1}$ containing $x_{0}$ and a function $\phi \in C^{k}(U)$ such that

$$
U \cap \Gamma=\{x \in U: \phi(x)=0\} \quad \text { and } \quad \nabla \phi \neq 0 \quad \text { for all } x \in U \cap \Gamma .
$$

We will assume that $\Gamma$ is the boundary of a connected domain $\Omega$, so it can be described as the zero level set of an oriented distance function $d$ given by

$$
d(x):= \begin{cases}-\min \{|x-y|: y \in \Gamma\} & \text { for } x \in \Omega  \tag{A.2.1}\\ 0 & \text { for } x \in \Gamma \\ \min \{|x-y|: y \in \Gamma\} & \text { otherwise. }\end{cases}
$$

This assumption implies $\Gamma$ has no boundary. We will use this assumption throughout this thesis but it is not a restriction on the methods developed.

This allows us to define the unit normal to $\Gamma$ by $\nu:=\nabla d$ (by assumption, $|\nabla d|=1$ in a neighbourhood of $\Gamma$ ), the extended Weingarten map, or shape operator, by $\mathcal{H}:=\nabla_{\Gamma} \nu$. We define the mean curvature of $\Gamma$ by $H:=$ trace $\mathcal{H}$. This is equivalent to

$$
H(x)=\nabla_{\Gamma} \cdot \nu(x)=\Delta d(x) \quad \text { for } x \in \Gamma .
$$

Note that this definition varies from the standard definition of mean curvature by a factor $n$. As an example, we consider a sphere of radius $R$ centred at $x_{0}: \Gamma=$ $\left\{x \in \mathbb{R}^{n+1}:\left|x-x_{0}\right|=R\right\}$ and the choice $d(x)=\left|x-x_{0}\right|-R$. The normal $\nu=\nabla d=\left(x-x_{0}\right) / R$ is outward pointing and the mean curvature is given by $H=n / R$.

In order to explore the properties of $d$, we define a narrow band $U$ about $\Gamma$ by $U=\left\{x \in \mathbb{R}^{n+1}:|d(x)|<\delta_{\Gamma}\right\}$, where $\delta_{\Gamma}$ is constructed through the following procedure. Let $r$ by the maximal ratio of geodesic distance to Euclidean distance for any two points on $\Gamma$ :

$$
r:=\sup _{x, y \in \Gamma, x \neq y} \frac{L_{\Gamma}(x, y)}{|x-y|}
$$

where $L_{\Gamma}$ is the geodesic distance

$$
L_{\Gamma}(x, y):=\inf \left\{\int_{0}^{1}\left|\gamma^{\prime}(t)\right| \mathrm{d} t: \gamma \in W^{1,1}([0,1] ; \Gamma), \gamma(0)=x, \gamma(1)=y\right\} .
$$

Since $\Gamma$ is a $C^{2}$ hypersurface, we can define $M:=\max _{y \in \Gamma}|\nabla \nu(y)|$. Notice that $r \geq 1$ and $M \geq 0$. We choose $\delta_{\Gamma}>0$ so that $\delta_{\Gamma} r M<1$.

Lemma A.2.2. The distance function $d$ is in $C^{2}(U)$. For every $x \in U$, there exists a unique point $p(x) \in \Gamma$ such that

$$
\begin{equation*}
x=p(x)+d(x) \nu(p(x)) \quad \text { for } x \in U . \tag{A.2.2}
\end{equation*}
$$

Furthermore, we have

$$
\begin{equation*}
\nabla d(x)=\nu(p(x)), \quad \text { in particular }|\nabla d(x)|=1 \quad \text { for } x \in U . \tag{A.2.3}
\end{equation*}
$$

Proof. The proof is taken from Gilbarg and Trudinger (2001, Lemma 14.16).
We consider the mapping $\Phi: \Gamma \times\left(-\delta_{\Gamma}, \delta_{\Gamma}\right) \rightarrow U$ given by

$$
\Phi(p, d):=p+d \nu(p) .
$$

We claim $\Phi$ is a bijection onto $U$. We first show that $\Phi$ is onto. Let $x \in U$; since $\Gamma$ is compact there exists a point $p \in \Gamma$ with $|x-p|=\min _{y \in \Gamma}|x-y|$. Clearly, $x-p$ is perpendicular to the tangent space of $\Gamma$ at $p$, so $x-p=d \nu(p)$, with

$$
d=|x-p|=\min _{y \in \Gamma}|x-y|=|d(x)|<\delta_{\Gamma},
$$

hence, $x=\Phi(p, d)$. Next to show that $\Phi$ is injective, suppose that

$$
p_{1}+d_{1} \nu\left(p_{1}\right)=p_{2}+d_{2} \nu\left(p_{2}\right)=x,
$$

with $\left(p_{j}, d_{j}\right) \in \Gamma \times\left(-\delta_{\Gamma}, \delta_{\Gamma}\right)$. Then,

$$
d(x)=d\left(p_{j}+d_{j} \nu\left(p_{j}\right)\right)=d_{j} \quad \text { for } j=1,2,
$$

so $d_{1}=d_{2}=d(x)$. Next, fix $\varepsilon>0$ such that $\delta_{\Gamma} r M(1+\varepsilon)<1$ and choose a curve $\gamma \in W^{1,1}([0,1] ; \Gamma)$ with

$$
\gamma(0)=p_{1}, \gamma(1)=p_{2} \text { and } \int_{0}^{1}\left|\gamma^{\prime}(t)\right| \mathrm{d} t \leq(1+\varepsilon) L_{\Gamma}\left(p_{1}, p_{2}\right) .
$$

Then, we have

$$
\begin{aligned}
\left|p_{1}-p_{2}\right| & =|d(x)|\left|\nu\left(p_{1}\right)-\nu\left(p_{2}\right)\right| \\
& =|d(x)|\left|\int_{0}^{1} \nabla \nu(\gamma(t)) \gamma^{\prime}(t) \mathrm{d} t\right| \\
& \leq \delta_{\Gamma} \int_{0}^{1}|\nabla \nu(\gamma(t))|\left|\gamma^{\prime}(t)\right| \mathrm{d} t \\
& \leq \delta_{\Gamma} M \int_{0}^{1}\left|\gamma^{\prime}(t)\right| \mathrm{d} t \\
& \leq \delta_{\Gamma} M(1+\varepsilon) L_{\Gamma}\left(p_{1}, p_{2}\right) \\
& \leq \delta_{\Gamma} r M(1+\varepsilon)\left|p_{1}-p_{2}\right| .
\end{aligned}
$$

From which, we infer $p_{1}=p_{2}$. Hence $\Phi$ is a bijection and so, for every $x \in U$, there exists a unique $p=p(x) \in \Gamma$ satisfying (A.2.2).

Furthermore, choosing local coordinates for $\Gamma$ and applying the Inverse Function Theorem to $\Phi$ implies that $p, d \in C^{1}(U)$. Next, fix $x \in U$. For small $\varepsilon>0$ we also have $x+\varepsilon \nu(p(x)) \in U$ and

$$
x+\varepsilon \nu(p(x))=p(x)+(d(x)+\varepsilon) \nu(p(x)) .
$$

Since $\Phi$ is one-to-one, considering $d$ evaluated at each side, we infer that $d(x+$ $\varepsilon \nu(p(x)))=d(x)+\varepsilon$. Rearranging, we obtain:

$$
\frac{d(x+\varepsilon \nu(p(x)))-d(x)}{\varepsilon}=1,
$$

so that the limit $\varepsilon \rightarrow 0$ yields

$$
1=\nabla d(x) \cdot \nu(p(x)) \leq|\nabla d(x)||\nu(p(x))| \leq 1
$$

because $d$ is Lipschitz with constant 1. Hence, (A.2.3) holds. Since $\nu$ is differentiable in a neighbourhood of $\Gamma$ and $p \in C^{1}(U)$, this relation implies in addition that $d \in C^{2}(U)$.

Remark A.2.3. - The width of the band $\delta_{\Gamma}$ only depends locally on the curvature of $\Gamma$.

- The first equation (A.2.2) defines an operator $p: U \rightarrow \mathbb{R}$ which we will call either the closest point operator or normal projection operator.
- The second equation (A.2.3) allows us to extend $\nu$ by

$$
\nu(x):=\nabla d(x)=\nu(p(x)) \quad \text { for all } x \in U .
$$

Given a function $\eta: \Gamma \rightarrow \mathbb{R}$, we define its tangential gradient by

$$
\begin{equation*}
\nabla_{\Gamma} \eta:=\nabla \widetilde{\eta}-(\nabla \widetilde{\eta} \cdot \nu) \nu, \tag{A.2.4}
\end{equation*}
$$

where $\nabla \widetilde{\eta}$ is the gradient of an arbitrary smooth extension of $\eta$ to $U$ with respect to the ambient coordinates in $\mathbb{R}^{n+1}$. It can be shown that this definition is independent of the extension $\widetilde{\eta}$ since it only depends on values of $\eta$ on the surface.

Lemma A.2.4. The tangential gradient $\nabla_{\Gamma} \eta$ only depends on the values of $\eta$ on $\Gamma$.
Proof. It is enough to show that if $\eta=0$ on $\Gamma$ then $\nabla_{\Gamma} \eta=0$. Fix $x \in \Gamma$ and choose a path $\gamma:(-\varepsilon, \varepsilon) \rightarrow \Gamma$ such that $\gamma(0)=x$ and $\gamma^{\prime}(0)=\nabla_{\Gamma} \eta(x)$. Since $\eta(\gamma(s))=0$ for $s \in(-\varepsilon, \varepsilon)$, we have

$$
\begin{aligned}
0 & =\left.\frac{\mathrm{d}}{\mathrm{~d} s} \eta(\gamma(s))\right|_{s=0}=\nabla \eta(x) \cdot \gamma^{\prime}(0) \\
& =\left(\nabla_{\Gamma} \eta(x)+\nabla \eta(x) \cdot \nu(x) \nu(x)\right) \cdot \nabla_{\Gamma} \eta(x)=\left|\nabla_{\Gamma} \eta(x)\right|^{2} .
\end{aligned}
$$

The tangential gradient is a vector-valued function and we will denote its $n+1$ components by

$$
\begin{equation*}
\nabla_{\Gamma} \eta=\left(\underline{D}_{1} \eta, \ldots, \underline{D}_{n+1} \eta\right) \in \mathbb{R}^{n+1} . \tag{A.2.5}
\end{equation*}
$$

Hence, the surface divergence of a vector field $v: \Gamma \rightarrow \mathbb{R}^{n+1}$ is

$$
\begin{equation*}
\nabla_{\Gamma} \cdot v:=\sum_{j=1}^{n+1} \underline{D}_{j} v_{j} . \tag{A.2.6}
\end{equation*}
$$

This gives a natural definition of the Laplace-Beltrami operator (the surface Laplacian) as

$$
\begin{equation*}
\Delta_{\Gamma} \eta:=\nabla_{\Gamma} \cdot \nabla_{\Gamma} \eta=\sum_{j=1}^{n+1} \underline{D}_{j} \underline{D}_{j} \eta . \tag{A.2.7}
\end{equation*}
$$

We will write integration on $\Gamma$ with respect to the surface measure $\mathrm{d} \sigma$. The integration by parts formula (Dziuk and Elliott 2013b, Theorem 2.10) is given by

$$
\begin{equation*}
\int_{\Gamma} \underline{D}_{j} \eta \mathrm{~d} \sigma=-\int_{\Gamma} H \nu_{i} \eta \mathrm{~d} \sigma . \tag{A.2.8}
\end{equation*}
$$

Combined with a product rule this gives a Green's formula on surfaces (Dziuk and Elliott 2013b, Theorem 2.14)

$$
\begin{equation*}
\int_{\Gamma}-\Delta_{\Gamma} \eta \varphi \mathrm{d} \sigma=\int_{\Gamma} \nabla_{\Gamma} \eta \cdot \nabla_{\Gamma} \varphi \mathrm{d} \sigma \tag{A.2.9}
\end{equation*}
$$

For more facts on surface derivatives and integrals see Gilbarg and Trudinger (2001, Chapters 14 and 16) and Dziuk and Elliott (2013b).

We will consider the solution of partial differential equations on surfaces in a weak sense. This involves the use of weak derivatives and surface Sobolev spaces (Wloka 1987; Hebey 2000). We say $\eta: \Gamma \rightarrow \mathbb{R}, \eta \in L_{\text {loc }}^{1}(\Gamma)$ is weakly differentiable if there exists $\xi \in\left(L_{\mathrm{loc}}^{1}(\Gamma)\right)^{n+1}$ such that

$$
\int_{\Gamma} \eta \underline{D}_{j} \varphi \mathrm{~d} \sigma=-\int_{\Gamma} \xi_{j} \varphi \mathrm{~d} \sigma \quad \text { for } j=1, \ldots, n+1, \text { and for all } \varphi \in C^{1}(\Gamma)
$$

In such a case we say that $\underline{D}_{j} \eta=\xi$ weakly. We define $W^{s, p}(\Gamma)$ as follows:

$$
W^{s, p}(\Gamma)=\left\{\eta \in L^{p}(\Gamma): \underline{D}^{\alpha} \eta \in L^{p}(\Gamma) \text { for all }|\alpha| \leq s\right\}
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n+1}\right)$ is a multi-index and the tangential derivatives $\underline{D}^{\alpha}=$ $\underline{D}_{1}^{\alpha_{1}} \ldots \underline{D}_{n+1}^{\alpha_{n+1}}$ are to be considered in the weak sense. This definition requires $\Gamma$ to be $C^{l, \kappa}$ with $l+\kappa \geq 1$ and $s \leq l+\kappa$ if $l+\kappa \in \mathbb{N}, s<l+\kappa$ if $l+\kappa \notin \mathbb{N}$. We equip this space with the norm

$$
\|\eta\|_{W^{s, p}(\Gamma)}:=\left(\int_{\Gamma} \sum_{|\alpha| \leq s}\left|\underline{D}^{\alpha} \eta\right|^{p} \mathrm{~d} \sigma\right)^{\frac{1}{p}}
$$

for $1 \leq p<\infty$ with the obvious extension if $p=\infty$. We will write $H^{s}(\Gamma)=W^{s, 2}(\Gamma)$ with inner product

$$
(\eta, \varphi)_{H^{s}(\Gamma)}:=\int_{\Gamma} \sum_{|\alpha| \leq s} \underline{D}^{\alpha} \eta \underline{D}^{\alpha} \varphi \mathrm{d} \sigma
$$

It is clear that $W^{s, p}(\Gamma)$ is a Banach space and $H^{s}(\Gamma)$ is a Hilbert space.
The above theory allows us to define a weak formulation of (A.1.1): Find $u \in H^{1}(\Gamma)$ such that

$$
\begin{equation*}
\int_{\Gamma} \nabla_{\Gamma} u \cdot \nabla_{\Gamma} \varphi+c u \varphi \mathrm{~d} \sigma=\int_{\Gamma} f \varphi \mathrm{~d} \sigma, \quad\left(\int_{\Gamma} u \mathrm{~d} \sigma=0, \text { if } c=0\right) . \tag{A.2.10}
\end{equation*}
$$

Using standard techniques, one may show the following well-posedness result:

Theorem A.2.5. There exists a unique solution $u \in H^{1}(\Gamma)$ to (A.2.10). Moreover, if $\Gamma$ is $C^{3}$, then $u \in H^{2}(\Gamma)$ with the bound

$$
\begin{equation*}
\|u\|_{H^{2}(\Gamma)} \leq c\|f\|_{L^{2}(\Gamma)} . \tag{A.2.11}
\end{equation*}
$$

Proof. Existence and uniqueness follow from standard Lax-Milgram techniques (Evans 1998). The regularity result is shown in Aubin (1982, Theorem 4.7) for the case of smooth surfaces, which can be generalised to a result on $C^{3}$ surfaces.

Throughout this thesis, we will use abstract notation to describe the weak formulations of partial differential equations. This allows us to write any analysis in a clean and consistent manner, reducing long equations into simple results from functional analysis. To this end, we introduce a bilinear form $a: H^{1}(\Gamma) \times H^{1}(\Gamma) \rightarrow \mathbb{R}$ and a linear form $l: H^{1}(\Gamma) \rightarrow \mathbb{R}$ by

$$
\begin{align*}
a(w, \varphi) & :=\int_{\Gamma} \nabla_{\Gamma} w \cdot \nabla_{\Gamma} \varphi \mathrm{d} \sigma  \tag{A.2.12}\\
l(\varphi) & :=\int_{\Gamma} f \varphi \mathrm{~d} \sigma \tag{A.2.13}
\end{align*}
$$

With this notation, (A.2.10) becomes: Find $u \in H^{1}(\Gamma)$ such that

$$
a(u, \varphi)=l(\varphi) \quad \text { for all } \varphi \in H^{1}(\Gamma), \quad\left(\int_{\Gamma} u \mathrm{~d} \sigma=0, \text { if } c=0\right)
$$

## A. 3 Finite element scheme

In this section, we will set out the surface finite element method as described in Dziuk (1988). To keep the presentation clear, we will avoid discussions of more complex variants listed in the introduction chapter.

## A.3.1 Triangulated surfaces

The first stage of the method is to construct a polyhedral approximation $\Gamma_{h}$ of $\Gamma$. We restrict the nodes $\left\{X_{j}\right\}_{j=1}^{N}$ of $\Gamma_{h}$ to lie on $\Gamma$. In practice, there are two steps to construct such a triangulation. First a coarse, or macro, triangulation is defined, often constructed by hand. This will have a few, large elements but be sufficiently fine so as to capture essential aspects of the geometry. In particular, $\Gamma_{h}$ must lie in $U$. Then this triangulation is refined using some strategy (for example, bisectional refinement) to make finer triangles. To ensure that this refined triangulation still satisfies our assumptions above, all new nodes are projected onto the surface using
the closest point operator (A.2.2). See Figure A.3.1 for an example using regular refinement and Figure A.3.2 for the results of a local refinement rule.

We take a triangulation $\mathscr{T}_{h}$ of $\Gamma_{h}$ consisting of closed simplices, either line segments $(n=1)$, triangles $(n=2)$ or tetrahedra $(n=3)$. We define $h$ to be the maximum diameter of elements in $\mathscr{T}_{h}$ :

$$
\begin{equation*}
h:=\max \left\{\operatorname{diam}(E): E \in \mathscr{T}_{h}\right\} . \tag{A.3.1}
\end{equation*}
$$

We will assume that $\mathscr{T}_{h}$ is a quasi-uniform triangulation:
Definition A.3.1 (Quasi-uniform triangulation). Let $\left\{\Gamma_{h}\right\}$ be a family of polyhedral approximations of $\Gamma$ indexed by $h>0$, each with triangulation $\mathscr{T}_{h}$. The family $\left\{\mathscr{T}_{h}\right\}$ is said to be quasi-uniform if there exists $\rho>0$ such that

$$
\min \left\{\operatorname{diam} B_{E}: E \in \mathscr{T}_{h}\right\} \geq \rho h \operatorname{diam} \Gamma
$$

for all $h$, where $B_{E}$ is the largest ball contained in $E$.
We say a triangulation $\mathscr{T}_{h}$ of $\Gamma_{h}$ is quasi-uniform if it is part of a quasiuniform family of triangulations $\left\{\mathscr{T}_{h}\right\}$ of a family of triangulated surfaces $\left\{\Gamma_{h}\right\}$.

The fact the nodes of $\Gamma_{h}$ lie on $\Gamma$ and the regularity of $\mathscr{T}_{h}$ ensure that $\Gamma_{h}$ can be considered as an interpolant of $\Gamma$ and we may use a Bramble-Hilbert Lemma (Brenner and Scott 2002) to estimate any geometric errors.

The interpolated surface $\Gamma_{h}$ is Lipschitz, so we can define $H^{1}\left(\Gamma_{h}\right)$ with integration on $\Gamma_{h}$ with respect to a discrete surface measure $\mathrm{d} \sigma_{h}$. We define the gradient of a function $\eta_{h}: \Gamma_{h} \rightarrow \mathbb{R}$ element-wise by

$$
\begin{equation*}
\left.\nabla_{\Gamma_{h}} \eta_{h}\right|_{E}:=\nabla \widetilde{\eta}_{h}-\left(\nabla \widetilde{\eta}_{h} \cdot \nu_{h}\right) \nu_{h}, \tag{A.3.2}
\end{equation*}
$$

for each $E \in \mathscr{T}_{h}$ with outward pointing normal $\nu_{h}$. Here, $\widetilde{\eta}_{h}$ is some arbitrary extension of $\eta_{h}$ away from $\Gamma_{h}$. As with the continuous case, we will write $\nabla_{\Gamma_{h}} \eta_{h}=$ $P_{h} \nabla \eta_{h}$, with $P_{h}(x):=\mathrm{Id}-\nu_{h}(x) \otimes \nu_{h}(x)$, for $x \in \Gamma_{h}$.

Given a triangulation $\mathscr{T}_{h}$ of the discrete surface $\Gamma_{h}$, we next define our surface finite element space which we denote $S_{h}$. We take a continuous piecewise linear finite element space on $\Gamma_{h}$. Precisely, this is

$$
\begin{equation*}
S_{h}:=\left\{\phi_{h} \in C\left(\Gamma_{h}\right):\left.\phi_{h}\right|_{E} \in P_{1}(E), \text { for all } E \in \mathscr{T}_{h}\right\} \tag{A.3.3}
\end{equation*}
$$

where $P_{1}(\omega)$ denotes the space of affine functions on $\omega$.


Figure A.3.1: The above figures show examples of a sphere going through successive global refinements. Between each triangulation each triangle is split in two using a bisectional refinement and any new nodes are projected to the surface. See Schmidt et al. (2005) for details.

(a) no local refinements (macro triangulation plus 4 global refinements)

(c) 2 local refinements

(e) 4 local refinements

(g) 6 local refinements

(b) 1 local refinement

(d) 3 local refinements

(f) 5 local refinements

(h) 7 local refinements

Figure A.3.2: The above figures show examples of a sphere going through successive local refinements. Between triangulations one element is marked for refinement then a conforming bisectional refinement algorithm is used refining some neighbouring elements of the marked triangle to ensure the resulting triangulation is still conforming. Again, see Schmidt et al. (2005) for details.

## A.3.2 Discrete equations

The finite element method is defined by the problem: Find $U_{h} \in S_{h}$ such that

$$
\begin{align*}
& \int_{\Gamma_{h}} \nabla_{\Gamma_{h}} U_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h}+c U_{h} \phi_{h} \mathrm{~d} \sigma_{h}=\int_{\Gamma_{h}} \tilde{f} \phi_{h} \mathrm{~d} \sigma_{h} \quad \text { for all } \phi_{h} \in S_{h}, \\
&\left(\int_{\Gamma_{h}} U_{h} \mathrm{~d} \sigma_{h}=0 \text { if } c=0\right) . \tag{A.3.4}
\end{align*}
$$

Here $\tilde{f} \in L^{2}\left(\Gamma_{h}\right)$ is some approximation of $f$ which we assume satisfies:

$$
\begin{equation*}
\|\widetilde{f}\|_{L^{2}\left(\Gamma_{h}\right)} \leq c\|f\|_{L^{2}(\Gamma)} \quad\left(\text { and } \int_{\Gamma_{h}} \tilde{f} \mathrm{~d} \sigma_{h}=0 \text { if } c=0\right) . \tag{A.3.5}
\end{equation*}
$$

Theorem A.3.2 (Well-posedness). There exists a unique solution $U_{h}$ to the finite element method (A.3.4) that satisfies the bound

$$
\begin{equation*}
\left\|U_{h}\right\|_{H^{1}\left(\Gamma_{h}\right)} \leq c\|f\|_{L^{2}(\Gamma)} . \tag{A.3.6}
\end{equation*}
$$

Proof. The proof follows a very similar route to Theorem A.2.5. We use the usual Lax-Milgram techniques to show existence and uniqueness of a solution using a Poincaré inequality to ensure the bilinear form is coercive in the case $c=0$. The bound follows by testing (A.3.4) and using the assumption (A.3.5).

We will also define the abstract bilinear forms, $a_{h}: S_{h} \times S_{h} \rightarrow \mathbb{R}$ and $l_{h}: S_{h} \rightarrow$ $\mathbb{R}$, to describe (A.3.4) as discrete counterparts to (A.2.12, A.2.13) by

$$
\begin{align*}
a_{h}\left(W_{h}, \phi_{h}\right) & :=\int_{\Gamma_{h}} \nabla_{\Gamma_{h}} W_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h}+c W_{h} \phi_{h} \mathrm{~d} \sigma_{h}  \tag{A.3.7}\\
l_{h}\left(\phi_{h}\right) & :=\int_{\Gamma_{h}} \widetilde{f} \phi_{h} \mathrm{~d} \sigma_{h} . \tag{A.3.8}
\end{align*}
$$

This lets us to rewrite (A.3.4) as: Find $U_{h} \in S_{h}$ such that

$$
a_{h}\left(U_{h}, \phi_{h}\right)=l_{\Gamma_{h}}\left(\phi_{h}\right) \quad \text { for all } \phi_{h} \in S_{h} .
$$

## A.3.3 Isoparametric finite elements

One may also use a higher-order approximation of the surface, equal to a higherorder to finite element space. This leads to so-called isoparametric finite element methods.

Under the assumption of higher regularity of $\Gamma$, we start by constructing an initial polyhedral approximation, as above, $\Gamma_{h}^{(1)}$, with triangulation $\mathscr{T}_{h}^{(1)}$. For each
element $E \in \mathscr{T}_{h}^{(1)},\left.p\right|_{E}$ maps to a unique "curved element" $e=p(E)$ on $\Gamma$. We denote by $p_{k}$ the Lagrangian interpolation of $p$ over $E$ of order $k$. We can consider a $k$ th order polynomial approximation of $e$ over $E$ using $p_{k}(E)=E^{(k)}$. We define the union of all such polynomially curved elements $\left\{E^{(k)}: E \in \mathscr{T}_{h}^{(1)}\right\}=: \mathscr{T}_{h}^{(k)}$ to be a triangulation of a $k$ th order approximation $\Gamma_{h}^{(k)}$ of $\Gamma$.

We define a $k$ th order finite element space $S_{h}^{(k)}$ by

$$
S_{h}^{(k)}:=\left\{\phi_{h} \in C\left(\Gamma_{h}\right):\left.\phi_{h}\right|_{E^{(k)}} \circ\left(p_{k}\right)^{-1} \in P_{k}(E) \text { for all } E^{(k)} \in \mathscr{T}_{h}^{(k)}\right\}
$$

where $P_{k}(\omega)$ is the space of piecewise polynomial functions of degree $k$ over $\omega$.
The finite element method is to solve (A.3.4) over $S_{h}^{(k)}$ : Find $U_{h}^{(k)} \in S_{h}^{(k)}$ such that

$$
\begin{align*}
\int_{\Gamma_{h}} \nabla_{\Gamma_{h}^{(k)}} U_{h}^{(k)} \cdot \nabla_{\Gamma_{h}} \phi_{h}+c U_{h}^{(k)} \phi_{h} \mathrm{~d} \sigma_{h}= & \int_{\Gamma_{h}^{(k)}} \tilde{f} \phi_{h} \mathrm{~d} \sigma_{h} \quad \text { for all } \phi_{h} \in S_{h}^{(k)}, \\
& \left(\int_{\Gamma_{h}^{(k)}} U_{h}^{(k)} \mathrm{d} \sigma_{h}=0 \text { if } c=0\right) \tag{A.3.9}
\end{align*}
$$

Similarly to the results in the rest of this chapter, this higher order approximation leads to the following error bound:

Theorem A.3.3 (Higher order error bound). Let $u \in H^{k+1}(\Gamma)$ be the solution of (A.1.1) and $U_{h}^{(k)} \in S_{h}^{(k)}$ be the solution of (A.3.9) with lift $u_{h}^{(k)}=\left(U_{h}^{(k)}\right)^{\ell}$. Then, we have the estimate

$$
\begin{equation*}
\left\|u-u_{h}^{(k)}\right\|_{L^{2}(\Gamma)}+h\left\|\nabla_{\Gamma}\left(u-u_{h}^{(k)}\right)\right\|_{L^{2}(\Gamma)} \leq c h^{k+1}\left(\|u\|_{H^{k+1}(\Gamma)}+\|f\|_{L^{2}(\Gamma)}\right) . \tag{A.3.10}
\end{equation*}
$$

The proof of this result can be found in Demlow (2009). We will not give the details here.

## A. 4 Abstract error analysis

In order to derive error estimates for the surface finite element method, we must estimate the errors from two effects. First, as with planar domains, we must estimate the error by restricting the test and solution spaces to finite-dimensional approximations of $H^{1}(\Gamma)$. This is often called the interpolation error since it is usually bounded using results from interpolation theory. Secondly, we have introduced a further error to the planar case; since $S_{h} \nsubseteq H^{1}(\Gamma)$. The second errors are called
variational crimes; see Brenner and Scott (2002, Chapter 8) or Strang and Fix (2008, Chapter 4) for a more general overview of variational crimes.

We treat this abstractly using two lemmas. Both results can be used for the finite element analysis of methods with variational crimes. The first is a generalisation of Céa's Lemma (often called the Strang Lemma) and the second is a slight variation on the classical Aubin-Nitsche trick. The extra terms in each represent the residual of the discrete solution in the continuous equations; in the case of Galerkin orthogonality these terms will evaluate to zero.

Let $V_{h} \subseteq V$ and let $a$ be a bilinear form and $l$ be a linear form on $V$. Further, let $a_{h}, l_{h}$ be bilinear and linear forms on $V_{h}$. We will assume that each pair satisfies the assumptions of the Lax-Milgram theorem. Suppose that $u \in V$ and $u_{h} \in V_{h}$ satisfy

$$
\begin{align*}
a(u, \varphi) & =l(\varphi) \quad \text { for all } \varphi \in V  \tag{A.4.1a}\\
a_{h}\left(u_{h}, \varphi_{h}\right) & =l_{h}\left(\varphi_{h}\right) \quad \text { for all } \varphi_{h} \in V_{h} . \tag{A.4.1b}
\end{align*}
$$

We will write $\|\cdot\|_{a}$ for the norm induced by the bilinear form $a$ :

$$
\|\eta\|_{a}:=a(\eta, \eta)^{\frac{1}{2}}, \quad \text { for } \eta \in V \text {. }
$$

Lemma A.4.1 (Strang Lemma). Let the above assumptions hold. Define $F_{h}: V_{h} \rightarrow$ $\mathbb{R}$ by

$$
\begin{equation*}
F_{h}\left(\phi_{h}\right):=a\left(u-u_{h}, \phi_{h}\right), \tag{A.4.2}
\end{equation*}
$$

then

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{a} \leq 2 \inf _{v_{h} \in V_{h}}\left\|u-v_{h}\right\|_{a}+\sup _{w_{h} \in V_{h} \backslash\{0\}} \frac{F_{h}\left(w_{h}\right)}{\left\|w_{h}\right\|_{a}} . \tag{A.4.3}
\end{equation*}
$$

Proof. For any $v_{h} \in V_{h}$,

$$
\begin{aligned}
\left\|u-u_{h}\right\|_{a} & \leq\left\|u-v_{h}\right\|_{a}+\left\|v_{h}-u_{h}\right\|_{a} \\
& =\left\|u-v_{h}\right\|_{a}+a\left(v_{h}-u_{h}, v_{h}-u_{h}\right)^{\frac{1}{2}} \\
& \leq\left\|u-v_{h}\right\|_{a}+\sup _{w_{h} \in V_{h} \backslash\{0\}} \frac{a\left(v_{h}-u_{h}, w_{h}\right)}{\left\|w_{h}\right\|_{a}} \\
& \leq 2\left\|u-v_{h}\right\|_{a}+\sup _{w_{h} \in V_{h} \backslash\{0\}} \frac{a\left(u-u_{h}, w_{h}\right)}{\left\|w_{h}\right\|_{a}} .
\end{aligned}
$$

Next, we suppose that we have a further Hilbert space $\left(H,\langle\cdot, \cdot\rangle_{H}\right)$ and a Banach space $\left(Z,\|\cdot\|_{Z}\right)$ with $Z \subset V \subset H$ with each inclusion continuous. This
implies that for $\zeta \in H$, the functional

$$
\chi_{\zeta}(\varphi)=\langle\zeta, \varphi\rangle_{H}
$$

is a bounded linear functional on $V$ with

$$
\left|\chi_{\zeta}(\varphi)\right| \leq\|\zeta\|_{H}\|\varphi\|_{H} \leq c\|\zeta\|_{H}\|\varphi\|_{V}
$$

Hence, there exists a unique solution $z \in V$ of

$$
\begin{equation*}
a(\varphi, z)=\chi_{\zeta}(\varphi) \quad \text { for all } \varphi \in V \tag{A.4.4}
\end{equation*}
$$

We assume that the solution $z \in Z$ and satisfies the bound

$$
\begin{equation*}
\|z\|_{Z} \leq c\|\zeta\|_{H} \tag{A.4.5}
\end{equation*}
$$

Further, we assume that for all $v \in Z$ there exists $v_{h}^{*} \in V_{h}$ satisfying

$$
\begin{equation*}
\left\|v-v_{h}^{*}\right\|_{a} \leq c h\|v\|_{Z} \tag{A.4.6}
\end{equation*}
$$

Lemma A.4.2 (Abstract Aubin-Nitsche). Let the above assumptions hold and let $e \in V$. Define $F_{h}: V_{h} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
F_{h}\left(\phi_{h}\right)=a\left(e, \phi_{h}\right) \tag{A.4.7}
\end{equation*}
$$

then

$$
\begin{equation*}
\|e\|_{H} \leq c h\|e\|_{a}+\sup _{\phi_{h} \in V_{h} \backslash\{0\}} \frac{F_{h}\left(\phi_{h}\right)}{\left\|\phi_{h}\right\|_{a}} \tag{A.4.8}
\end{equation*}
$$

Proof. Since $e \in V \subset H$, from our assumptions (A.4.4) and (A.4.5), there exists a unique $z \in Z$ such that

$$
a(\varphi, z)=\chi_{e}(\varphi) \quad \text { for all } \varphi \in V
$$

and

$$
\|z\|_{Z} \leq c\|e\|_{H}
$$

Further, by the assumption (A.4.6), we know there exists $z_{h}^{*} \in V_{h}$ with

$$
\left\|z-z_{h}^{*}\right\|_{a} \leq c h\|z\|_{Z}
$$

Then, we calculate

$$
\begin{aligned}
\|e\|_{H}^{2} & =\langle e, e\rangle_{H} \\
& =a(e, z) \\
& =a\left(e, z-z_{h}^{*}\right)+a\left(e, z_{h}^{*}\right) \\
& \leq\left(c h\|e\|_{a}+\sup _{\phi_{h} \in V_{h} \backslash\{0\}} \frac{a\left(e, \phi_{h}\right)}{\left\|\phi_{h}\right\|_{a}}\right)\|z\|_{Z} \\
& \leq\left(c h\|e\|_{a}+\sup _{\phi_{h} \in V_{h} \backslash\{0\}} \frac{a\left(e, \phi_{h}\right)}{\left\|\phi_{h}\right\|_{a}}\right)\|e\|_{H} .
\end{aligned}
$$

Dividing by $\|e\|_{H}$ gives the result.

## A. 5 Domain perturbation

In this section, we will look to bound any errors in our finite element method coming from the domain approximation. To do this, we will use some standard interpolation results to show in what sense the two surfaces are 'close' and then interpret this in a more geometric sense. This geometric interpretation is sufficient to bound the errors arising from the variation crime.

Lemma A.5.1 (Surface interpolation). Let d be the signed distance function to $\Gamma$ and $\nu$ and $\nu_{h}$ the unit normal vector fields to $\Gamma$ and $\Gamma_{h}$, respectively. Then

$$
\begin{align*}
\|d\|_{L^{\infty}\left(\Gamma_{h}\right)} & \leq c h^{2}  \tag{A.5.1a}\\
\left\|\nu_{j}-\left(\nu_{h}\right)_{j}\right\|_{L^{\infty}\left(\Gamma_{h}\right)} & \leq c h \quad \text { for } j=1, \ldots, n+1 . \tag{A.5.1b}
\end{align*}
$$

Proof. Both results follow from standard interpolation theory (Brenner and Scott 2002, Chapter 4). Since the nodes of $\Gamma_{h}$ lie on $\Gamma$, standard Lagrange interpolation yields $I_{h} d=0$ on $\Gamma_{h}$, hence we have that

$$
\|d\|_{L^{\infty}\left(\Gamma_{h}\right)}=\left\|d-I_{h} d\right\|_{L^{\infty}\left(\Gamma_{h}\right)} \leq c h^{2}\|d\|_{W^{1, \infty}\left(\Gamma_{h}\right)} \leq c h^{2} .
$$

The second result follows since $\nu_{j}-\left(\nu_{h}\right)_{j}=\partial_{x_{j}} d$.
The next result interprets these bounds in a more geometric setting
Lemma A.5.2 (Geometric interpretation). Let $\mu_{h}$ denote the quotient of measures
on $\Gamma$ and $\Gamma_{h}$ so that $\mathrm{d} \sigma=\mu_{h} \mathrm{~d} \sigma_{h}$, then

$$
\begin{equation*}
\sup _{\Gamma_{h}}\left|1-\mu_{h}\right| \leq c h^{2} \tag{A.5.2}
\end{equation*}
$$

Let $\mathcal{Q}_{h}=\frac{1}{\mu_{h}}(\operatorname{Id}-d \mathcal{H}) P P_{h} P(\operatorname{Id}-d \mathcal{H})$; then

$$
\begin{equation*}
\sup _{\Gamma_{h}}\left|P-\mathcal{Q}_{h}\right| \leq c h^{2} \tag{A.5.3}
\end{equation*}
$$

Proof. This proof is given by Dziuk and Elliott (2007a), although the original result is from the original work of Dziuk (1988).

To simplify the presentation, we will consider a single element $E \in \mathscr{T}_{h}$ in a two-dimensional surface, with an associated curved element $e=p(E)$. We will assume further that $E \subset \mathbb{R}^{2} \times\{0\}$.

For $x=\left(x_{1}, x_{2}, 0\right) \in E$, we have by (A.2.2) that the map $p$ satisfies

$$
p_{i, x_{j}}=\delta_{j i}-\nu_{j} \nu_{i}-d \mathcal{H}_{i j}
$$

Furthermore, our simplifications imply that $\mathrm{d} \sigma_{h}=\mathrm{d} x_{1} \mathrm{~d} x_{2}$ and $\mathrm{d} \sigma=\left|p_{x_{1}} \times p_{x_{2}}\right| \mathrm{d} x_{1} \mathrm{~d} x_{2}$, so we have that

$$
\mu_{h}=\left|p_{x_{1}} \times p_{x_{2}}\right|
$$

To derive the estimate (A.5.2), we observe from (A.5.1a) that

$$
p_{i, x_{j}}=\delta_{j i}-\nu_{j} \nu_{i}-d \mathcal{H}_{i j}=P_{j i}+O\left(h^{2}\right)
$$

This implies, with $e_{j}$ written for the $j$ th standard basis function in $\mathbb{R}^{3}$, that

$$
\begin{aligned}
p_{x_{1}} \times p_{x_{2}} & =\left(e_{1}-\nu_{1} \nu-d \nu_{x_{1}}\right) \times\left(e_{2}-\nu_{2} \nu-d \nu_{x_{2}}\right) \\
& =\left(e_{1}-\nu_{1} \nu\right) \times\left(e_{2}-\nu_{2} \nu\right)+O\left(h^{2}\right) \\
& =e_{3}-\nu_{2} e_{1} \times \nu-\nu_{1} \nu \times e_{2}+O\left(h^{2}\right) \\
& =\nu_{3} \nu+O\left(h^{2}\right)
\end{aligned}
$$

and that

$$
\left|p_{x_{1}} \times p_{x_{2}}\right|^{2}=\left|\nu_{3} \nu\right|^{2}+O\left(h^{2}\right)=1-\nu_{1}^{2}-\nu_{2}^{2}+O\left(h^{2}\right)
$$

Hence, from (A.5.1b),

$$
\left|1-\mu_{h}\right|=\left|1-\left|p_{x_{1}} \times p_{x_{2}}\right|\right|=\frac{\left|1-\left|p_{x_{1}} \times p_{x_{2}}\right|^{2}\right|}{1+\left|p_{x_{1}} \times p_{x_{2}}\right|}=\frac{\nu_{1}^{2}+\nu_{2}^{2}+O\left(h^{2}\right)}{1+\left|p_{x_{1}} \times p_{x_{2}}\right|} \leq c h^{2} .
$$

To show the second bound, we note that
$P-\frac{1}{\mu_{h}}(\operatorname{Id}-d \mathcal{H}) P P_{h} P(\operatorname{Id}-d \mathcal{H})=P-P P_{h} P+O\left(h^{2}\right)=\left(P \nu_{h}\right) \otimes\left(P \nu_{h}\right)+O\left(h^{2}\right)$.
We use the fact that $\nu_{h}=e_{3}$ to get

$$
\left|P \nu_{h}\right|=\left|\nu_{h}-\left(\nu \cdot \nu_{h}\right) \nu_{h}\right|=\left|e_{3}-\nu_{3} \nu\right|=\sqrt{1-\nu_{1}^{2}-\nu_{2}^{2}}=O(h)
$$

Hence (A.5.3) is shown.

## A. 6 Error bounds

In this section we will prove an error bound for the surface finite element method. The idea is to combine the abstract lemmas from Section A. 4 with the geometric estimates from Section A.5. The final part to bring these together is that we need to construct some way to transform our finite element space $S_{h}$ into the abstract space $V_{h} \subset V$. We do this using a lifting procedure.

We define the lift operator for functions on $\Gamma_{h}$ using the closest point operator (A.2.2). We remark that $\left.p\right|_{\Gamma_{h}}$ is a homeomorphism onto $\Gamma$. For a function $\eta_{h}: \Gamma_{h} \rightarrow$ $\mathbb{R}$, we define its lift, $\eta_{h}^{\ell}: \Gamma \rightarrow \mathbb{R}$, implicitly by

$$
\begin{equation*}
\eta_{h}^{\ell}(p(x)):=\eta_{h}(x) \quad \text { for } x \in \Gamma_{h} . \tag{A.6.1}
\end{equation*}
$$

We can also define an inverse lift operator for a function $\eta: \Gamma \rightarrow \mathbb{R}$

$$
\begin{equation*}
\eta^{-\ell}(x):=\eta(p(x)) \quad \text { for } x \in \Gamma_{h} . \tag{A.6.2}
\end{equation*}
$$

We will write $\eta^{e}(x):=\eta(p(x))$, for $x \in U$, for the extension of $\eta$ to $U$ using (A.6.2) so that $\eta^{-\ell}=\left.\eta^{e}\right|_{\Gamma_{h}}$.

Lemma A.6.1. Let $E \in \mathscr{T}_{h}$ and $e=p(E) \subset \Gamma$. There exist constants $c_{1}, c_{2}>0$, independent of $E$ and $h$, such that for all $\eta_{h}: \Gamma_{h} \rightarrow \mathbb{R}$, such that the following
quantities exist, we have

$$
\begin{align*}
& c_{1}\left\|\eta_{h}^{\ell}\right\|_{L^{2}(e)} \leq\left\|\eta_{h}\right\|_{L^{2}(E)} \leq c_{2}\left\|\eta_{h}^{\ell}\right\|_{L^{2}(e)}  \tag{A.6.3a}\\
& c_{1}\left\|\nabla_{\Gamma} \eta_{h}^{\ell}\right\|_{L^{2}(e)} \leq\left\|\nabla_{\Gamma_{h}} \eta_{h}\right\|_{L^{2}(E)} \leq c_{2}\left\|\nabla_{\Gamma} \eta_{h}^{\ell}\right\|_{L^{2}(e)}  \tag{A.6.3b}\\
&\left\|\nabla_{\Gamma_{h}}^{2} \eta_{h}\right\|_{L^{2}(E)} \leq c_{2}\left(\|\eta\|_{H^{2}(e)}+h\left\|\nabla_{\Gamma} \eta\right\|_{L^{2}(e)}\right) \tag{A.6.3c}
\end{align*}
$$

Proof. This comes from writing

$$
\int_{\Gamma_{h}} \eta_{h}^{2} \mu_{h} \mathrm{~d} \sigma_{h}=\int_{\Gamma}\left(\eta_{h}^{\ell}\right)^{2} \mathrm{~d} \sigma
$$

and

$$
\nabla_{\Gamma_{h}} \eta_{h}=P_{h}(P-d \mathcal{H}) \nabla \eta_{h}^{\ell}=P_{h}(\operatorname{Id}-d \mathcal{H}) \nabla_{\Gamma} \eta_{h}^{\ell}
$$

and applying the results of Lemma A.5.2.
For an arbitrary test function $\phi_{h}$, we will denote its lift by $\varphi_{h}=\phi_{h}^{\ell}$. Similarly, we will use lower case letters for lifted versions of upper case-named finite element functions: $u_{h}=U_{h}^{\ell}, w_{h}=W_{h}^{\ell}$.

We will write $S_{h}^{\ell}$ for the space of lifted finite element functions:

$$
S_{h}^{\ell}=\left\{\varphi_{h}=\phi_{h}^{\ell}: \phi_{h} \in S_{h}\right\}
$$

We remark that Lemma A.6.1 implies $S_{h}^{\ell} \subseteq H^{1}(\Gamma)$. The space of lifted finite element functions comes with the following approximation property:

Proposition A.6.2 (Approximation property). Let $z \in H^{2}(\Gamma)$. The lift of the nodal interpolant of $z$, for which we will write $I_{h} z \in S_{h}^{\ell}$, is a well defined function in $S_{h}^{\ell}$ and satisfies the following bound:

$$
\begin{equation*}
\left\|z-I_{h} z\right\|_{H^{1}(\Gamma)} \leq c h\|z\|_{H^{2}(\Gamma)} . \tag{A.6.4}
\end{equation*}
$$

Proof. This proof is taken from Dziuk (1988).
From Sobolev embedding, $z$ is continuous, and so that linear (nodal) interpolant $\widetilde{I}_{h} z \in S_{h}$ is well defined by

$$
\widetilde{I}_{h} z\left(X_{j}\right)=z\left(X_{j}\right) \quad \text { for } j=1, \ldots, N, \quad \text { and } \quad \tilde{I}_{h} z \in P_{1}(E) \quad \text { for all } E \in \mathscr{T}_{h}
$$

Standard interpolation theory (Ciarlet 1978; Brenner and Scott 2002) gives that

$$
\left\|z^{-\ell}-\widetilde{I}_{h} z^{-\ell}\right\|_{H^{1}(E)} \leq c h\left\|\nabla_{\Gamma_{h}}^{2} z^{-\ell}\right\|_{H^{2}(E)} \quad \text { for each } E \in \mathscr{T}_{h} .
$$

We define $I_{h} z=\left(\widetilde{I}_{h} z\right)^{\ell}$. The stability of the lifting process (Lemma A.6.1) implies

$$
\begin{aligned}
\left\|z-I_{h} z\right\|_{H^{1}(\Gamma)} & \leq c\left\|z^{-\ell}-\widetilde{I}_{h} z^{-\ell}\right\|_{H^{1}\left(\Gamma_{h}\right)} \\
& \leq c h\left(\sum_{E \in \mathscr{T}_{h}}\left\|\nabla_{\Gamma_{h}}^{2} z^{-\ell}\right\|_{L^{2}(E)}^{2}\right)^{\frac{1}{2}} \\
& \leq \operatorname{ch}\left(\|z\|_{H^{2}(\Gamma)}+h\left\|\nabla_{\Gamma} z\right\|_{L^{2}(\Gamma)}\right) .
\end{aligned}
$$

This answers the question about the first type of errors. The results from Section A. 5 allow us to bound the second.

Lemma A.6.3 (Geometric bound). Let $W_{h}, \phi_{h} \in S_{h}$ with lifts $w_{h}, \varphi_{h} \in S_{h}^{\ell}$; then

$$
\begin{equation*}
\left|a\left(w_{h}, \varphi_{h}\right)-a_{h}\left(W_{h}, \phi_{h}\right)\right| \leq c h^{2}\left\|\nabla_{\Gamma} w_{h}\right\|_{L^{2}(\Gamma)}\left\|\nabla_{\Gamma} \varphi_{h}\right\|_{L^{2}(\Gamma)} . \tag{A.6.5}
\end{equation*}
$$

Proof. We start by bounding the lower-order terms. Using (A.5.2), we infer that

$$
\begin{aligned}
\left|\int_{\Gamma} w_{h} \varphi_{h} \mathrm{~d} \sigma-\int_{\Gamma_{h}} W_{h} \phi_{h} \mathrm{~d} \sigma_{h}\right| & =\left|\int_{\Gamma} w_{h} \varphi_{h}\left(1-\frac{1}{\mu_{h}^{\ell}}\right) \mathrm{d} \sigma\right| \\
& \leq \sup _{\Gamma}\left|1-\frac{1}{\mu_{h}^{\ell}}\right|\left\|w_{h}\right\|_{L^{2}(\Gamma)}\left\|\varphi_{h}\right\|_{L^{2}(\Gamma)} \\
& \leq c \sup _{\Gamma_{h}}\left|1-\mu_{h}\right|\left\|w_{h}\right\|_{L^{2}(\Gamma)}\left\|\varphi_{h}\right\|_{L^{2}(\Gamma)} \\
& \leq c h^{2}\left\|w_{h}\right\|_{L^{2}(\Gamma)}\left\|\varphi_{h}\right\|_{L^{2}(\Gamma)} .
\end{aligned}
$$

Next, we see since $P \mathcal{H}=\mathcal{H} P=\mathcal{H}$ that

$$
\nabla_{\Gamma_{h}} W_{h}=P_{h}(P-d \mathcal{H}) \nabla w_{h}=P_{h}(\operatorname{Id}-d \mathcal{H}) \nabla_{\Gamma} w_{h} .
$$

Hence, since $P$ and $\mathcal{H}$ are symmetric, we obtain the identity

$$
\begin{align*}
\int_{\Gamma_{h}} & \nabla_{\Gamma_{h}} W_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h} \mathrm{~d} \sigma_{h} \\
= & \int_{\Gamma} P_{h}(\operatorname{Id}-d \mathcal{H}) \nabla_{\Gamma} w_{h} \cdot P_{h}(\operatorname{Id}-d \mathcal{H}) \nabla_{\Gamma} \varphi_{h} \frac{1}{\mu_{h}^{\ell}} \mathrm{d} \sigma  \tag{A.6.6}\\
= & \int_{\Gamma} \frac{1}{\mu_{h}^{\ell}}(\operatorname{Id}-d \mathcal{H}) P P_{h} P(\operatorname{Id}-d \mathcal{H}) \nabla_{\Gamma} w_{h} \cdot \nabla_{\Gamma} \varphi_{h} \mathrm{~d} \sigma \\
= & \int_{\Gamma} \mathcal{Q}_{h}^{\ell} \nabla_{\Gamma} w_{h} \cdot \nabla_{\Gamma} \varphi_{h} \mathrm{~d} \sigma .
\end{align*}
$$

This implies, using (A.5.3), that

$$
\begin{aligned}
& \left|\int_{\Gamma} \nabla_{\Gamma} w_{h} \cdot \nabla_{\Gamma} \varphi_{h} \mathrm{~d} \sigma-\int_{\Gamma_{h}} \nabla_{\Gamma_{h}} W_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h} \mathrm{~d} \sigma_{h}\right| \\
& \quad=\left|\int_{\Gamma} \nabla_{\Gamma} w_{h} \cdot \nabla_{\Gamma} \varphi_{h} \mathrm{~d} \sigma-\int_{\Gamma} \frac{1}{\mu_{h}}(P-d \mathcal{H}) P_{h}(P-d \mathcal{H}) \nabla_{\Gamma} w_{h} \cdot \nabla_{\Gamma} \varphi_{h} \mu_{h} \mathrm{~d} \sigma\right| \\
& \quad=\left|\int_{\Gamma}\left(P-\mathcal{Q}_{h}^{\ell}\right) \nabla_{\Gamma} w_{h} \cdot \nabla_{\Gamma} \varphi_{h} \mathrm{~d} \sigma\right| \\
& \quad \leq \sup _{\Gamma}\left|P-\mathcal{Q}_{h}^{\ell}\right|\left\|\nabla_{\Gamma} w_{h}\right\|_{L^{2}(\Gamma)}\left\|\nabla_{\Gamma} \varphi_{h}\right\|_{L^{2}(\Gamma)} \\
& \quad \leq \sup _{\Gamma_{h}}\left|P-\mathcal{Q}_{h}\right|\left\|\nabla_{\Gamma} w_{h}\right\|_{L^{2}(\Gamma)}\left\|\nabla_{\Gamma} \varphi_{h}\right\|_{L^{2}(\Gamma)} \\
& \quad \leq c h^{2}\left\|\nabla_{\Gamma} w_{h}\right\|_{L^{2}(\Gamma)}\left\|\nabla_{\Gamma} \varphi_{h}\right\|_{L^{2}(\Gamma)} .
\end{aligned}
$$

We have not specified the $\tilde{f}$ which occurs in the bilinear form $l_{h}$. We consider two possible choices:

Lemma A.6.4. Let $\phi_{h} \in S_{h}$ with lift $\varphi_{h} \in S_{h}^{\ell}$. If $\widetilde{f}=f^{-\ell}$, then

$$
\begin{equation*}
\left|l\left(\varphi_{h}\right)-l_{h}\left(\phi_{h}\right)\right| \leq c h^{2}\|f\|_{L^{2}(\Gamma)} \tag{A.6.7}
\end{equation*}
$$

Alternatively, if $\widetilde{f}=f \mu_{h}$, then

$$
\begin{equation*}
\left|l\left(\varphi_{h}\right)-l_{h}\left(\phi_{h}\right)\right|=0 \tag{A.6.8}
\end{equation*}
$$

Proof. Both results follow in a similar fashion to the bound of the lower order term in the previous lemma.

Remark A.6.5. Neither of these choices are fully practical for $f \in L^{2}(\Gamma)$ and would have to be approximated by some quadrature rules. We do not wish to study these errors in this thesis and will assume that these terms can be calculated exactly. In
the following numerical examples, we will use $\tilde{f}=\widetilde{I}_{h} f$ for some smoother examples of $f$.

Theorem A.6.6 (Error bounds). Let $u \in H^{2}(\Gamma)$ be the solution of (A.1.1) and let $U_{h} \in S_{h}$ be the solution of (A.3.4) with lift $u_{h}=U_{h}^{\ell}$. Let either of the results from A.6.4 hold. Then, we have the estimate

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{L^{2}(\Gamma)}+h\left\|\nabla_{\Gamma}\left(u-u_{h}\right)\right\|_{L^{2}(\Gamma)} \leq c h^{2}\|f\|_{L^{2}(\Gamma)} . \tag{A.6.9}
\end{equation*}
$$

Proof. This proof follows by applying the abstract lemma. We consider $V=H^{1}(\Gamma)$ and the finite element space $V_{h}=S_{h}^{\ell}$. The abstract notation for the continuous problem fits exactly for $a$ and $l$. We apply the result with

$$
\begin{aligned}
a_{h}\left(w_{h}, \varphi_{h}\right) & :=\int_{\Gamma_{h}} \nabla_{\Gamma_{h}} W_{h} \cdot \nabla_{\Gamma_{h}} \phi_{h}+W_{h} \phi_{h} \mathrm{~d} \sigma_{h} \\
l_{h}\left(\varphi_{h}\right) & :=\int_{\Gamma_{h}} \widetilde{f} \phi_{h} \mathrm{~d} \sigma_{h},
\end{aligned}
$$

with $w_{h}=W_{h}^{\ell}$ and $\varphi_{h}=\phi_{h}^{\ell}$.
For $F_{h}\left(\varphi_{h}\right)=a\left(u-u_{h}, \varphi_{h}\right)$ using the geometric bounds from Lemmas A.6.3 and A.6.4, along with the stability bound (A.3.6), we have

$$
\begin{align*}
F_{h}\left(\varphi_{h}\right) & =a\left(u-u_{h}, \varphi_{h}\right)=l\left(\varphi_{h}\right)-a\left(u_{h}, \varphi_{h}\right) \\
& =\left(l\left(\varphi_{h}\right)-l_{h}\left(\phi_{h}\right)\right)+\left(a_{h}\left(U_{h}, \phi_{h}\right)-a\left(u_{h}, \varphi_{h}\right)\right) \\
& \leq c h^{2}\|f\|_{L^{2}(\Gamma)}\left\|\varphi_{h}\right\|_{H^{1}(\Gamma)}+c h^{2}\left\|U_{h}\right\|_{H^{1}\left(\Gamma_{h}\right)}\left\|\varphi_{h}\right\|_{H^{1}(\Gamma)}  \tag{A.6.10}\\
& \leq c h^{2}\|f\|_{L^{2}(\Gamma)}\left\|\varphi_{h}\right\|_{H^{1}(\Gamma)} .
\end{align*}
$$

The Strang Lemma (Lemma A.4.1) tells us that

$$
\left\|u-u_{h}\right\|_{H^{1}(\Gamma)} \leq c \inf _{v_{h} \in S_{h}^{\ell}}\left\|u-v_{h}\right\|_{H^{1}(\Gamma)}+c \sup _{\varphi_{h} \in S_{h}^{\ell} \backslash\{0\}} \frac{F_{h}\left(\varphi_{h}\right)}{\left\|\varphi_{h}\right\|_{H^{1}(\Gamma)}} .
$$

The first term is bounded by the approximation property (Proposition A.6.2) to give

$$
\inf _{v_{h} \in S_{h}^{e}}\left\|u-v_{h}\right\|_{H^{1}(\Gamma)} \leq\left\|u-I_{h} u\right\|_{H^{1}(\Gamma)} \leq c h\|u\|_{H^{2}(\Gamma)} \leq c h\|f\|_{L^{2}(\Gamma)}
$$

Combing with (A.6.10) we have shown that

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{H^{1}(\Gamma)} \leq c h\|f\|_{L^{2}(\Gamma)} . \tag{A.6.11}
\end{equation*}
$$

To show the improved $L^{2}$ estimate, we consider the abstract Aubin-Nitsche lemma, with $H=L^{2}(\Gamma)$ and $Z=H^{2}(\Gamma)$. The regularity result (A.2.11) gives us the dual regularity result and the approximation property (A.6.4) gives us (A.4.6). Hence (A.4.8), with $e=u-u_{h}$, tells us that

$$
\left\|u-u_{h}\right\|_{L^{2}(\Gamma)} \leq c h\left\|u-u_{h}\right\|_{H^{1}(\Gamma)}+\sup _{\varphi_{h} \in S_{h}^{\ell} \backslash\{0\}} \frac{F_{h}\left(\varphi_{h}\right)}{\left\|\varphi_{h}\right\|_{H^{1}(\Gamma)}}
$$

The first term is bounded using the $H^{1}$ norm bound (A.6.11):

$$
c h\left\|u-u_{h}\right\|_{H^{1}(\Gamma)} \leq c h^{2}\|f\|_{L^{2}(\Gamma)}
$$

Again, combining with (A.6.10) we have shown

$$
\left\|u-u_{h}\right\|_{L^{2}(\Gamma)} \leq c h^{2}\|f\|_{L^{2}(\Gamma)}
$$

## A. 7 Numerical results

We conclude this section with numerical evidence for the result from Theorem A.6.6. We also include some other indicators of the efficiency of this method in comparison with the other methods presented in this thesis.

## A.7.1 Details of implementation

All methods in this thesis (unless otherwise specified) were implemented using the Distributed and Unified Numerics Environment (DUNE) (Bastian, Blatt, Dedner, Engwer, Klöfkorn, Ohlberger and Sander 2008b; Bastian, Blatt, Dedner, Engwer, Klöfkorn, Kornhuber, Ohlberger and Sander 2008a). DUNE is a "generic grid interface for parallel and adaptive scientific computing" written in $\mathrm{C}++$. This means that DUNE provides an interface (set of libraries) for using different grid managers on which finite element codes can be based. In this thesis we use the ALBERTA (Schmidt et al. 2005) and ALUGrid (Burri, Dedner, Klöfkorn and Ohlberger 2006) interfaces. Both grid managers have a bisectional refinement and coarsening algorithms implemented and ALUGrid also runs in parallel for three dimensional meshes. Implementation of the routines for assembling the matrices were written using the DUNE-FEM modules (Dedner, Klöfkorn, Nolte and Ohlberger 2010) and the resulting systems were solved using the DUNE-FEM interface to the DUNE-ISTL module (Blatt and Bastian 2007; Bastian and Blatt 2008). The DUNE-ISTL module provides optimised implementations of preconditioned methods such as the conjugate
gradient method, generalised minimal residual method, and the biconjugate gradient stabilised method which when linked to a parallel grid manager can all be run in parallel also.

Surface macro triangulations were either created by hand or using the CGAL 3D surface mesh generation routines (Rineau and Yvinec 2013). Visualisation is performed with ParaView (Henderson 2012) or matplotib (Hunter 2007, 2012) for planar images and graphs.

## A.7.2 Numerical examples

We will consider three examples of surfaces in this section: a sphere, a torus and the Dziuk surface (taken from Dziuk 1988). On each surface, we will solve

$$
-\Delta_{\Gamma} u+u=f
$$

with an appropriate right-hand side to produce and exact solution which we can calculate by hand. In each case we calculate $f$ using an extension $\widetilde{u}$ of $u$ to ambient coordinates applying the formula

$$
f=-(P \nabla) \cdot(P \nabla) \widetilde{u}+\widetilde{u}=-\sum_{i, j, k=1}^{n+1}\left(\delta_{i k}-\nu_{i} \nu_{k}\right) \partial_{x_{k}}\left(\left(\delta_{i j}-\nu_{i} \nu_{j}\right) \partial_{x_{j}} \widetilde{u}\right)+\widetilde{u}
$$

On the sphere, we calculate a right-hand side $f$ so that

$$
u(x, y, z)=\cos (2 \pi x) \cos (2 \pi y) \cos (2 \pi z)
$$

We parameterise the torus by
$x=(R-r \cos \theta) \cos \varphi, \quad y=(R-r \cos \theta) \cos \varphi, \quad z=r \sin \theta, \quad$ for $\theta, \varphi \in(-\pi, \pi)$.
and take the exact solution

$$
u(\theta, \varphi)=\cos (3 \varphi) \sin (3 \theta+\varphi)
$$

Finally, on the Dziuk surface, we take a right hand side $f$ such that the exact solution is

$$
u(x, y, z)=x y
$$

In this case we solve the system of linear equations using a Jacobi precondi-
tioned conjugate gradient method. We start from a macro triangulation and perform successive global refinements to construct a sequence of meshes. At each mesh size, we calculate the mesh size $h_{i}$, the number of elements $\left|\mathscr{T}_{h_{i}}\right|$, the number of degrees of freedom (i.e. number of nodes). We then solve the finite element scheme on that mesh computing the number of conjugate gradient iterations and the errors $\left\|u^{e}-U_{h_{i}}\right\|_{L^{2}\left(\Gamma_{h_{i}}\right)}$ and $\left\|\nabla_{\Gamma_{h_{i}}}\left(u^{e}-U_{h_{i}}\right)\right\|_{L^{2}\left(\Gamma_{h_{i}}\right)}$. Given an error $E_{i}$ and $E_{i-1}$ at two different mesh sizes $h_{i}$ and $h_{i-1}$, we calculate the experimental order of convergence (eoc) by

$$
\begin{equation*}
(\mathrm{eoc})_{i}=\frac{\log \left(E_{i} / E_{i-1}\right)}{\log \left(h_{i} / h_{i-1}\right)} \tag{A.7.1}
\end{equation*}
$$

We remark that in all three examples we observe that error reduces as order $O(h)$ in the $H^{1}$ semi-norm and as $O\left(h^{2}\right)$ in the $L^{2}$ norm, which agrees with the theoretical results from Theorem A.6.6. We also see that the number of conjugate gradient iterations roughly doubles between each mesh refinement, so that the number of solver iterations scales with the number of degrees of freedom.

(a) Solution plotted on $\Gamma$

| $h$ | $L^{2}$ error | $(\mathrm{eoc})$ | $H^{1}$ error | $(\mathrm{eoc})$ |
| :---: | :---: | :---: | :---: | :---: |
| 1.15470 | $1.55366 \cdot 10^{+2}$ | - | $1.56072 \cdot 10^{+2}$ | - |
| $6.50115 \cdot 10^{-1}$ | $1.44636 \cdot 10^{+1}$ | 4.132932 | $1.65080 \cdot 10^{+1}$ | 3.910672 |
| $3.37267 \cdot 10^{-1}$ | $5.02331 \cdot 10^{-1}$ | 5.120010 | 6.61163 | 1.394257 |
| $1.70294 \cdot 10^{-1}$ | $1.37203 \cdot 10^{-1}$ | 1.899174 | 3.65870 | 0.865916 |
| $8.53594 \cdot 10^{-2}$ | $3.58699 \cdot 10^{-2}$ | 1.942448 | 1.87968 | 0.964310 |
| $4.27064 \cdot 10^{-2}$ | $9.09338 \cdot 10^{-3}$ | 1.981673 | $9.46985 \cdot 10^{-1}$ | 0.989967 |
| $2.13565 \cdot 10^{-2}$ | $2.28281 \cdot 10^{-3}$ | 1.994451 | $4.74475 \cdot 10^{-1}$ | 0.997232 |
| $1.06787 \cdot 10^{-2}$ | $5.71398 \cdot 10^{-4}$ | 1.998364 | $2.37370 \cdot 10^{-1}$ | 0.999255 |


| $h$ | elements | degrees of freedom | solver iter. |
| :---: | :---: | :---: | :---: |
| 1.15470 | 24 | 14 | 10 |
| $6.50115 \cdot 10^{-1}$ | 96 | 50 | 18 |
| $3.37267 \cdot 10^{-1}$ | 384 | 194 | 28 |
| $1.70294 \cdot 10^{-1}$ | 1536 | 770 | 49 |
| $8.53594 \cdot 10^{-2}$ | 6144 | 3074 | 92 |
| $4.27064 \cdot 10^{-2}$ | 24576 | 12290 | 176 |
| $2.13565 \cdot 10^{-2}$ | 98304 | 49154 | 333 |
| $1.06787 \cdot 10^{-2}$ | 393216 | 196610 | 634 |

(b) Error table with experimental orders of convergence

Table A.1: Results for surface finite element method on a sphere.

(a) Solution plotted on $\Gamma$

| $h$ | $L^{2}$ error | $(\mathrm{eoc})$ | $H^{1}$ error | $(\mathrm{eoc})$ |
| :---: | :---: | :---: | :---: | :---: |
| 1.60000 | 4.36707 | - | $1.44124 \cdot 10^{+1}$ | - |
| $9.82540 \cdot 10^{-1}$ | 1.57587 | 2.090335 | $1.07070 \cdot 10^{+1}$ | 0.609476 |
| $5.41335 \cdot 10^{-1}$ | $5.66160 \cdot 10^{-1}$ | 1.717298 | 6.49553 | 0.838418 |
| $2.77856 \cdot 10^{-1}$ | $1.66560 \cdot 10^{-1}$ | 1.834542 | 3.48553 | 0.933365 |
| $1.39856 \cdot 10^{-1}$ | $4.37702 \cdot 10^{-2}$ | 1.946719 | 1.77833 | 0.980270 |
| $7.00447 \cdot 10^{-2}$ | $1.10891 \cdot 10^{-2}$ | 1.985583 | $8.93811 \cdot 10^{-1}$ | 0.994875 |
| $3.50370 \cdot 10^{-2}$ | $2.78139 \cdot 10^{-3}$ | 1.996469 | $4.47462 \cdot 10^{-1}$ | 0.998807 |
| $1.75203 \cdot 10^{-2}$ | $6.95862 \cdot 10^{-4}$ | 1.999229 | $2.23790 \cdot 10^{-1}$ | 0.999768 |


| $h$ | elements | degrees of freedom | solver iter. |
| :---: | :---: | :---: | :---: |
| 1.60000 | 72 | 36 | 18 |
| $9.82540 \cdot 10^{-1}$ | 288 | 144 | 22 |
| $5.41335 \cdot 10^{-1}$ | 1152 | 576 | 46 |
| $2.77856 \cdot 10^{-1}$ | 4608 | 2304 | 92 |
| $1.39856 \cdot 10^{-1}$ | 18432 | 9216 | 185 |
| $7.00447 \cdot 10^{-2}$ | 73728 | 36864 | 371 |
| $3.50370 \cdot 10^{-2}$ | 294912 | 147456 | 741 |
| $1.75203 \cdot 10^{-2}$ | 1179648 | 589824 | 1476 |

(b) Error table with experimental orders of convergence

Table A.2: Results for surface finite element method on a torus.

(a) Solution plotted on the Dziuk surface.

| $h$ | $L^{2}$ error | $(\mathrm{eoc})$ | $H^{1}$ error | (eoc) |
| :---: | :---: | :---: | :---: | :---: |
| $8.71611 \cdot 10^{-1}$ | $1.43162 \cdot 10^{-1}$ | - | $8.37901 \cdot 10^{-1}$ | - |
| $4.59489 \cdot 10^{-1}$ | $3.80698 \cdot 10^{-2}$ | 2.068880 | $5.00657 \cdot 10^{-1}$ | 0.804367 |
| $2.68889 \cdot 10^{-1}$ | $1.86128 \cdot 10^{-2}$ | 1.335480 | $2.88469 \cdot 10^{-1}$ | 1.028960 |
| $1.66861 \cdot 10^{-1}$ | $7.69758 \cdot 10^{-3}$ | 1.850501 | $1.57142 \cdot 10^{-1}$ | 1.273087 |
| $9.01149 \cdot 10^{-2}$ | $2.52516 \cdot 10^{-3}$ | 1.809196 | $8.08140 \cdot 10^{-2}$ | 1.079412 |
| $4.62581 \cdot 10^{-2}$ | $7.07302 \cdot 10^{-4}$ | 1.908381 | $4.06707 \cdot 10^{-2}$ | 1.029682 |
| $2.32896 \cdot 10^{-2}$ | $1.82492 \cdot 10^{-4}$ | 1.974195 | $2.03642 \cdot 10^{-2}$ | 1.008015 |


| $h$ | elements | degrees of freedom | solver iter. |
| :---: | :---: | :---: | :---: |
| $8.71611 \cdot 10^{-1}$ | 92 | 48 | 19 |
| $4.59489 \cdot 10^{-1}$ | 368 | 186 | 33 |
| $2.68889 \cdot 10^{-1}$ | 1472 | 738 | 57 |
| $1.66861 \cdot 10^{-1}$ | 5888 | 2946 | 107 |
| $9.01149 \cdot 10^{-2}$ | 23552 | 11778 | 211 |
| $4.62581 \cdot 10^{-2}$ | 94208 | 47106 | 417 |
| $2.32896 \cdot 10^{-2}$ | 376832 | 188418 | 828 |

(b) Error table with experimental orders of convergence

Table A.3: Results for surface finite element method on $\Gamma=$ Dziuk surface.
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