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Overview
Introduction
The present report gives a short summary of the research of the Goethe Center for Scientific Computing  (G-CSC) of
the Goethe University Frankfurt. G-CSC aims at developing and applying methods and tools for modelling and
numerical simulation of problems from empirical science and technology. In particular, fast solvers for partial
differential equations (i.e. pde) such as robust, parallel, and adaptive multigrid methods and numerical methods for
stochastic differential equations are developed. These methods are highly adanvced and allow to solve complex prob-
lems.. 

The G-CSC is organised in departments and interdisciplinary research groups. Departments are localised directly at the
G-CSC, while the task of interdisciplinary research groups is to bridge disciplines and to bring scientists form different
departments together. Currently, G-CSC consists of the department Simulation and Modelling and the
interdisciplinary research group Computational Finance. 

The Department Simulation and Modelling (SiM)
In January 2009, 22 researchers moved from Heidelberg to Frankfurt to start this new center. In Heidelberg, the group
formed the department “Simulation in Technology” and did research and development of methods for solving typical
problems from computational biology, fluid dynamics, structural mechanics and groundwater hydrology. The main
focus was on the development of the simulation environment ⋲, which is the first  parallel and adaptive multigrid sol-
ver for general models based on partial differential equations (pde). 

In Frankfurt, the group now forms the department Simulation and Modeling of the G-CSC. Besides continuing the work
from Heidelberg, we have now added new topics from finance, neuroscience and sustainable energy. Currently, G-CSC
is running a total of thirty projects dealing with the simulation of a very wide variety of application problems, simulation
methods and tools. 

From 2005-2010, the research focused on applications from the following areas:

A1 Computational Pharmaceutical Science: Diffusion of xenobiotics through human skin.
As early as 1993, we researched diffusion through human skin and predicted diffusion pathways from our simu-
lations. To match experimentally measured data, we had to postulate new diffusion pathways which were not in
accordance with traditional assumptions. When we presented the model in 1993 on the annual conference of
the “Controlled Release Society” in Washington D.C., the paper was awarded a prize as the best paper of the
conference. The results were published; however, pharmacists still kept to their old assumptions on diffusion
pathways. In 2003, however, a group from MIT was able to confirm our results experimentally. This shows that
simulation is playing an increasingly important role in biosciences as well. Meanwhile we are working on more
detailed models. More details can be found in Project A1.

A2 Computational Neuroscience: Detailed modelling and simulation of signal processing in neurons.
Computational neuroscience, i.e. modelling and simulation for getting a deeper understanding of neurons and
brain functions is one of the most challenging areas nowadays. Funded by the Bernstein Group DMSPiN (http://
www.dmspin.org), we set up a novel approach for detailed modelling and simulation. This approach starts with
automatic reconstruction of neuron morphologies by a special image processing. The corresponding tool NeuRA
has been awarded the 1st price of the doIT Software Award in 2005. In the last year it has been accelerated to
run on GPU clusters. This makes the reconstruction of high-resolution microscopic images possible in real time
(A2.1). Another novel approach for automatic classification of neuron cells has been presented (NeuClass, A2.5).
Using reconstructed geometries, several processes have been modeled. In A2.2, we describe a project on model-
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ling calcium signaling to the cell nucleus. The project was carried out in cooperation with the Bading lab at IZN
Heidelberg in the DMSPiN framework. In the project, we obtained results on the relation between calcium sig-
naling and nucleus shape. In A2.3, we model the electric signal transduction in a neuron. To that end, a novel
process model is derived from the Maxwell equations resulting in a system of partial differential equations
describing the potential as a function in three dimensional space. In A2.4, we investigate the characteristics of
the Drosophila larval neuromuscular junction by virtue of a detailed three dimensional model of synaptic bou-
tons. Here, we obtianed a new result about the combination of boutons of different size forming an adapted sig-
naling system. Project A2.6 deals with the software tool NeuGen which can generate networks of realistic neu-
rons and interface them. 

A3 Mathematical Finance: Treating high-dimensional problems.
We have developed a novel approach to computing the fair price of options on baskets. This intriguing problem
from financial mathematics is modelled by the Black-Scholes equations. The space dimension equals the number
of assets in the basket. Usually, this is done using Monte-Carlo methods, which takes a long time and produces
uncertain results. To obtain a faster solution method, we first developed a sparse grid approximation for the
Black-Scholes pde and implemented a multi-grid-based solver. We were able to extend this approach to higher-
order approximations, allowing the computation of the very important sensitivities (“greeks”). To that end, we
combined it with a dimensional reduction, which was surprisingly effective and gives explicit error bounds. With
this tool, we are able to compute options on DAX (30-dimensional) in some minutes, whereas state-of-the-art
Monte-Carlo methods need about two days without producing any error bounds. For details, see Project A3.1.
Project A3.2 uses the same approach to model credit risks. In project A3.3 we develop advanced nuemrical me-
thods for portfolio optimisation.

A4 Process Engineering: Solvers for multidimensional population balances and disperse systems.
Population dynamics in disperse, i.e. spatially resolved, systems is a great challenge for computational science. In
industrial practice, all population dynamics processes such as e.g. polymerisation or crystallisation or the growth
of bacteria in a stirred reactor happen in a flow. However, coupling the resulting integro-differential equation
with the fluid flow is a computational problem which has not yet been solved. We have developed novel fast
methods for processing the integro-differential equation and were able to do computations on 2D and 3D prop-
erty spaces in ⋲. Then we combined these solvers with our flow solvers and ended up with the first coupled
computation of population balance equations with 2D and 3D flow problems. For details see Project A4.

A5 Environmental Science: Groundwater flow and transport, remediation, waste disposal, renewable energy.
We have developed a simulation model for the biological remediation of a chlorine spill in an aquifer. The model
was based on a real situation and developed in close co-operation with industry. On the basis of our simulation
model, we were able to design a remediation strategy for a concrete application case (see ⋲ brochure, p. 7).

We developed the simulation tool d3f for computing density-driven porous-media flows in very general domains
(A5.1). The tool uses the full model including non-linear dispersion. In this sense, as well w.r.t. the complexity of
the problems, it is the most general software available for this kind of problem. With r3t, we developed a tool for
computing the transport, diffusion, sorption and decay of radioactive pollutants in groundwater. This novel
software tool allows the simulation of the transport and retention of radioactive contaminants (up to 160
species) in large complex three-dimensional domains (see A5.2). In these projects, we cooperated with S.
Attinger and W. Kinzelbach, Zürich, P. Knabner, Erlangen, D. Kröner, Freiburg, and M. Rumpf, Bonn. In a new
project, we develp special models for thermohaline flows in fractured porous media (A5.3).

In addition, we develop simulation models for biogas production. In a first effort, we created the software tool
VVS. VVS allows to compute the compression process in a crop silo. Currently, we are modeling the
fermentation of crops to produce biogas. 

We further developed simulation tools and carried out simulations for two-phase flow in porous media and de-
veloped and applied methods for the parameter estimation of these problems. To model flow and transport
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through fractured porous media, we developed a formulation using a lower-dimensional approximation for the
fractures. This was carried out by Volker Reichenberger and Peter Bastian, who is now in the Parallel Computing
Group of IWR, Universität Heidelberg, in cooperation with R. Helmig, Stuttgart.

A6 Computational Fluid Dynamics: Incompressible and compressible Navier-Stokes equations, turbulence, Large-
Eddy simulation, mixing, aeroacoustics, low Mach-number flow, two-phase flow (gas/liquid), non-Newtonian
flows

To compute turbulent flows, we developed a Large-Eddy simulation (LES) model combined with an adaptive
multigrid solver. This ⋲-based LES-multigrid simulation model incorporates several subscale models and is so
flexible that we were able to compute flows through a static mixer in industrial geometries (see A6.1). A second
field of research is aeroacoustics and low Mach-number flow. Here, we developed two kinds of algorithm, one
based on the so-called Multiple Pressure-Variables (MPV) ansatz by Klein and Munz, which is based on splitting
the pressure, the second one a direct multi-grid approach to this multi-scale problem, coupling acoustics with
the Navier-Stokes equations (see A6.2).

We further developed methods and tools to compute multi-phase flows, such as rising air bubbles in water.
Here, we use two different basic approaches, the Volume of Fluid method (VOF) and the level-set method.

The former was applied to compute two-phase flow (gas/liquid), and liquid-liquid extraction. We also developed
a simulation model for non-Newtonian Bingham flow used for modelling the extrusion of ceramic pastes e.g. for
making bricks. This was combined with a tool to optimise design. Based on this tool, the geometry of a
measuring nozzle was optimised (see M5). We further coupled our Navier-Stokes solvers with several other pro-
blems, e.g. electromagnetics to simulate the cooling of high-performance electric devices, and with population
dynamics to describe the development of structured populations in a flow (A4). 

A7 Computational Electromagnetics: Eddy-current problems, coupling of electromagnetics with fluid flow
We developed a simulation model for the low-frequency (AC) case of the Maxwell equations. A new estimate for
the modelling error was introduced. The model was successfully applied to complicated problems from industry
like transformers and high-performance switches (A7.1).

A9 Structural Mechanics: Reduction of numerical sensitivities in crash simulations.
Besides the standard linear elastic problems, we developed methods and tools for solving elasto-plastic
problems with non-linear material laws (Neuss 2003; Reisinger and Wittum 2004; Reisinger 2004). We were able
to compute reference solutions used to benchmark engineering codes. The research on this topic has been car-
ried out by Christian Wieners. He now holds the chair for Scientific Computing at Karlsruhe University and con-
tinues research on this topic there. We also coupled the structural mechanics code with our optimisation tool to
carry out topology optimisation (Johannsen et al. 2005).

A10 Numerical Geometry and Visualisation: Reconstruction of Heidelberg Castle before destruction.
The idea of this project is to carry out a virtual reconstruction of Heidelberg Castle before it was destroyed. In
co-operation with the History of Arts Institute, we develop a computer model of the castle as it was in 1680. The
geometry is prepared for rendering by ray tracing using POVRAY. This geometry will be the basis for a internet
computing project on distributed, internet-based visualisation by ray tracing. The project has no support, but is
based merely on the work of student helpers.

A11 Computational Musical Acoustics.
Detailed modelling musical instruments requires a lot of new steps to be taken. According to Erich Schumann's
theory of formants, we first need to compute the resonances of the instrument. In Project A11, we developed a
method and a tool to compute the eigenvalues and eigenvectors of the top plate of a guitar. The results
compare well with measured eigenmodes. This is a first step in direction of a complete 3d model of resonances
of an instrument. 
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Moreover, we developed and/or investigated the following methods: 

M1 Fast solvers for large systems of equations: Parallel adaptive multigrid methods, algebraic multigrid, frequency fil-
tering, adaptive filtering, filtering algebraic multigrid, homogenisation multigrid, coarse-graining multigrid, inter-
face reduction, domain decomposition.

The development of fast solvers for large systems of equations is the core project from which all the other pro-
jects arose. Starting with robust multi-grid methods for systems of pde, we now develop a lot of different meth-
ods. A major focus is algebraic multigrid (AMG) methods and their connection to homogenisation. Here, we de-
veloped filtering algebraic multigrid (FAMG), a novel approach to constructing multigrid methods directly from
the matrix, without knowledge of the pde. Several other new methods from this field have been developed, like
automatic coarsening (AC), Schur-complement multigrid (SCMG) and coarse-graining multigrid (CNMG). This is
strongly linked with the development of filtering methods. Starting in 1990 with frequency-filtering
decompositions, we continued the development of filters as linear solvers. The FAMG ansatz and its parallel
version are suited to solving general systems of equations. In the framework of transforming iterations, which we
developed years ago, these methods are available for systems of pde. 

M2 Multiscale modelling and numerics: Linking homogenisation with numerical multiscale methods, like multigrid
solvers, fast computation of effective models and their parameters. Based on the “coarse-graining” approach of
S. Attinger, Jena, we developed a new coarse-graining multigrid method, with a nice performance for heteroge-
neous problems.  

M3 Discretisation: Finite volume methods of arbitrary order, modified method of characteristics (MMoC), discon-
tinuous Galerkin methods, Whitney elements, sparse grids, higher order sparse grid methods.

Several discretisation methods have been developed. In particular, methods for the discretisation of advection
terms have been investigated, like a novel modified method of characteristics. For stiff problems in time, caused
by linear reaction terms (radioactive decay), we developed a special technique for incorporating exact solutions
via a Laplace transformation and operator splitting (A5.3). We were also able to establish new sharp error
estimates for sparse grids in arbitrary dimensions. This analysis made it possible to generate an extrapolation
scheme yielding higher-order approximations with sparse grids (cf. A3). In M2 we describe a new technique to
develop finite volume methods of arbitrary order. 

M4 Level set methods for free surfaces. 

M5 Inverse Modelling and Optimisation: Optimisation multigrid, SQP multigrid, reduced SQP methods.
As early as 1996, we introduced a new multigrid optimisation scheme for optimisation with pdes. Applying a
multigrid method directly to the Kuhn-Tucker system corresponding to the optimisation problem, we were able
to derive a SQP-type multigrid method (SQP-MG). In the case of a large parameter space, coarse gridding in
parameter space is introduced, too. This new approach generates a family of algorithms and allows teh solution
of inverse problems in about 3-5 forward solves. We applied it to various kinds of typical optimisation problems,
such as inverse modelling and parameter estimation, geometry and topology optimisation and optimal
experiment design. The research was conducted by Volker Schulz, who now has the chair for Scientific
Computing at the University of Trier. He is continuing this research there.

M6 Numerical methods for high-dimensional problems: We introduced special dimensional reduction algorithms
and sparse grid in order to be able to go beyond d=3, the typical limit of standard grid methods. The methods
were used in financial mathematics (A3) and in population dynamics (A4).

M7 Integro-differential equations: Panel clustering for population balances (see also A4).

M8 Grid generation: Generating combined hexahedral/tetrahedral grids for domains with thin layers (cf. T7).

M9 Image processing: Non-linear anisotropic filtering, segmentation, reconstruction (cf. A2).

M10 Numeric Geometry and Visualisation: Parallel internet based ray tracing. (cf. A10)
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Another important issue is the development of software tools: 

T1 Simulation system ⋲: With the simulation system ⋲ we have created a general platform for the numerical
solution of partial differential equations in two and three space dimensions on serial and on parallel computers.
⋲ supports distributed unstructured grids, adaptive grid refinement, derefinement/coarsening, dynamic load
balancing, mapping, load migration, robust parallel multigrid methods, various discretisations, parallel I/O, and
parallel visualisation of 3D grids and fields. The handling of complex three-dimensional geometries is made pos-
sible by geometry and grid generation using special interfaces and integrated CAD preprocessors. This software
package has been extensively developed in the last four years and has received two awards in this period: in
1999 at SIAM Parallel Processing, San Antonio, Texas, and the HLRS Golden spike award 2001. Based on this plat-
form, simulation tools for various problems from bioscience, environmental science and CFD are being
developed. ⋲ is widely distributed around the world; more than 350 groups use it under license.

T2 d3f: The simulation tool d3f allows the computation of density-driven groundwater flow in the presence of strong
density variations, e.g. around salt domes. This unique software allows a solution of the full equations in realistic
geometries for the first time.

T3 r3t: In cooperation with the GRS Braunschweig, scientists from the universities of Freiburg and Bonn, and the
ETH Zürich, a special software package r3t based on ⋲ was developed. This novel software tool allows the
simulation of the transport and retention of radioactive contaminants (up to 160 radionuclides) in large complex
three-dimensional model areas. 

T4 VRL is a flexible library for automatic and interactive object visualisation on the Java platform. It provides a visual
programming interface including meta programming support and tools for real-time 3D graphic visualisation.

T5 SG: As a counterpart to ⋲, we developed the library SG (structured grids). It makes use of all structures
known in logically rectangular grids. Currently, we use it in image processing and computational finance pro-
jects. In the future, we will couple it with ⋲.

T6 ARTE, TKD_Modeller: We developed two grid generators for the treatment of highly anisotropic structures.
ARTE generates tetrahedral meshes including prisms in thin layers, TKD_Modeller generates hexahedral meshes
for mainly plane parallel domains.

T7 NeuRA: In co-operation with B. Sakmann (MPI), we developed the “Neuron Reconstruction Algorithm” (NeuRA).
It allows the automatic reconstruction of neuron geometries from confocal microscopic data using a specially ad-
justed blend of non-linear anisotropic filtering, segmentation and reconstruction.

T8 NeuGen: A tool for the generation of large interconnected networks of neurons with detailed structure. 

T9 NeuTria: A tool for generating three dimensional surfaces for NeuGen objects. 

The research is performed in various projects funded by the state of Baden-Württemberg, the Bundesministerium für
Bildung und Forschung (BMBF), the “Deutsche Forschungsgemeinschaft” DFG, such as 1 Cluster of Excellence
(Cellnetworks), 2 SFBs and priority research programs, the EC and in co-operation with industry. Most projects bridge
several of the topics mentioned above. From 2003 to 2009, we acquired more than 5 Mio. EUR grant money.

As early as 1999, we built up our own Fast Ethernet-based, 80-node Beowulf cluster, each with single Pentium II 400
MHz processors and 512 Mbytes memory. Procedures for installing, maintaining and running the cluster have been de-
veloped, based on our specific needs and on a low cost basis. This was the prototype which made the nowadays
common development of compute clusters from off-the-shelf components possible. Computations with up to 108

unknowns have shown significant efficiencies of around 90% on 2000 CPUs.
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Theses
Bachelor Theses

1. Handel, Stefan (2005). SurfaceMerge - Ein Postprozessor für die Geometrie- und Gitterdateien zum Simulations-
system UG.

2. Lenz, Herbert (2008). Weiterentwicklung des Verdichtungsvisualisierungssystems VVS für den Einsatz in der Pra-
xis.

3. Wolf, Sergej (2007). Implementierung eines effizienten Parameter-Vererbungsalgorithmus zur Konfiguration des
Softwarepakets NeuGen.

Master Theses

1. Föhner, Michaela (2008). Geometry Visualization & Modification Toolkit (GVMT), ein Werkzeug zur Ein-/Ausga-
be und Modifikation von UG-Geometrien und UG-Gittern mit der 3D-Grafiksoftware Blender.

2. Giden, Burcu (2009). Process Evaluation Framework.
3. Handel, Stefan (2007). Simulation des Einlagerungsprozesses in Horizontalsilos.
4. Lücke, Monika (2010). Simulation von Auftriebsströmungen in der polaren Grenzschicht.

Diploma Theses

1. Avcu, Yasar (2009). Parallelisierung von Gitteralgorithmen.
2. Gründl, Christian (2006). Berechnung des ökonomischen Kapitals eines  Kreditportfolios mit Hilfe partieller

Differentialgleichungen.
3. Heinze, Simon (2009). Numerische Berechnung einer hochdimensionalen parabolischen Gleichung aus der Fi-

nanzmathematik.
4. Heumann, Holger (2006). Eine Metrik zur Klassifizierung von Neuronen.
5. Hoffer, Michael (2009). Methoden zur visuellen Programmierung.
6. Jungblut, Daniel (2007). Trägheitsbasiertes Filtern mikroskopischer Messdaten unter Verwendung moderner

Grafikhardware.
7. Kleiser, Matthias (2006). Reduktion Finite Volumen diskretisierter Navier-Stokes Gleichungssysteme auf winkel-

periodischen Rechengebieten.
8. Kolozis, Elena Gianna (2009). 2D-Modellierung eines synaptischen Spaltes.
9. Lemke, Babett (2008). Merkmale dreidimensionaler Objektwahrnehmung - Eine mathematische Beschreibung.
10. Lux, Hanni (2006). Numerical Simulations of Spherically Symmetric Einstein-Yang-Mills-Systems on a de Sitter

Manifold.
11. Muha, Ivo (2008). Coarse Graining auf beliebigen Gitterhierarchien.
12. Nägel, Arne (2005). Filternde Algebraische Mehrgitterverfahren.
13. Otto, Corinna (2009). Modellierung der Befüllungsdynamik präsynaptischer Vesikel in einer GABAergen

Synapse.
14. Popovic, Dan (2007). Upscaling für die zeitharmonischen Maxwellschen Gleichungen für magnetische Materia-

len.
15. Queisser, Gillian (2006). Rekonstruktion und Vermessung der Geometrie von Neuronen-Zellkernen.
16. Reiter, Sebastian (2008). Glatte Randapproximation in hierarchischen Gittern.
17. Rupp, Martin (2009). Berechnung der Resonanzschwingungen einer Gitarrendecke.
18. Schoch, Stefan (2008). Numerical Modeling Studies of Condensed-Phase High Energy Explosives.
19. Schröder, Philipp (2008). Dimensionsreduktion eines hochdimensionalen Diffusionsproblems - Physikalische

Prozesse im Finanzbereich.
20. Stichel, Sabine (2008). Numerisches Coarse Graining in UG.
21. Urbahn, Ulrich (2008). Entwicklung eines Ratingverfahrens für Versicherungen.
22. Vogel, Andreas (2008). Ein Finite-Volumen-Verfahren höherer Ordnung mit Anwendung in der Biophysik.
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23. Voßen, Christine (2006). Passive Signalleitung in Nervenzellen.
24. Wahner, Ralf (2005).  Complex Layered Domain Modeller - Ein 3D Gitter- und Geometriegenerator für das Nu-

meriksimulationssystem UG.
25. Wehner, Christian (2007). Numerische Verfahren für Transportgleichungen unter Verwendung von Level-Set-

Verfahren.
26. Wanner, Alexander (2007). Ein effizientes Verfahren zur Berechnung der Potentiale in kortikalen neuronalen Ko-

lumnen.
27. Xylouris, Konstantinos (2008). Signalverarbeitung in Neuronen.

PhD Theses

1. Feuchter, Dirk (2008). Geometrie- und Gittererzeugung für anisotrope Schichtengebiete.
2. Hauser, Andreas (2009). Large Eddy Simulation auf uniform und adaptiv verfeinerten Gittern.
3. Jungblut, Daniel (2010). Rekonstruktion von Oberflächenmorphologien und Merkmalskeletten aus dreidimensi-

onalen Daten unter Verwendung hochparalleler Rechnerarchitekturen.
4. Kicherer, Walter (2007). Objektorientierte Programmierung in der Schule.
5 Lampe, Michael (2006). Parallele Visualisierung – Ein Vergleich.
6. Nägel, Arne (2009). Schnelle Löser für große Gleichungssysteme mit Anwendungen in der Biophysik und den

Lebenswissenschaften.
7. Queisser, Gillian (2008). The Influence of the Morphology of Nuclei from Hippocampal Neurons on Signal Pro-

cessing in Nuclei.

Awards
• 1st price of the doIT-Software-Award, 2005
• Poster award at OEESC 2007

Academic Offers to G-CSC(SiM)/SiT Members

• Wittum, Gabriel, FU Berlin, 2005 (W3)
• Johannsen, Klaus, German University Kairo, 2006 (Full Professorship)
• Johannsen, Klaus, Universitetet i Bergen, 2006 
• Wittum, Gabriel, U Paderborn 2006 (W3)
• Wittum, Gabriel, U Laramie 2007 (Distinguished Professorship)
• Wittum, Gabriel, U Frankfurt 2007
• Queisser, Gillian, U Frankfurt 2009
• Reichenberger, Volker, European Business School, Reutlingen, 2010

Selected Co-operations
Many projects have been conducted in co-operation with other colleagues from many different disciplines. The level of
collaboration varies, depending on the subject and aim of the project. We received a lot of advice, support, and direct
co-operation from colleagues from many different disciplines. Otherwise, this interdisciplinary research would not have
been possible. We are grateful to all of these colleagues. A selection of the major partners is given below.
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National
S. Attinger (UFZ, Leipzig), H. Bading (Uni Heidelberg), A. Draguhn, (Uni Heidelberg), E.-D. Gilles (MPI Magdeburg), W.
Hackbusch (MPI Leipzig), M. Hampe (TU Darmstadt), R. Helmig (Uni Stuttgart), R.H.W. Hoppe (Uni Augsburg, Univer-
sity of Houston), W. Juling, (U Karlsruhe), B. Khoromskij (MPI Leipzig), R. Kornhuber (FU Berlin), D. Kröner (Uni
Freiburg), H. Monyer (Uni Heidelberg), C.-D. Munz (Uni Stuttgart), A. Reuter (EML Heidelberg), M. Resch (Uni Stutt-
gart), W. Rodi (Uni Karlsruhe), H. Ruder (Uni Tübingen), M. Rumpf (Uni Bonn), V. Schulz (Uni Trier), C. Schuster (Uni
Heidelberg), D. Thevenin (Uni Magdeburg), Ch. Wieners (Uni Karlsruhe)

International
R. Jeltsch (ETH Zürich), W. Kinzelbach (ETH Zürich), S. Sauter (Uni Zürich), U. Langer (Uni Linz), S. Candel (EC Paris),
S. Zaleski (Univ. Paris VI), I. Guinzbourg  (Cemagref), P. Wesseling (TU Delft), C. Oosterlee (CWI Amsterdam), A.
Buzdin (Uni Kaliningrad), R.E. Bank (UCSD), R. E. Ewing (Texas A&M University), R. Falgout (Lawrence Livermore Na-
tional Laboratory), T. Hou (CalTech), R. Lazarov (Texas A&M University), A. Schatz (Cornell), H. Simon (NERSC, Berke-
ley), A. Tompson (Lawrence Livermore National Laboratory), R. Traub (IBM), M. Wheeler (University of Texas at
Austin), J. Xu (Penn State)

Industry Co-operations
ABB (Ladenburg), BASF AG (Ludwigshafen), Commerzbank AG (Frankfurt am Main), Deutsche Bank (AG) (Frankfurt a.
Main), Dresdner Bank AG (Frankfurt a. Main), Fa. Braun GmbH (Friedrichshafen), Fa. Burgmann (Wolfratshausen), Ge-
sellschaft für Reaktorsicherheit mbH (Braunschweig), Fa. Leica-Microsystems Heidelberg GmbH (Mannheim), Stein-
beis-Stiftung für Wirtschaftsförderung (Stuttgart), Roche Diagnostics (Mannheim), AEA (Holzkirchen), IBL (Heidel-
berg), CETIAT (Orsay), IRL (Christchurch, NZ), Schott (Mainz), Porsche (Stuttgart).

Spin-off Companies
A total of 3 spin-off companies have been founded in the last five years.

• Protos GmbH,München, Embedded Software Tools, www.protos.de. Founders: Klaus Birken, Henrik Rentz-Rei-
chert.

• Dr. Wolfgang Hoffmann, Keramische Berechnungen, Stuttgart.
• Dr.-Ing. W. Schäfer Grundwasserberechnung, Wiesloch, www.schaefer-gwm.de. Founder: Wolfgang Schäfer.

Conferences, Workshops and Seminars
Simulation and Modelling organises several conferences, seminars and workshops each year to promote research and
exchange on various topics in Computational Science. In recent years, the following events have been organised.

• Modelling Barrier Membranes, Frankfurt, 22-24 February 2011
• Competence in High Performance Computing, Schwetzingen, 22-24 June 2010
• SIAM Conference on Computational Issues in the Geosciences, Leipzig, June 2009
• Detailed Modeling and Simulation of Signaling in Neurons, Frankfurt, May 2009
• International Symposium on Scientific Computing, Leipzig, December 2008
• European Multgrid Conference, Bad Herrenalb, October 2008
• Schnelle Löser für partielle Differentialgleichungen, Oberwolfach, June 2008
• Numerics of Finance, Frankfurt, 5-6 November 2007
• Data Driven Modelling and Simulation in Neurosciences, Hohenwart, 14-17 May 2007
• Schnelle Löser für partielle Differentialgleichungen, Oberwolfach, June 2005
• Data Driven Modelling and Simulation in Neurosciences, Hohenwart, 8-11 May 2005
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The Interdisciplinary Research Group Computational Finance (CoFi)
Computational finance is a newly developing branch of numerical mathematics and scientific computing, which is
concerned with deevlopment, analysis and implementation of computational problems which arise in the banking, fi-
nance and insurance industries. 

The recent appointment of Prof. Dr. Thomas Gerstner to a professorship in computational finance in the Institute of
Mathematics at the Goethe University is a unique event in Germany, indeed the first professorship of its kind in a
university in Germany. 

The appointment of Prof. Gerstner and the concentration of the banking industry in Frankfurt am Main has motivated
the establishment of the “Interdisciplinary Research Group in Computational Finance” in the Goethe Centre of Scienti-
fic Computing of the the Goethe University in Frankfurt am Main under the leadership of Prof. Dr. Peter Kloeden. It will
bring together researchers from different departments of the university and banks who are active contributors to the
field of computational finance. 

The group will have close links with the House of Finance on the Goethe University. 

A regular Computational Finance Colloquium is planned and will take place in the House of Finance.

Members: 
Prof. Dr. Thomas Gerstner (Mathematics), Prof. Dr. Peter Kloeden (head, Mathematics), Prof. Dr. Holger Kraft
(House of Finance), Dr. Stanley Mathew (Mathematics), Dr. Carlos Sanz Chacón (Mathematics & G-CSC), PD Dr.
Christian Wagner (Commerzbank, G-CSC), Prof. Dr. Gabriel Wittum (Computer Science, G-CSC)

Projects:
CF1: Asset Management in Insurance
CF2: Valuation of Performance Dependent Options
CF3, A3.1: The Numerical Pricing of Options with Many Risk Factors
CF4, A3.2: Credit Risk Estimation
CF5, A3.3: Portfolio Optimisation 
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A1: Modelling Barrier Membranes
Arne Nägel, Dirk Feuchter, Michael Heisig, Christine Wagner, Gabriel Wittum

The investigation of barrier membranes is important in various fields of engineering and life sciences. For many in-
dustrial applications, notably in food packaging, coatings and chemical separations, the study of chemical diffusion
and transport of substances is of great significance. Closely linked transport through biological barrier membranes
plays a vital role in pharmaceutical research and development. This is true not only for clinical studies where drugs

are applied in different epithelia barrier membranes (e.g., intes-
tine, lung, blood-brain barrier, skin) but also for the risk assess-
ment of substances in various exposure scenarios. Until now in-
vitro test systems are used to give some information about the
in-vivo situation and replace animal experiments. In order to in-
crease capacity, speed, and cost-effectiveness of such studies
significantly, in-silico test systems with an adequate predictive
power have to be developed. As an archetypical example of a bi-
ological barrier membrane we have investigated the diffusion of
drugs through skin by numerical simulation.

The barrier function of mammalian skin is primarily located in
the outermost epidermal layer, the stratum corneum (SC). This
morphological unit consists of dead, flattened, keratinised cells,
the corneocytes, which are embedded in a contiguous layer of
lipid (Figure 1). Investigations of the stratum corneum are ham-
pered by enormous difficulties regarding equipment and experi-
ments. This is the reason, why the physical properties of this
skin layer have hitherto been grasped insufficiently. The numeri-
cal simulation of drug diffusion through the stratum corneum
contributes to understanding of the permeation process.

In a simulation with high resolution of geometric details, the
mathematical challenge first of all comes from the complicated
structure. This leads to a large number of degrees of freedom.

Secondly the associated bio-physical properties induce discontinuities which makes the use of robust multigrid me-
thods mandatory.

This project began with the development of a two-dimensional model for the diffusion of xenobiotics through the
human stratum corneum (Lieckfeldt et al. 1993; Heisig et al. 1996). In this model, we showed that, in addition to the
commonly cited lipid multilamellar
pathway, intracorneocyte diffusion
must exist to match the experimental
data. Ten years later this was confir-
med experimentally using dual-chan-
nel high-speed two-photon fluo-
rescence microscopy (Yu et al. 2003).
Since these first steps, the model has
been refined in various aspects: 

In cooperation with researchers from
the Saarland University the develop-
ment of a virtual skin model has been
addressed. In this context the geome-
try has been extended by an additional

Figure 1. Micrographs of cross-sections of mouse
skin (6) and mouse stratum corneum (7,8) (from
Menton, 1976)
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Figure 2. 2D model of the stratum corneum and deeper skin layers (from
Naegel et al. 2008)
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compartment for the deeper skin layers (DSL).  An il-
lustration is shown in Figure 2. All phases are modelled
with homogeneous diffusivity. Lipid-donor and
SC–DSL partition coefficients are determined experi-
mentally, while corneocyte–lipid and DSL–lipid partiti-
on coefficients are derived consistently with the mo-
del. Together with experimentally determined appa-
rent lipid- and DSL-diffusion coefficients, these data
serve as direct input for computational modelling of
drug transport through the skin. The apparent corne-
ocyte diffusivity is estimated based on an approximati-

on, which uses the apparent SC- and lipid-diffusi-
on coefficients as well as corneocyte–lipid partiti-
on coefficients. The quality of the model is evalu-
ated by a comparison of concentration–SC-
depth-profiles of the experiment with those of
the simulation. For two representative test
compounds, flufenamic acid (lipophilic) and
caffeine (hydrophilic) good agreements between
experiment and simulation are obtained (Hansen

et al. 2008; Naegel et al. 2008; Nägel 2009c) which is shown for caffeine in Figure 3. Moreover the results provided
hints, that additional processes, such as keratine binding, were also important to consider. The role of this parti-
cular effect was then studied numerically, before an appropriate experimental design was developed (Hansen et
al. 2009).

With respect to geometry, several cellular models in both two and three space dimensions are supported now.
The most elaborate and most flexible cell model is based on Kelvin's tetrakaidekahedron (TKD). This 14-faced struc-
ture features a realistic structure and surface-to-volume ratio and may therefore serve as a general building block for
cellular membranes (Feuchter et al. 2006; Feuchter 2008). An example for a stratum corneum membrane consisting
of ten cell layers is shown in Figure 4. Simpler models are based, e.g., on cuboids (Wagner 2008). In Figures 5 and 6
time-dependent concentration profiles within tetrakaidekahedral and cuboidal model membranes are shown.

The barrier property of a membrane is described by two parameters: the permeability and the lag time. Using nume-
rical simulation the influence of the cell geometry on the permeability and lag time of two- and three-dimensional
membranes has been studied (Naegel et al. 2009a; Nägel 2009c). In Figure 7, the relative permeabilities of three
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Figure 3. Concentration-depth-profile for caffeine (from
Naegel et al. 2008)

Figure 4. Tetrakaidekahedral
model stratum corneum
(cross section)

Figure 6. Evolution of concentration in cuboid 3D model (from Wagner 2008)

Figure 5. Evolution of concentration in tetrakaidekahedral model stratum corneum (from Nägel et al. 2006).
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different geometries, i.e., ribbon (2D), cuboid (3D) and tetrakaidekahedron (3D) are shown as a function of a nor-
malised corneocyte diffusivity. Similarly, the influence of the horizontal cell overlap is shown in Figure 8. As one can
observe for small overlap the TKD model is comparable to the cuboid model, but for increasing overlap it approa-
ches the irrealistic 2D brick-and-mortar model, which has a very good barrier function. Hence it can be seen that in
3D the TKD geometry provides a more efficient barrier than the cuboid geometry. The results confirm that tetrakai-
dekahedral cells with an almost optimal surface-to-volume ratio provide a barrier membrane, in which a minimal
amount of mass is used in a very efficient manner.

The results are also closely linked to homogenisation theory (Muha et al. 2011).

In transdermal therapeutic systems (TTS), substances are often presented to skin in small volumes of solution per
area of exposure and various exposure times. In these situations, the amount of skin absorption will be less than
would be calculated using a model for infinite dose exposures. Therefore, an extended model is needed to account
for the limited capacity of the small vehicle volume and limited exposure time to apply drugs to the skin. This has
been accomplished with a non-steady-state model of skin penetration under finite dose conditions (Naegel et al.
2009b).

The model allows to compute the mass distribution over time in the vehicle, SC, corneocytes, lipids, and DSL, cf. Fi-
gure 9. For the purpose of validation, the simulations are compared to an experimental reference. As it is shown in
Figure 10, the simulation reproduces the experimental results of mass distribution in vehicle and SC for all incubati-
on times. The experimentally measured amounts in the DSL, however, are slightly underestimated by simulation.

All methods and tools for this research are implemented as a module within the UG framework. The mechanisms in-
clude, e.g., adsorption, metabolic activity and co-permeation of substances (Nägel 2009c). For skin penetration ex-
periments, both finite and infinite dose formulations are supported. By continuing research and extending the
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Figure 10. Relative mass fraction of FFA in vehicle, SC, and
DSL for  t =1,2,6h (from Naegel et al. 2009b)
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existing models, we expect that, once again, computer simulation is going to play a key role in understanding, which
factors determine the behaviour of biological and artificially designed membranes.
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A2.1, M8, T6: NeuRA: The Neuron Reconstruction Algorithm 
Philip Broser, Alexander Heusel, Daniel Jungblut, Gillian Queisser, Sebastian Reiter, Roland Schulte, Christine Vo-
ßen, Gabriel Wittum

In recent years, novel microscopy methods have been developed allowing for a never imagined precision in detec-
tion of microstructure of the brain. Confocal and multi-photon microscopy have become a principal technique for
high-resolution fluorescence imaging in biological tissues because it provides intrinsic optical sectioning and excep-
tional depth penetration. Thus, 3D fluorescence images of neurons including their entire dendritic morphology can
be obtained within their native environment. To use this new knowledge in modeling, novel algorithms for
extracting morphology information are necessary.

Automatic reconstruction allows the fast, high-throughput determination of characteristic anatomical features, for
instance the dendritic branching pattern of neuronal cells, unlike standard manual reconstruction techniques, which
are time-consuming and highly dependent on the experience of the anatomist. In vitro methods also suffer from
scaling problems due to shrinkage in fixed tissue. Automatic reconstruction will help to establish large databases of
neuronal morphologies for modelling of cellular and network signal processing.

In order to address this issue, we designed a software tool NeuRA, which allows the automatic reconstruction of
neuronal morphology (Broser et al. 2004, Queisser et al. 2008). To accomplish the task of automatic reconstruction,
NeuRA provides the four main components:

1. Inertia based filter for the native image data
2. Segmentation of the data
3. Reconstruction of the branching pattern
4. Export of the data in common file format.

In practice, the signal-to-noise ratio in such data can be low, especially when dendrites in deeper layers of the cortex
are imaged in vivo. Typically, discontinuities in the fluorescence signal from thin dendrites are encountered, as well
as a noisy fluorescence background not originating from the labelled neuron, and the combination of these
difficulties strongly requires a suitable pre-processing of the data before reconstruction.

To address the problem of noise, we use a novel inertia-based filter for 3D volume data which enhances the signal-
to-noise ratio while conserving the original dimensions of the structural elements and closing gaps in the structure
(Broser et al 2004, Queisser et al. 2008). The key idea is to use structural information in the original image data - the
local moments of inertia - to control the strength and direction of diffusion filtering locally. In the case of a dendrite,
which can be locally approximated as a one-dimensional tube, diffusion filtering is effectively applied only parallel to
the axis of the tube, but not perpendicular to it. Thus, noise is averaged out along the local axis of the dendrite, but
dendritic diameters are not affected.

The second release of NeuRA, NeuRA 2, supports multiple GPUs. Since 2-photon and confocal microscopy signifi-
cantly improved within the last years, three dimensional microscope images of neuron cells with a resolution of
2048x2048x400 are available now. To process these large data, NeuRA 2 uses the massively parallel architecture of
state-of-the-art graphic processing units (GPUs) and is able to distribute the data among multiple GPUs at single
computers or computer clusters, allowing to process images of a size of up to several GBytes in a few minutes. To
accomplish the four substeps above, in NeuRA 2 additional algorithms have been incorporated to give the user more
possiblities. In particular, a multi-scale enhancement filter has been implemented. 

The object-oriented software design of NeuRA 2 strictly encapsulates data access, data processing and workflow con-
trol, allowing the fast processing of large images as well as the easy extension with other image processing opera-
tors. NeuRA 2 automatically checks the available GPUs and divides the input image in suitable overlapping sub-
images of a size suited for the single GPUs. Linear interpolation in the overlap regions, when reassembling the single
subimages, guarantee continuous output images. The NeuRA 2 user interface allows a comfortable reconstruction of
the data, including a preview mode to adapt the parameters of the image processing operators on the fly.
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Using general noice reduction and segmentation methods rather than model-based techniques, NeuRA 2 is not limi-
ted to reconstruct neuron cells (Figure 1). It can also be used to generate surface meshes from archaeological (Figu-
re 5; Jungblut et al. 2009b) or medical computer tomography images (Figure 6), as well as nuclei (Queisser et al.
2008) or other neurobiological microscopy images, like presynaptic boutons (Figure 2) or dendrite segments with
spines (Figure 3).
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Figure 5. Reconstruction of a ceramic vase Figure 6. Reconstruction of a cervical spine

Figure 1. Reconstruction of a neuron
cell (data from Jakob v. Engelhardt,
Hannah Monyer)

Figure 2. Presynaptic bouton  Figure
(data from Daniel Bucher, Christoph
Schuster)  

Figure 3. Dendrite segment with spines
(data from Andreas Vlachos, Thomas
Deller)



A2.2: Modelling the Nuclear Calcium Code
Gillian Queisser, Gabriel Wittum

Calcium regulates virtually all cellular responses in the mammalian brain. Many biochemical processes in the cell
involved in learning, memory formation as well as cell survival and death, are regulated by calcium (Bading 2000,
Milner 1998, West 2002). Especially when investigating neurodegenerative deseases like Alzheimer‘s or Parkinson‘s
disease the calcium code plays a central role. Signalling from synapses to nucleus through calcium waves and the
subsequent relay of information to the nucleus that activates transcriptional events was of special interest in a
project together with the Bading lab at the IZN in Heidelberg. 

Electron microscopy studies in hippocampal rat tissue carried out at the lab revealed novel features of the nuclear
membrane morphology (Wittmann et al., 2009). While current text book depictions show the nucleus to have a
spherical form, these electron micrographs showed infolded membrane formations of both nuclear membranes (Fi-
gure 1, left).

To assess the realistic morphologies of hippocampal nuclei and to investigate the influence of the diverse structures
on nuclear calcium signalling, we used NeuRA (Queisser et al. 2008) to reconstruct the nuclear membrane surface
from confocal microscopy recordings (Figure 1, right). As a first result one could ascertain, that the hippocampal
area contains a large quantity of highly infolded nuclei, where the nuclear envelope divides nuclei into
microdomains. Furthermore, measuring surface and volume of infolded and spherical nuclei showed that all nuclei
are nearly equal in their volume but infolded nuclei have an approx. 20% larger surface than spherical ones
(Wittmann et al., 2009). This surface increase is proportional to the increase in nuclear pore complexes (NPCs) on
the membrane through which cytosol can freely diffuse into the nucleus. This observation, and the visible comparti-
mentalisation of nuclei led us to investigate the morphological effect on nuclear calcium signalling.

Therefore we developed a mathematical model describing calcium diffusion in the nucleus, calcium entry through
NPCs including the realistic 3-d morphology. The discrete representation of the PDE-based biophysical model is
solved using the simulation platform uG. Information stored in calcium signals is mainly coded in amplitude and
frequency. We therefore investigated these parameters w. r. t. various nuclear morphologies. Figure 2 shows the
differences in calcium amplitude within single nuclei, w. r. t. compartment size. Due to changes in the number of
NPCs and differences in diffusion distances, small compartments elicit higher calcium amplitudes than large
compartments. This can have a substantial impact on the biochemical events downstream of calcium and therefore
affect gene transcription in the cell. Furthermore, infolded nuclei show visible differences in resolving high
frequency calcium signals compared to spherical nuclei and large compartments respectively. 
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Figure 1. Left: Electron microscopy slices through various hippocampal nuclei (a,b,d,e). The micrographs show infolded
envelope formations of both nuclear membranes (c). As seen in f, the infoldings contain nuclear pore complexes as entry
points for cytosolic calcium. Right: Confocal slices of two different nuclei (A). This data is used to reconstruct nuclei in 3-
d (B). The 3-d reconstructions show the formations of nuclei ranging from highly infolded to nearly spherical. 



Figure 3 shows that given a 5 Hz stimulus to the cell,
small compartments are more adept at resolving this
frequency than large compartments. We therefore
ascertain, that hippocampal neurons fall into categories
of “frequency resolvers” and “frequency integrators”
(see ExtraView Queisser et al. for more detail). The
 effects of nuclear morphology on amplitude and
frequency seen in simulations, were then verified in
experimental settings (see Figures 3 & 4). In an attempt
to evaluate the effect of these changes in the nuclear
calcium on events closely related to transcription, the
phosphorylation degree of the protein histone h3,
involved in gene transcription and chromosomal reor-
ganisation, was related to the degree of nuclear
infolding. As a result, experiments show, that with
increasing degree of nuclear infolding the degree of
histone h3 phosphorylation increases as well (see Figu-
re 4). We could therefore show a novel feature of
nuclear calcium signalling. The structures of hip-
pocampal nuclei are highly dynamic and show nuclear
plasticity upon recurrent cellular activity. The capability
of a neuron to adapt its organelle‘s morphology adds an
extra layer of complexity to subcellular information
processing, and could therefore be necessary in higher
brain function. 
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Figure 2. Measuring the calcium signal in two unequal
nuclear compartments shows, that smaller compartments
elicit higher calcium amplitudes in model simulations (top)
and experimental calcium imaging (bottom). This shift in
amplitude can have effects on biochemical, transcription
related processes.

Figure 3. Stimulating an infolded nucleus (A, E, D) with
unequal sized compartments (B) shows, that smaller
compartments are more adept at resolving the high-
frequency signal (C, F). Both power plots in experiment (G, I)
and model (H) show a stronger 5 Hz resolution in the small
compartment.

Figure 4. Measurements of histone H3 phosphorylation in
respect to degree of nuclear infolding (ranging from weakly
to strongly infolded). Phosphorylation degree increases
proportionally with the degree of infolding.

Remark: All images are taken from Wittmann et al. 2009



A2.3: Electric Signalling in Neurons
Konstantinos Xylouris, Gabriel Wittum

The brain is a tremendously complex network of small entities called neurons. Thus, in order to understand how it
stores, processes, and creates new thoughts, it is crucial to figure out how these units do actually work. The neuron
builds up a potential difference over its membrane due to the surrounding ionic liquids. If this potential difference,
the membrane potential, changes from its resting value and exceeds a certain threshold, this locally created excite-
ment, the action potential, starts travelling throughout the neuron. Now, there are different influences which play an
important role in the generation, travelling and form of these action potentials. One very vital leverage is the mor-
phology. Others are the channel distributions on the membrane and the intracellular and extracellular potential.
Furthermore, the modelling of the extracellular potential can provide an essential means to study the activity of a li-
ving brain.

In order to capture all of these factors, we generalised the three-dimensional passive model from (Voßen et al. 2006)
to an active one by incorporating the Hodgkin-Huxley dynamics (Hodgkin and Huxley 1952).

So far, compartment models have been developed based on one-dimensional cable equations (Rall 1962) which take
into account some morphological features with the help of parameters like the radius or length of a specific neuro-
nal part. Nevertheless, one unrealistic assumption of this model is that the extracellular potential is zero. In order to
overcome this characteristic Gold et al. (2006) suggested to couple the cable equation with a three-dimensional po-
tential model.

Here, we follow a new approach, with which the extracellular potential and the membrane potential can be simula-
ted at once, taking into account the full morphology of a neuron.

The model is based on the first principle of the balance law of charges. Because there are no free charges in the in-
tracellular and extracellular space, the potential obeys the Laplace equation in these spaces. Across the membrane,
however, there are two membrane fluxes, the capacitory and Hodgkin-Huxley flux, which are balanced with fluxes
arriving at and departing from the membrane (Figure 1): 
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Figure 2. 3D-Model equations to be solved

Figure 1. Pattern on which the model is derived

All in all, we come up with five non linearily coupled integro-dif-
ferential equations (Figure 2), which are discretised with finite
volumes in the space and implicit methods in the time. The ari-
sing linear system of equations has been implemented and sol-
ved using ⋲ (Bastian and Wittum 1993, Lang and Wittum
2005). On the basis of a reconstruced real neuron a computatio-
nal geometry could be retrieved. The simulation carried out on
this geometry is depicted in (Figure 3). Thereby a current was in-
jected leading to an action potential which travels throughout
the given structure.
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Figure 3. Spike propagation on a small part of a reconstructed real neuron



A2.4: Development and Functionality of Elementary Networks
Markus Knodel, Dan Bucher, Daniel Jungblut, Gillian Queisser, Christoph Schuster, Gabriel Wittum

An important challenge in neuroscience is understanding how networks of neurons are processing information. Sy-
napses are junctions between cells and thus play an essential role in cellular information processing, however, detai-
led quantitative and mathematical models of the underlying physiologic processes occuring at synaptic active zones
are lacking. We are developing mathematical models of synaptic vesicle dynamics at a well characterised model sy-
napse, the Drosophila larval neuromuscular junction (Kidokoro et al. 2004). The synapse's simplicity, accessibility to
various electrophysiological recording and imaging techniques, and the genetic malleability which is intrinsic to the
Drosophila system make it ideal for computational and mathematical studies. The Drosophila larva is shown in Figu-
re 1, starting from the larva itself, the opened version with the muscles, the stained nerve system up to the neu-
romuscular junction NMJ.

Once we consider the NMJ in detail, one finds that it consists of synaptic boutons of which each one harbours se-
veral synapses. The boutons are filled with vesicles containing neurotransmitter, in our case glutamate. The vesicles
of each bouton are shared by different synapses. When an action potential arrives at the synapse, the vesicles may
fuse with the membrane. Some synapses harbour a so-called T bar, others not. A reductionists scheme starting from
the bouton chain down to single boutons and finally synapses and vesicels is shown in Figure 2.

We have employed this approach and started by modelling single presynaptic boutons. Synaptic vesicles can be divi-
ded into different pools however a quantitative understanding of their dynamics at the Drosophila neuromuscular
junction is lacking (Rizzoli and Betz 2005). We performed biologically realistic simulations of high and low release
probability boutons (Lnenicka and Keshishian 2000) using partial differential equations (PDE) taking into account
not only the evolution in time but also the spatial structure in two and three space dimensions.
PDEs are solved using uG. Numerical calculations are done on parallel computers allowing for fast calculations using
different parameters in order to asess the biological feasibility of different models. In our simulations, we modeled
vesicle dynamics as a diffusion process (Yeung et al. 2007) describing exocytosis as discrete sinks at synaptic active
zones.

From confocal microscopy data we derived a three-dimensional model representation of different types of
presynaptic boutons, Fig. 3 on which we performed a broad range of in silico expermiments which were validated
and confirmed by in vivo studies (Knodel et al., submitted).  We varied parameters like bouton size, stimulation

NMJ 2 boutons  Scheme of bouton Synapses, T bar

Figure 2. A reductionist approach
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Larva Muscles Stained CNS Stained Neuromuscular Junction 

Figure 1. Larva, its muscles and the central nervous system, NMJ in another scale shown



frequency and vesicle release probability. From studying
the effects of these parameter sets, we  were able to see
that they act on diffierent time ranges within axonal
stimulation. The bouton size for example takes effect at
later periods of stimulation, while vesicle release
probabilty effects are only visible at the beginning of
stimulation. The model data predicts a configuration
consisting of small boutons with high release probability
and large boutons with low release probability (Figure 4).
This is, in fact, the experimentally observed structure of
the neuromuscular junction which can now be explained
by our model and in silico experiments.

The next step will consist of the calculation on reconstructed (using NeuRA) realistic geometries: a single bouton and
an entire neuromuscular junction, as shown in Figure 5.
Focussing on single bouton release sites  to investigate the above parameter "vesicle release probability" in more
detail we are modelling the effect of T-bars on calcium signals (Figure 6).
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Figure 3. From confocal imaging to 3d-modeling. Depicted in (a) is
an innervating axon with its characteristic boutons and active zones
(stained in green). A derived model geometry is shown in (b-d). In
silico experiments were performed for a broad range of bouton
configurations (e).

Figure 6. Calcium influx with
T bar and without

Figure 5. Reconstructed boutons and entire
innervating axon.

Figure 4. Response of realistic Is and Ib boutons
(a) showing the effect of bouton size and release
probability. Is boutons have a strong impact on
the signal at the beginning, where in later stages
the larger size of the Ib bouton takes control (see
functional transition at graph intersection). A ty-
pical in vivo native pattern evoked by a combina-
tion of Is (large peaks) and Ib boutons (low amp-
litude, high frequency train) is shown in (b). (c)
shows the simulation result of such a native pat-
tern.



A2.5: NeuArch, NeuClass: Neuron Data Management and Classification
Tools
Markus Dreier, Holger Heumann, Gillian Queisser, Gabriel Wittum

In the age of technological leaps in the neuroscientific world, a multitude of research areas, computational tools,
mathematical models and data-aquiring methods have emerged and are rapidly increasing. Not only is data mass
exploding, but also different data
types and research approaches
account for large diversification of
data and tools. At the G-CSC
ongoing research of an
interdisciplinary nature brought
about the need for organised and
automatic data & tool structuring.
Furthermore, we see a central data
& tools management as an optimal
means for scientific knowledge
exchange, especially in decentrali-
sed research projects.

Many databases have emerged in the field of neuroscience and computational neuroscience. Adding a G-CSC-based
Neuron Data & Tools Management, will provide a platform for in-house development and data aquisition for broad
use in the neuroscientific world.

The NeuArch database is developed with the established Ruby on Rails scripting language, a web application
framework language with which many large database interfaces are developed nowadays. Ruby on Rails is directly
tied into MySQL databasing.

The database has two main objectives. For one, it will offer public access to all data which the owners have agreed to
make public. Hence, it will offer a central way to offer and distribute data to the broader community. Special
attention is given to the way data is acquired, processed and stored, so that comparability of data is guaranteed.

Second, the database shall have structured layers of private and semi-private data access. That way, data can be
shared within single projects or groups, closed to the public. This will lighten the data exchange process in
interdisciplinary project work, which most of the time requires frequent exchange of large data. An Alert and
Information system layer will provide the database user with updates on project work and data, new publications
and general information.

Private and secured layers are furthermore a strong incentive for researchers to use the database and upload their
data. Not only is the researcher's workload minimised by automated data-storage but is their data accessible over
longer time-periods than in the common lab set-up (think of a PhD-student finishing his/her thesis, burning most of
his data on DVD and leaving for a new job).

The realisation of such a database with Ruby on Rails is a combination of pure programming and the use of various
and well tested plugins. The security of the database is an inevitable subject, which the programmer must face. The
Administrator needs to have an all-access account so he can handle database support. Project-specific accounts have
to be created with different user permissions. With this variety of access possibilities the database needs to be shiel-
ded against security risks, which are taken care of by the environment used. 
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Figure 1. Screenshot of the NeuArch interface



Various data types will be stored on the database. The necessary tools for working with the available data are either
downloadable via the mainpage of the database, or via links to the different sources. The Users can communicate
over scientific projects via database wikis and upload all their sources in short time, to receive quick feedback. The
database itself provides progress to the scientific projects, as it is reachable from all over the world and data can be
exchanged and discussed quickly.

In addition to the automatic reconstruction of neuron morphologies by NeuRA, a new tool has been developed for
the automatic classification of cells, NeuClass. This is a typical entry point of data into the database. Thus we
developed a new approach for the classification of neuron cells.

The shape of neuronal cells strongly resembles botanical trees or roots of plants. To analyse and compare these
complex three-dimensional structures it is important to develop suitable methods. In (Heumann and Wittum 2009)
we review the so called tree-edit-distance known from theoretical computer science and use this distance to define
dissimilarity measures for neuronal cells. This measure intrinsically respects the tree-shape. It compares only those
parts of two dendritic trees that have similar position in the whole tree. Therefore it can be interpreted as a
generalisation of methods using vector valued measures. Moreover, we show that our new measure, together with
cluster analysis, is a suitable method for analysing three-dimensional shape of hippocampal and cortical cells.

The corresponding tool NeuClass has been applied to many experimental data available. Figure 2 shows such a
classfication obtained by NeuClass.

The algorithm performed nicely. In spite of the fact that complexity of the tree-edit distance algorithm used is not
optimal, all the computations from (Heumann and Wittum 2009) were performed in at most a few minutes. On
larger datasets it may be useful to parallelise the algorithm which is straightforward. Besides complexity issues, it
should further be investigated using more cell datasets, what parameters should be used for characterisation of cells.  
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Figure 2. The tree-edit distance discriminates well between the different cell types



A2.6: NeuGen: A Tool for the Generation of Realistic Morphology of Corti-
cal Neurons  and Neural Networks in 3D
Jens Eberhard, Alexander Wanner, Sergei Wolf, Gillian Queisser, Gabriel Wittum

In the past decade, computer simulations of cellular behaviour of single neurons or small networks of neurons with
an accurate dendritic and axonal morphology have become increasingly common. The complex morphology of the
neurons is usually taken from experimental data resulting in anatomically precise compartmental models. The com-
plex geometric morphology is important for the understanding of the neuronal integration, see Schaefer et al.
(2003).

The reconstruction of anatomically precise compartmental models of neurons from experiments either manually or
automatically with the help of reconstruction software is rather tedious and time-consuming. Depending on dye and
recording technique such a reconstruction is only feasible for one or a few neurons at a time. Hence, a software pro-
gram that is able to generate three-dimensional (3D) synthetic neuron geometries and neural networks and which is
based on experimental findings is an invaluable tool.

We created the software package NeuGen (Eberhard et al. 2006) for the generation of realistic neurons and neural
networks in 3D. NeuGen provides an easy way to construct not only single cells but also complex networks with a
large number of neurons. The networks are interconnected by synapses. These synapses are created at axonal locati-
ons determined by a geometrical function of the distance to the dendrites of all other neurons.

NeuGen implements a straightforward algorithm which utilises forward stepping rules. Further each neuron type
builds an independent class in NeuGen. The algorithm directly maps anatomical fingerprints of the different neuron
types onto a coordinate-based description for the three-dimensional neuron geometry. Therefore NeuGen uses sta-
tistical distributions based on morphological parameters given by realistic data and some basic compartmental mo-
del elements.

NeuGen was originally intended to generate neural networks as cortical columns connecting layer 5 (L5) and layer 4
(L4) with layer 2/3 (L2/3) in the cortex; see figure 1 (middle) for the layers. It provides the generation of L2/3 pyra-
midal cells, L5 A and L5 B pyramidal cells, L4 star pyramidal cells, and L4 stellate neurons. The different cell types are
automatically located in their associated layers.

It uses parameter distributions derived from experimental anatomical data to construct synthetic neurons of diffe-
rent morphological classes. Within each class, the statistically constrained implementation of the algorithm produces
non-identical neurons. The generated cells resemble the morphological classes of real neurons from which the mor-
phological parameters were extracted. To illustrate the capabilities of NeuGen, Figures 2-3 show various results of
generated neurons and networks. A graphical user interface allows neuronal network generation without program-
ming. 

NeuGen can output ".hoc" format for compartmental simulation. The neuronal structures can be converted into
files for 3D surface generation with the software package NeuTria. NeuTria is a flexible tool for surface generation of
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Figure 1. Sketch of a neuron with soma, dendrites, and axon (left). Schematic representation of a cortical column with its
layers denoted by layer 1 (L1), layer 2/3 (L2/3), layer 4 (L4), layer 5 (L5), and layer 6 (L6), and its dimensions where l =
100µm (middle). Bounding boxes for the locations of the somata used by Neu-Gen for the generated cells. The boxes are
illustrated by the shaded areas within the cortical column (right).



realistic morphology of neurons and neuronal networks in three dimensions. This allows the implementation of
highly detailled biophysical models on realistically generated 3-d-morphologies.

Recently we have developed the deployment of detailed neuronal morphologies for the hippocampus (Wolf et al., in
preparation). The main cells of the rat hippocampus are CA1 pyramidal cells and a large set of interneurons (Figure
3). The experimental anatomical data of these morphological classes are available in morphology databases, e. g.
NeuroMorpho, Southampton Database, as well as in the existing literature or as specific experimental data. For a
broad use of NeuGen, not restricted to a specific brain region, we have re-written the code and created an evolvable
Network-Generator platform (Wolf et al., in preparation).

NeuGen can now read and visualise the data, which are in SWC, hoc, NeuroML any other common formats. It is ne-
cessary to extract the parameters like number of dendrites, diameters and branching angles to construct synthetic
neurons. The mass of data in a realistic model is time-consuming and requires computational effort. NeuGen uses ef-
ficient algorithms in order to reduce this computational effort.

NeuGen includes an own simulation package, called NeuSim (Wanner 2007). NeuSim simulates compartmental mo-
dels on geometries generated by NeuGen on massively parallel computers.  
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Figure 2. Four different L2/3 pyramidal
cells with 8 dendrites starting from the
soma (yellow). The cells show the termi-
nal tuft being characteristic for the api-
cal dendrite. The axonal tree is coloured
in blue.

Figure 3. Left: A single pyramidal cell of
the CA1 Hippocampus. Right: A genera-
ted network for a CA1 hippocampal slice
containing 120 cells, pyramidal cells
and 5 different types of interneurons
(Wolf et al., in preparation).



A3.1, CF3: The Numerical Pricing of Options with Many Risk Factors
Christoph Reisinger, Gabriel Wittum

A very large and increasing number of products traded on financial markets has the form of derivative securities. It is
common that these products depend on several uncertain quantities that have to be modelled as stochastic parame-
ters. Two particular examples in this wide range of products are FX options on the exchange rate between two cur-
rencies, where the dynamics of the interest rates on the two markets is also crucial, or basket options, which depend
on the average of a possibly very large selection of stocks. It is common to express the risky assets and stochastic pa-
rameters in terms of Brownian motions, giving rise to parabolic PDEs for the option price. The need for efficient
techniques to price these contracts faster and more reliably than by means of state-of-the-art Monte Carlo methods
is enormous.

The focus of our research is multivariate systems such as those mentioned above with a special emphasis on high-di-
mensional problems. First, taking into account the correlation of the processes, a reduced model with a low super-
position dimension is derived. This allows a very accurate extrapolation of the solution from lower-dimensional
problems. The resulting parabolic equations are discretised on sparse grids with a drastically reduced number of
points compared to the conventional spaces. The combination technique allows a further decoupling into discrete
subspaces. These linear systems are solved by a suitable multilevel solver in linear complexity . The robust solution is
essential for the speed-up of the parallel implementation of the method.  

Dimensional reduction

High-dimensional processes often show a typical correlation pattern corresponding to a characteristic form of the
spectrum: a dominating component represents the movement of the market, the other eigenvalues decay exponen-
tially. Asymptotic analysis can be used to study the perturbations of simple one-factor models. For the classical
Black-Scholes model, an analytic expansion of the solution in terms of these small parameters has been derived. As
an alternative, the solution is extrapolated from two-dimensional auxiliary problems that mimic the directional deri-
vatives with respect to the spectrum. The latter idea can be carried over to more general situations.
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Figure 1. Complexity reduction for option pricing problem



Sparse grids and multigrid methods

Sparse grids are known to break the “curse of dimensionality”, i.e. the exponentially increasing number of grid points
in high dimensions. The combination technique exploits an astonishing extrapolation property of a particular family
of hierarchical subspaces: Assuming some form of the error expansion for the discretisation scheme, the combinati-
on of solutions on decoupled Cartesian grids shows the same asymptotic error as the sparse finite element solution
and deteriorates only by logarithmic factors in comparison with the full high-dimensional Cartesian grid. In the cour-
se of this project, the above statement could be proven and closed form error estimates for the sparse-grid solution
in arbitrary dimensions have been derived.

The parallel implementation gave very accurate results for real-world scenarios in up to six dimensions. A solver of li-
near complexity is crucial for the load balancing. A multilevel technique with “plane” smoothing, applied recursively
in lower-dimensional hyper-planes, proved robust for the present anisotropic and degenerate parabolic operators co-
ming from bounded stochastic processes. Extensions to American options involve adapted transfer operators at the
free boundary and show comparable convergence.

Results

The plot shows the price u of a European option on a basket of two uncorrelated stocks S1 and S2 with different vola-
tilities. The triangle indicates the pay-off, which serves as terminal condition. The sparse grid has been transformed
such that the kink in the pay-off is captured exactly and graded in the direction orthogonal to the kink. This preser-
ves the discretisation order despite the lack of smoothness and provides a suitable refinement in that region.

For visualisation‘s sake, we show only two-dimensional results in the figure above. Nevertheless, comparison with so-
lutions obtained by a large number of Monte Carlo runs shows that our approach yields remarkably accurate prices
within a few minutes with errors below 0.1 % even for very large baskets like the DAX (30 dimensions).
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Figure 2. Result and payoff function (black) of
two-asset basket option



A3.2, CF4: Credit Risk Estimation in High Dimensions
Philipp Schröder, Gabriel Wittum

Credit risk influences many important banking processes and functions like credit decisions and pricing, portfolio
management, estimation of portfolio losses, building of loan loss reserves, etc. Thus, the correct quantification of
credit risk is crucial for a bank. The credit risk basically consists of four components: loan exposure, (payment) de-
fault probability of the borrower (PD), potential recovery after default due to collateral, and (default) correlation of
the borrowers.

The modelling of customers default correlations is an important research area. Borrower correlations are currently
only considered in sophisticated credit portfolio models. Nevertheless, these correlations are as well important. for
the calculation of default probabilities of complex exposure structures (for instance loans to a group of linked com-
panies) or for the calculation of the joint default probability of borrower and guarantor. Recently, modern numerical
analysis techniques have been successfully applied to option pricing problems (Reisinger 2004). As option pricing
and Merton-type credit portfolio models are based on the same rationale, the objective of our recent research was to
combine the classical Merton-type portfolio model (Merton 1974) with advanced numerical methodologies like spar-
se grids and multigrid solvers in order to obtain an efficient borrower correlation model.

Since the resulting partial differential equations are of high dimensionality, different approaches have been taken to
increase efficiency of the used algorithms.

Dimensional reduction

As many problems from finance, the estimation of joint default probabilities for large portfolios suffers from the so
called „curse of dimension“ due to the high number of underlying risk drivers. Statistical analysis (e.g. Analysis of Va-
riance, Principal Component Analysis) of the underlying processes however often shows, that the original problem
can be decomposed into problems of lower dimension. Furthermore only some of the lower dimensional subprob-
lems have significant contribution to the total variance of the problem. The picture below shows an ANOVA analysis
of two-dimensional subproblems a 30D highly correlated credit portfolio can be decomposed in. Subproblems that
contribute to the total variance of the problem significantly are shown in brown.
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Figure 1. ANOVA Analysis of two-dimensional sub-
problems



Asymptotic expansion can be used to extrapolate the solution of the fully dimensional problem via a linear combina-
tion of the individual solutions to the subproblems. For the classical Merton Firm Value model, an expansion of the
solution in terms of these subproblems has been derived (Schröder 2008).

Parallelization

The parallel implementation of a sparse grid extrapolation technique gave very accurate results together with good
scalability results for real-world scenarios up to six dimensions. 

Results

Asymptotic expansion and sparse grid combination technique enabled us to efficiently calculate the default risk for a
portfolio of 50 higly correlated credits with relative errors below 1%. 
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Figure 2. Scaleup for six-dimensional problem Figure 3. Absolute Error for six-dimensional problem



A3.3, CF5: Portfolio Optimisation
Mathias Höfer, Holger Kraft, Gabriel Wittum

An important problem in modern continuous time finance is the so-called Merton's Lifetime Portfolio Problem. Whe-
reas the former portfolio selection approach by Markowitz regards an isolated portfolio without dynamic effects, this
time-dependent model becomes more realistic (Merton 1969). Succeeding authors constructed generalised models,
which made it difficult or even impossible to find closed-form solutions. Numerical methods can handle these kind
of higher dimensional problems.

The task is finding an optimal strategy for the level of consumption and investment in different risky assets to reach
maximum expected utility. The regarded model consists of two important parts. First, an economy, which is model-
led by the interest rate and  diverse market prices e.g. of shares or bonds. The dynamics of these market characteris-
tics are expressed in terms of  correlated stochastic processes based on the Brownian Motion. Secondly, the consu-
mer/small investor is modelled by his utility function, which shows his risk aversion and his consumption require-
ments, furthermore his income is modelled stochastically similar to the market processes. The optimal value func-
tion (maximum expected utility) is composed of the discounted utility of running consumption and the discounted
final wealth. This problem of stochastic control theory can be transformed to a controlled partial differential equati-
on, the so-called Hamilton-Jacobi-Bellman Equation. Ignoring the maximization problem, this equation is a convec-
tion-diffusion equation with source terms, whereby the choice of the investment strategy has linear effects on the
drift-terms and quadratic influence on the diffusion. Changes of consumption level itself causes non-linear
amendments.

Classical solvers require finite control possibilies in each discretized time step  (Lion and Mercier 1980). The princi-
ple work flow of the solver is an alternating process of finding the maximizing strategy parameters and computing
the partial differential equation. Integrating a gradient descent optimizer enables continous investment and con-
sumption choise. The capabilies of SG2 can be used to construct a fast HJB-solver with the described method.
The concept of sparse grids allows decreasing the number of grid points substantially (Reisinger and Wittum 2007).
Constructing a hierarchy of coarser grids gives the opportunity to identify relevant strategy-combinations and consi-
der them on finer levels as initialisation for the optimiser. This adapted nested iteration method offers the opportu-
nity to reduce calculation time. Combining the solution of HJB-equation and the corresponding strategy-vectors
with typical sparse-grid-methods leads to demanded solution.

Illustrating a 3-dimensional problem, one can see the optimal strategy of an exemplary consumer in diverse market
environments.
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Figure 1. Optimal investment strategy and consumption of a small
investor.



Figure 1 illustrates the opimal investment strategy and the consumption of a small investor. During the optimisation
horizont his portfolio changes to less risky structure. Investments in bonds and shares are reduced and his capitel in
the money markets increased. 

Using market parameters with a negative correlation of bonds and shares enables a hedging strategy (Figure 2). More
capitel can be invested in risky assets, since a negative price trend of shares related to increasing bond prices.
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A4.1: Simulation of Crystal Growth and Attrition in a Stirred Tank
Dmitry Logashenko, Torsten Fischer, Gabriel Wittum

Crystallisation from solution in stirred crystallisers is one of the economically most important industrial separation
and purification processes. It is applied as a large scale continuous process for the production of inorganic (e.g. po-
tassium chloride, ammonium sulphate) and organic (e.g. adipic acid) materials. On a small scale it is often applied as
a batch operation to produce high purity pharmaceuticals or fine chemicals (e.g. aspartame, L-ascorbine). This pro-
cess includes two classes of physically different but strongly coupled phenomena. The first one is the crystallisation
itself, typically described by means of population models. The second one consists of the spatial flow and the trans-
port induced by the stir.

We consider a continuous stirred crystalliser (cf. Figure 1). The pure solution (without crystals) is pumped in at the
inflow and the suspension of the crystals leaves the tank at the outflow so that the volume of the fluid in the tank is
constant. The crystalliser is cooled from the outside so that the solution in it is oversaturated. The attrition of the
crystals happence only on the stirrer whereas the growth takes place everywhere in the tank. The fluid in the
crystalliser is suspension whose density and viscosity depend on the concentration of the crystals and the dissolved
substance.

The main feature of this model is its hight dimensionality: 2 or 3 spatial dimentions for the flow and the transport
are extended with one additional dimention for the population dynamics. (We assume that the crystals have only
one inner parameter - the length.) A practically relevant description of complicated behaviour of the crystallisation
process requires a fine numerical resolution in this crystall length dimension. Furthermore, the population balance
equations include integral terms that need special numerical treatment. This leads to a high computational comple-
xity of the simulations that can be only achieved under the use of parallel architectures and adaptive techniques.

The geometric space is covered with an unstructured grid. On it, the coupled flow and transport equations are
discretised to one nonlinear algebraic system (we use the implicit time scheme) that can be then solved by the fixed-
point or Newton iteration. The arising linear systems are handled by the geometrical multigrid method with the ILU-
smoothers. The unstructured grid is adaptively refined during the time stepping according to an error indicator. At
every node of this grid, we introduce a uniform mesh for the discretisation of the population balance equations.

Figure 2 presents the results of the simulation of crystallisation of potassium nitrate in a stirred tank (cf. Logashenko
et al. 2006). The inflow is placed at the upper part of the left wall and the outflow at the lower part of the right one
(s. the upper left picture in this figure). The stirrer is located in the middle of the crystalliser. The pictures corre-
spond to time 300 s from the beginning of the process, when the tank was filled with the suspension of the middle-
sized crystals. The spatial unstructured grid consists of about 12500 nodes, the population mesh has 51 points (at
every node of the spatial grid). This simulation shows the fine spatial structuring of the process.

Similar results of the simulation in a 3d crystalliser are illustrated in Figure 3. The pictures have here the same mea-
ning as on Figure 2 and represent an early stage (1.5 s) of the process.
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Figure 1. Scheme of the stirred crystalliser



References

Fischer, T., Kirkilionis, M., Logashenko, D. & Wittum, G. (2006): Fast Numerical Integration for Simulation of
Disperse Systems. Mathematical Models and Methods in Applied Sciences, 16(12), 1987-2012.

Logashenko, D., Fischer, T., Motz, S., Gilles, E.-D., & Wittum, G. (2006). Simulation of Crystal Growth and Attrition in
a Stirred Tank. Computing and Visualization in Science, 9(3), 175-183.

Figure 3. Crystallisation of potassium nitrate in a stirred tank (3d simulation)
The meaning of the plots is the same as for Figure 2.

Figure 2. Crystallisation of potassium nitrate in a stirred tank (2d simulation)
Upper pictures (f.l.t.r.): the flow velocity field [m/s], the molar fraction of the substance in the solution and the temperature [oC]. Lower
pictures: the integral volume fraction for lengths 0-0.1 mm, 0.1-0.5 mm and  0.5-1 mm.
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A5: Environmental Science
A5.1: Density-Driven Flow in Porous Media
Alfio Grillo, Michael Lampe, Gabriel Wittum

A leading topic in hydrogeology and environmental science is the investigation of salinity- and thermohaline-driven
fluid flow in porous media of hydrological relevance. The porous medium and the fluid are usually identified with a
soil and groundwater, respectively. The name given to these two types of groundwater flow depends on the causes
that have either brought the fluid out of mechanic equilibrium or altered its dynamic state. Salinity-driven flow is
due to the non-uniform change of the mass density of the fluid consequent to mixing together water and brine (the
latter is a  mixture of water and various salts). Temperature-driven flow is triggered by exposing the fluid to thermal
gradients or mixing together flows at different temperatures. Thermohaline-driven flow is the combined effect of the
just mentioned types of flows. In all these cases, in order to observe flow, it is necessary that the alteration of the
density of the fluid favours fluid motion. Within the context sketched above, some of the most typically studied
problems are sea-water intrusion into coastal aquifers, upconing of hypersaline water from deep aquifers, flow
around salt domes or sedimentary rocks, and contamination of aquifers caused by waste. Some of the reasons for
undertaking these studies are the managment of freshwater supplies (especially in arid or urbanised zones) and the
solution forcast and remediation problems (for example, in the neighbourhood of nuclear waste repositories).

Our research focussed on the mathematical modelling, numerical simulation, and physical interpretation of some
peculiar phenomena of thermohaline-driven flow that can be captured through the analysis of dedicated benchmark
problems. The theoretical aspects of our investigations are inspired by Hassanizadeh (1986) and Bear (1972). Nume-
rical simulations were carried out by using the sofware packages ⋲ and d3f (Fein 1998). A summary of our results,
which also covered the study of thermodiffusion in porous media, was provided by Grillo et al. (2009). More detai-
led, three-dimensional simulations of thermohaline-driven flow as well as brine and heat transport were done in the
publications by Grillo et al. (2010) and Lampe et al. (2010), where the buoyancy of a brine parcel was studied. The si-
mulations consist of a generalisation of the benchmark proposed by Oldenburg and Pruess (1999). Some of our re-
sults are shown in the following figures. Recently, we extended our results to the case of fractured porous media
(Grillo et al. 2010, Stichel et al. 2010).

Some results of the simulations concerning the buoyancy of a brine parcel are reported in the figures. The peculiar
phenomenological features of this example can be summarised as follows. In the case of negative buoyancy, brine is
transported downward faster than heat because of a retardation factor, which slows down heat convection. The
mass fraction of the brine distributes by generating several "fingers" which result from the interplay of down- and
up-swelling of fluid motions. Heat, instead, is mainly confined in the region occupied by the original configuration of
the parcel. When the brine starts to leave this region, fluid density in the parcel becomes smaller and eventually the
parcel begins to experience even positive buoyancy. This leads to the separation of brine and heat from the initial
parcel: brine moves downwar and heat slowly upward. At the sides of the parcel, the brine exhibits a "fountain"-like
motion. Indeed, brine enters colder regions where it again leads to higher fluid density, and is then convected
downward. In the case of positive buoyancy, brine is transported upward faster than heat (also in this case because
of the retardation factor). Above the initial parcel, brine is cooled down, which leads to higher density of the fluid,
and moved downward along the sides of the parcel. Since heat is again confined mostly to the initial parcel, while
brine moves away, the density of the fluid in this zone becomes even smaller, which enhances the initial buoyancy.

However, the separation of heat from the initial parcel is hindered by a density "lid" built up by cold brine (highest
density) flowing aroung the parcel (hot, low-brine, relatively low density).
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Figure 1. Evolution in the case of positive buoyancy (from left to right: mass
fraction, temperature, and density)

Figure 2. Evolution in the case of negative buoyancy (from left to right: mass
fraction, temperature, and density)

Figure 4. Isosurfaces of mass fraction
(0.15) in the case of negative buoy-
ancy

Figure 3. Isosurfaces of mass fraction
(0.15) in the case of positive buoyancy



A5.2, T4: The Software Tool r3t and Flux-Based Level-Set Methods
Peter Frolkovic, Jürgen Geiser, Michael Lampe, Christian Wehner, Gabriel Wittum

The software tool r3t (radionuclide, reaction, retardation and transport, c.f. Frolkovic 2003), based on the ⋲ libra-
ry, can solve very large systems of coupled partial differential equations describing the transport and retention of ra-
dioactive contaminants with up to 160 species numerically. Computational results from other ⋲ applications for

groundwater flows in complex 3D geological formations can be used as the input for r3t . Modelling physical pa-
rameters is performed by using user-friendly configuration and script files. Computations on several parallel compu-
ter platforms (Lampe 2006) are possible. 

r3t can solve very general mathematical models of the transport and retention of radionuclides, including non-linear
kinetic sorption and non-linear precipitation with a solution-dependent solubility limit (Frolkovic and Geiser 2000).
Several novel algorithms had to be developed to solve typical applications with r3t. First, the so-called flux-based me-
thod of characteristics was designed and successfully implemented (Frolkovic 2002a). This method enables us to
solve convection-dominated transport problems on general 2D/3D unstructured grids using very large time steps
(with no CFL restriction). In such a way, extremely large simulation times that are required by typical risk scenarios
for radioactive waste disposal (up to 10000 years) can be realised with r3t . 

The discrete minimum and maximum principle is fulfilled by the scheme (i.e. solutions are oscillation-free), and the
discrete local and global mass-balance property is preserved. Such combinations of important numerical properties
are novel for this type of method on general computational grids. The flux-based method of characteristics was
further extended for a system of convection-dominated transport equations that are coupled through the decay of
radioactive contaminants. In the case of different retardation factors for each transported radionuclide (as occurs in
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Figure 1. From top to bottom: layered 3D-domain, development of the U238 component 



practice), a very large time-splitting error will occur if standard operator-splitting methods are used with large time
steps. We proposed a novel method minimising such errors (Frolkovic 2004). For a typical benchmark example, see
Figure 2 below. 

Furthermore, to obtain very precise numerical solutions for the coupled system of transport equations with different
retardation factors, a novel algorithm with no time-splitting error was developed and implemented for r3t, (Geiser
2004). It is based on a second-order explicit finite volume discretisation scheme with the usual CFL restriction for the
time steps. 

For the case of a non-linear retardation factor due to sorption of Freundlich or Langmuir type, a new algorithm was
developed to obtain very precise numerical solutions for one-dimensional problems with arbitrarily small diffusion
(Frolkovic and Kacur 2006). Again, very large time steps that do not satisfy the CFL restriction can be used with this
method. For an illustrative example, see Figure 3 below. 

Finally, the finite volume discretisation and the flux-based method of characteristics were extended for transport
equations in non-divergence form. This extension is important not only for transport problems with a non-diver-
gence-free velocity field (Frolkovic and De Schepper 2001; Frolkovic 2002b), but it is very promising for problems
with moving interfaces depending on their geometrical properties (Frolkovic and Mikula 2007a, b).
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Figure 2. Numerical results for the rotation of a decay chain with 3 radionuclides after one rotati-
on cycle for the first (left) component. The transport of the second and third components is slo-
wed down due to (faster) sorption.
The computations were realised without a valid CFL condition (the Courant number C = 9).

Figure 3. Numerical solutions of ∂(u+u3/4)/∂t – ∂xu – d∂xxu = 0. for d = 10-2 , 10-3 , 10-4 
 at the same time (from left to right) compared to the exact solution for d = 0. 



To illustrate the application of flux-based level set method for the transport of dynamic interfaces, we present se-
veral examples - the rotation and shrinking of a square (Figure 4), the rotation of a Zalesak's disk (Figure 5), and the
deformation of a circle in single vortex example (Figure 6).
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    Figure 4. Rotation and shrinking of a square  

Figure 5. Comparison of numerical solution (the green contour) with the exact interface (the black contour) for Za-
lesak's example on a coarser grid (the left picture) and a finer grid (the middle picture). The right picture shows all
contour lines of numerical solution.
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Figure 6. The initial level set function for the vortex example (the left picture), the numerical solution at t=4 (the midd-
le picture) and at t=8 (the right picture). The exact solution has identical shape at t=0 and t=8.
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A5.3: Fractured Porous Media
Sabine Stichel, Dmitry Logashenko, Alfio Grillo, Sebastian Reiter, Gabriel Wittum

Simulation of groundwater flow and solute transport in fractured porous media is currently one of the most active
research fields and is of great practical importance. Fractures influence flow and transport processes essentially.
Espeacially, the often high conductivity in the fractures leads to their representation as preferential fast pathways for
contaminant transport. Because of their long and thin geometry, fractures are difficult to handle numerically: On the
one hand, computational grids covering the whole domain where hydrology is simulated usually cannot resolve the
thickness of fractures. On the other hand, the simulations on finer grids resolving the fractures even in smaller
domains encounter specific difficulties with numerical solvers that demonstrate poor performance in this case.

Therefore we follow two approaches. In the first one, useful for simulations in large domains with many fractures,
we represent the fractures by low-dimensional hypersurfaces. We develop special models based on averaging of
unknowns in the fractures in the direction orthogonal to the fracture surfaces (Grillo et al. 2009a,b) by employing an
upscaling method exposed in Bear (1979). Initially, the fracture is regarded as a full-dimensional porous medium fil-
led by a two-constituent fluid, which consists of water and brine. The equations describing the macroscopic beha-
viour of the medium are given by the balance of mass of the contaminant and the fluid-phase as a whole. It is assu-
med that the fluid-phase velocity and the diffusive mass flux of the contaminant are given by Darcy‘s and Fick‘s laws,
respectively. Subsequently, these balance equations are averaged according to a procedure known as “average along
the vertical” (see Bear 1977). This leads to a set of equations describing an equivalent low-dimensional porous medi-

um. In order for these equations to be consistent, surface
physical quantities (mass density, concentration, velocity
and mass flux) have to be introduced, and the vector fields
describing Darcy's and Fick's laws have to be projected
onto the tangent space of the equivalent lower-dimensio-
nal fracture. The gravity force in the fracture is treated in a
special way. It should be also pointed out that the normal
components of these vector fields account for the interac-
tion of the fracture with the surrounding medium. The
explicit determination of the way in which such an interac-
tion takes place, and its numerical treatment require the
self-consistent expression of normal mass fluxes.

Numerically, the low-dimensional hyperfaces are
represented by the so-called degenerated grid elements.
For discretisation, we use the vertex-centered finite
volume method, in particular based on the low-
dimensional finite volumes in fractures. Conventional nu-
merical methods, like Newton iteration with geometrical
multigrid method for linearised equations, demonstrate
very good performance for this type of problems.

Figure 1. Simulation of the Henry problem with a fracture: (a) d-dimensional, (b) (d-1)-dimensional
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Although the approach presented above demonstrates good performance, it does not allow to resolve many specific
phenomena taking place in the fractures themselves. In the second approach, we consider the fractures as full-
dimensional subdomains, resolve them by using the computation grid and develop special numerical solvers that
overcome the difficulties arising in the numerical solution of the discretised model. The bottle-neck of the numerical
solution of these problems is the performance of the linear solver for the linearised equations. The current
computational practice suggests the application of multigrid methods as the most efficient linear solvers for large sys-
tems. However, due to the strong anisotropy of the grid in fractures and the essential difference of hydraulic parame-
ters in  the fractures and the surrounding medium, the convergence of multigrid methods deteriorates. Therefore we
introduce a dimension transfer in the grid hierarchy: we resolve the fractures as full-dimensional objects on the finest
grid level, but on the coarse grids they may be treated as low-dimensional objects. With the help of the aspect ratio
we decide whether an element should be considered as lower-dimensional or as full-dimensional. If we consider it to
be lower-dimensional, we use the discretisation of the approach presented above. This allows to retrieve the good
convergence properties of the solver.

Figure 1 presents results of a 2d simulation of density-driven flow and contaminant transport in the so-called Henry
problem with a fracture added to the domain. The simulation was performed using both methods presented above.

Permeability in the fracture is 10000 times larger than in the
surrounding medium, and porosity is 2 times greater. On the
right wall, we impose the maximum brine concentration,
whereas there is a slow inflow of pure water through the left wall
(the two other walls are impermeable.) The flow in the domain
is mainly induced by gravity and the vertical pressure gradient at
the right wall. Figure 2 shows that for thin fractures the two me-
thods deliver the same results. These results have been recently
published by Grillo et al. (2010a). Though, for increasing fractu-
re width the second approach should be used as there are vorti-
ces produced inside the fracture (cf. Figure 3). Some implicati-
ons of the presence of vorticity and an extension of the model
to the case of thermohaline-driven flow have been discussed by
Grillo et al. (2010b,c).  The influcence of vorticity on the stability
of the flow is part of current research.
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Figure 3. Simulation of the Henry problem with a
thick fracture: (a) concentration isolines, (b) vorti-
city 



A5.4: Modelling Biogas Production
Ivo Muha, Dirk Feuchter, Michaela Föhner, Stefan Handel, Herbert Lenz, Gabriel Wittum

Biogas is the result of a cascade of biochemical reactions which produce methane out of the digestion of an organic
input material. One possible organic material is crop. The process of biogas production starts with the collection of
crops and finishes with the availability of methane. In order to optimise biogas production, the whole process has to
be investigated. The first step of the process consists in harvesting the crops and storing them in appropriate silos.
The storage problem arises because the crops, being harvested only a few times per year, have to be stored for quite
a long time before being employed for gas production. If the crops were not stored in an optimal way, the digestion
process would already begin while the substrate is in storage. Consequently, the total amount of methane, which
could actually be produced in the biogas reactor, would decrease significantly. For this reason, the optimisation of
the storage−process is also quite important.

During harvesting, crops are put into the silo by special delivery vessels. In the remaining time a vehicle tries to
compress the stored crops in order to remove as much air as possible to prevent aerobic degradation and rotting of
the stored crops.  The next layer of harvested crops can be put into the silo, only after finishing the compression of
the current top layer. This compression process is typically responsible for delays in harvesting, since trucks carrying
harvested crops have to wait until compression is finished before unloading. 

To give compression vehicle‘s drivers better control over the compression process, we developed a software tool.
The developed software VVS (VerdichtungsVisualisierungsSoftware) helps the driver of the vehicle to visualise whe-
re the compression is not finished yet (see Figure 3). With this information, an optimal compression of the crops
can be achieved and therefore a nature preserving usage of resources is supported. 

Additionally, some other useful information is provided. For example, the total volume of the stored crops is calcula-
ted and the development of the volume over time can be plotted at any time (see Figure 2). Also a 3D view of the
silo itself can be drawn (see Figure 4). Furthermore, the different layers of the stored crops which develop from the
fact that the total amount of crops is not stored in the silo at once can be visualised (see Figure 1). For using the lat-
ter feature, the software tool ⋲ is used (Lang and Wittum 2005; Feuchter 2008). Full details about VVS can be
found in Muha et al. (2009).

Figure 1. Visualisation of different silage-layers Figure 2. Visualisation of development of silage-volume
over time
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After the storage−process has already been investigated, the focus of the current work is the modelling of the bio-
gas reactor itself. ODE based anaerobic digestion model have been common in the community since years, (Garcia et
al 1999). ADM1 was published by the IWA TaskGroup (Batstone et al. 2002) and applied to modeling biogas reactors.

Since ADM1 consists only of ordinary differential equations, we generalised ADM1 to include spatial resolution. In ad-
dition, a 3D model for diffusion and flow inside the biogas reactor was developed and coupled with the generalized
version of ADM1. The arising partial differential equations are highly nonlinear and are discretised with the finite vo-
lume method. The obtained set of linear equations is then solved by using the simulation framework ⋲. Currently
the developed software is used in to get some fundamentel understanding of the degregration process in 2−phase
biogas reactors.
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A6: Computational Fluid Dynamics
A6.1, M3: Turbulence Simulations and Application to a Static Mixer
Andreas Hauser, Vadym Aizinger, Andreas Vogel, Gabriel Wittum

In order to produce an accurate numerical solution for a turbulent flow problem of practical interest one has to
make difficult choices involving some tradeoffs between computational efficiency and physical relevance. The ‘brute
force’ approach of direct numerical simulation (DNS) needs no modelling assumptions, it incurs, however, huge
computational overhead and is too expensive for most practical applications. In the Reynolds averaged Navier-
Stokes equations (RANS) all turbulent motion modes are modeled by employing rather limiting assumptions;
schemes of this type have been shown to perform poorly for large classes of important flow problems. The large
eddy simulation (LES) represents a compromise between both approaches in which the large flow structures are
computed explicitly and only the small ones need to be modeled. In spite of this reduction in the size of the
numerical problem, the LES is still computationally intensive for complex flow problems, and the quality of the LES
model deteriorates fast as the grids become too coarse. Since in a general flow situation flow regimes may vary
widely in both time and space, significant computational savings can be achieved if the simulation software has the
ability to flexibly adjust local mesh resolution to produce a numerical solution of required accuracy at minimum
computational cost. This calls for an adaptive mesh refinement algorithm. However, most known adaptive grid
refinement techniques are based on the assumption that the mathematical model does not change when the grid is
refined. This assumption does not hold in the case of the LES model: The cutoff wave number of the turbulence
model depends on the grid resolution, thus, changing grids means changing models.

To take advantage of adaptive
methods in the LES context, we
developed and tested a number of
LES specific a posteriori error
indicators. In particular, we looked at
error indicators of four different
types: Residual based indicators
(estimating the size of the residual of
the discrete Navier-Stokes equations),
hierarchical basis based indicators
(comparing our numerical solution to
a solution in a higher dimensional
discrete space), gradient jump based
indicators (estimating jumps of

gradients of the numerical solution over the element boundaries), and maximum indicators (heuristic indicators
measuring values of a given quantity, in this case the turbulent eddy viscosity).
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Figure 1. Kinetic energy (top) and eddy viscosity (bottom) for JICF-problem in
quasi-steady state

Figure 2. Jet in cross flow grid adaptively refined by residual, hierarchical, and maximum indicators (from left to right)



The grid adaptivity algorithms were applied to the well known jet-in-crossflow (JICF) problem in the configuration
shown in Figure 1. In this setting, a fast jet of fluid exiting an orifice interacts with the ambient fluid moving in cross-
wise direction. Figure 2 illustrates adaptively refined grids produced with the help of the residual, hierarchical basis,
and maximum indicators. An evaluation of the modelling and discretisation components of error lead to a conclusion
that the residual based indicator performs best of all tested error indicators.

An important application of advanced numerical techniques developed for incompressible flow is a static mixer
problem where two or more fluids are mixed solely by the combined effect of advection and turbulence induced by
the mixer geometry. This problem requires an additional equation to represent transport and mixing of a passive
tracer. Simulation results were compared to the experiments performed by the group of Prof. Thévenin at the
University of Magdeburg. Figure 3 illustrates the mixer geometry and the experimental setup.

One of the most important goals of this simulation was to
reproduce experimental values of mixing quality indicators
such as temporal or spatial mixing efficiency. It turned out
that even on those grids that were too coarse to resolve fine
flow and mixing structures the values of mixing indicators
downstream from the highly turbulent zone right after the
mixer were reasonably close in both, experimental and
numerical cases. A comparison of the spatial efficiency
(SMD) indices of the experimental measurements vs.
laminar and turbulent numerical simulations is given in
Figure 4. To improve the representation of mixing in the
highly turbulent zone right after the mixer an adaptive mesh
refinement scheme customised for mixing simulations
appears to be a very promising avenue of further research.
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Figure 4. Comparison of spatial mixing efficiency index in
the xy-plane cut after the mixer
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Figure 3. Side view of the static mixer (left), experimental setup (right)



A6.2: Discontinuous Galerkin Method for Incompressible Navier-Stokes
Equations
Vadym Aizinger, Gabriel Wittum

A high order adaptive numerical scheme for the incompressible
Navier-Stokes equations is the ultimate goal of our work with
the Discontinuous Galerkin (DG) method. A discretisation
based on this method was developed and fully integrated in the
UG package, including the time stepping algorithms as well as
non-linear and linear solvers. A series of benchmarking tests
comparing the performance and cost of the DG implementation
to the node-centred second order Finite Volume solver (our
standard package for the incompressible Navier-Stokes equa-
tions) produced encouraging results showing expected
efficiency gains connected with the high order scheme. In
 particular, we simulated flow in a 2D driven cavity with Re=
10000. Figure 1 provides a comparison of vertical and horizontal
midline velocity profiles for different grid levels and
discretisations. These plots confirm that for large flow features
high order numerical solutions can be more accurate on far
coarser meshes than the standard Finite Volume method: E.g.,
compare the fourth order DG solution at grid level 2 (64
elements, 960 degrees of freedom) to the Finite Volume
solution at grid level 5 (4096 elements, 2113 degrees of
freedom). The advantages of high order methods appear to be
less pronounced though when resolving small flow features.
This situation is due to the fact that the element size must be at
least comparable to the size of the simulated flow structures in
order to be able to properly represent them.

To test the Discontinuous Galerkin solver on a more
challenging application we simulated flow (without tracer
transport) in the static mixer problem described in the LES
section. Figure 2 compares the averaged axial velocity profiles in
a cross section right after the mixer. The difficulties that were
seen in the driven cavity plots are even more obvious here: The Discontinuous Galerkin results capture well the
positions and the values of extrema, but a coarse grid resolution prevents good representation of fine flow struc-
tures, even more so in the quadratic case. Fortunately, in addition to a high order discretisation, the Discontinuous
Galerkin method possesses excellent adaptivity capabilities in grid resolution and approximation order that we plan
to put to good use in addressing this issue.

The next test (Figure 3) concerns the power spectra of the axial velocity component at the point located on the
main axis of the mixer. The experimental measurements (peak at ~0.36 Hz) agree rather well with the Finite Vol-
ume results, but both DG frequencies are a bit off: ~ 0.4 for the piecewise linear approximation on level 3 and
~0.43 for the piecewise quadratic approximation on level 2. One possible explanation is the absence of an LES
model in our DG implementation resulting in an unrealistically low value of the viscosity term.
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Figure 1.  x-velocity at x=0.5(left) and y-velocity
at y=0.5(right) for driven cavity flow with Re=
10000
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Figure 3. Power spectra of the axial velocity
Experiment, FV on level 3, linear DG on level 3, quadratic DG on
level 2

Figure 2. Axial velocity after the mixer.
From left to right: top row: experiment, linear finite volumes at level 5; base row: linear DG at level 3, quadratic DG at
level 2



A6.3: Multiphase Flows
Peter Frolkovič, Dmitry Logashenko, Christian Wehner, Gabriel Wittum

One of the most active research fields in computational fluid dynamics is the numerical simulation of incompressible
two-phase flow. This great interest has contributed to the development of many, often substantially different nume-
rical methods for this kind of problems. One of them is based on the level set formulation in which the interface bet-
ween two phases is represented implicitly by the zero level set of a smooth function (see also Section M4). This ap-
proach is easier to handle than other methods, that use a direct representation of the dynamic interface (e.g. La-
grangian-type methods, moving grids).

The flux-based level set method for two-phase flow we developed (Frolkovič et al. 2008, Frolkovič et al. 2010, Frol-
kovič et al. 2011) uses a sharp treatment of the numerical interface  and requires no artificial post-processing steps
for stable behavior. In numerical test examples computed with ⋲, it showed good mass conservation properties
and negligible parasite currents.

The method applies analogous finite volume discretisati-
ons to the local balance formulations for the conservation
of momentum, mass and level sets on identical vertex-
centered control volumes. To enable the sharp treatment
of the interface condition in the method, we extend the
approximation spaces for the pressure and the velocity by
additional degrees of freedom only for the elements inter-
sected by the interface. This method can be implemented
by a relatively simple extension of an existing finite volu-
me discretisation for the single-phase Navier-Stokes equa-
tions. In our case, we used the collocated discretisation
from Nägele and Wittum (2007). As discretisation method
for the level set equation we use the flux-based level set
method (Frolkovič and Mikula 2007).
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       Figure 1. Evolution of a rising bubble in counterflow

Figure 2. Error in the volume of the bubble at time 
t=0.25 on different grids for the experiment depicted
in Figure 1
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The approximation of the curvature is computed using quadratic inter-
polation of the level set function on a refined grid. In each time step, we
refine only the elements that are near or at interface and use this locally
refined grid only for the numerical solution of the level set equation.

It is common, to use a signed distance function as initial level set func-
tion, that means a distance function for the interface with negative sign
in the inside region and positive sign outside. In general, the level set
function can develop very steep or flat gradients in the region around
the interface during computation. This causes essential difficulties in
numerical computations, e.g., inaccurate computation of the curvature.
To avoid this, it is reasonable to replace the level set function at certain
time steps with a signed distance function, that has the same zero level
set.  This "reinitialisation" process is done by solving  a reinitialisation
equation using the flux-based level set method.

Numerical tests demonstrated very good performance of our method.
For sufficiently fine grids, we obtained grid-independent numerical so-
lutions for the test problems. The test problem (see Figure 1) is the si-
mulation of a rising bubble in the counterflow.  The density is set to
0.995 g/cm³ outside the bubble and 0.001107 g/cm³ inside, the viscosity
is set to 0.104 dyn s/cm² outside and 0.048 dyn s/cm² inside, the surface
tension factor is set to 2 dyn/cm and the gravitation constant is 980 cm/
s². A parabolic profile of the inflow velocity is prescribed as boundary
condition on the top (the maximum velocity is 4 cm/s), zero velocities
are prescribed on the left and right side and on the lower side a zero
stress outflow-boundary condition is used. Initially, the bubble is a circle
with radius R=0.175 cm. During the computation, the bubble is
pressed upwards due to gravitation, but at the same time, the incoming fluid hinders the bubble to move up. Alt-
hough the interface is deformed, the volume of the bubble should remain constant.

Numerical mass conservation is not guaranteed by the level set formulation, so conservation of mass is an important
issue for two-phase flow level set methods. In Figure 2, the mass conservation error observed on different grid levels
for the test problem at time t=0.25 is plotted, we note convergence to zero with first order of accuracy. 

Figure 3 presents an analogous test case of a rising bubble in a cylinder in three dimensions.   
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Figure 3. Simulation of a rising bubble in 3D
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A7: Computational Electromagnetism
A7.1: The Low Frequency Case
Oliver Sterz, Andreas Hauser, Gabriel Wittum

An important class of electromagnetic problems comprises low-frequency applications where the magnetic energy
dominates the electric energy. Examples are devices from power engineering like motors, generators, transformers
and switch gears as well as medical hyperthermia applications in cancer therapy. Here, the eddy-current
approximation of the full Maxwell equations can be used to describe the electromagnetic fields. The governing
equations read 

where E and H are the electric and the magnetic field respectively; JG is an excitation current density, σ denotes the
conductivity and µ the permeability.

The eddy-current model is transformed into a variational formulation with the electric field as an unknown variable.
For the computation of real-world problems, the adaptive finite element software EMUG (electromagnetics on
unstructured grids) has been developed, based on the simulation toolbox ⋲. The discretization is carried out by
so-called edge elements (Whitney-1-forms) as the most natural choice. In particular, edge elements have the
advantage that discrete potentials are computationally available. 

To solve the linear systems of equations with up to two million unknowns on a single-processor machine, a fast
method is essential. Multigrid methods are applied since they offer optimal complexity. The smoothing in the
multigrid cycles needs special treatment and is based on a Helmholtz decomposition, see Hiptmair (1999). To
ensure the optimal complexity even for locally adapted grids, the smoothing is restricted to the refined region (local
multigrid). In the  case of non-conductive sub-domains, the stiffness matrix becomes singular. An approximate pro-
jection procedure is applied to prevent cancellation errors caused by increasing kernel components of the solution,
see Sterz (2002).

A7.1: Computational Electromagnetism 55

Figure 1. Coarse triangulation of the TEAM benchmark problem 7, the air-region triangulation is not displayed. The
problem consists of an excitation coil that induces eddy currents in the aluminium plate below (left). Induced
current distribution in the middle of the aluminium plate (right).



The software EMUG has been successfully employed for benchmark problems (see Figure 1) as well as realistic
applications (see Figure 2). A parallel prototype of the electromagnetic simulation tool is currently being developed.

From the known fields and currents, force densities and Ohmic losses can easily be computed. The Ohmic losses
give rise to heat generation in the conductors. In order to compute the temperatures in general cooling, effects of
fluid flow, diffusion and radiation must be considered. This will lead to coupled problems of electromagnetics and
heat transfer (multiphysics) since the conductivity depends on the temperature.
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Figure 2. Magnitude of the magnetic field in a gas-insulated switch gear along different cutting planes



A9: Reduction of Numerical Sensitivities in Crash Simulations
Raphael Prohl, Alfio Grillo, Gabriel Wittum

Crash simulations are highly sensitive numerical tests, which require very accurate and robust algorithms in order to
handle numerical instabilities. On the other hand, physical instabilities due to, for example bifurcation behavior of
the material under asymmetric loading, have to be captured and correctly solved by the numerical procedures in or-
der to obtain reliable results. Achieving this accuracy and reliability is the main goal of our project "HPC-10 Reduzie-
rung numerischer Sensitivitäten in der Crashsimulation auf HPC-Rechnern". 

We started with the examination of the stability of some algorithms taken from the industry, where full-vehicle-mo-
dels are normally used. We reduced these models in order to investigate their main features. Subsequently our
group developed numerical methods, which were able to predict physical instabilities, cf. Wieners et al. In a first
step we dealed with formulating an appropriate mathematical model of a crash test. To this end we considered large
elastic and plastic strains as well as non-linear material behavior. This led to a non-linear system of partial differential
equations coupled with an evolution law for plastic distortions. The latter law was expressed through a plastic flow
rule. We concentrate on geometrical and kinematical non-linearities, non-linear material description, elasto-plastic
material description, contact simulations, and their impact on the observed instabilities. To perform contact simula-
tions we closely cooperate with the group of Prof. R. Krause. 

Our mathematical model is based on the introduction of a hyperelastic stored energy function W, so that the second
Piola-Kirchhoff stress tensor reads

.

We adopt the Kröner's multiplicative decomposition of the deformation gradient , where  and 
denote the elastic part of deformation and the plastic distortions, respectively. The crucial step in formulating the
model is the determination of an evolution law for . Initially we used an associative flow rule, which is determi-
ned by the principle of maximum plastic dissipation and a flow condition , cf. S. Cleja-Tigoiu and G. A. Maugin
(2000). By letting , , and  denote body forces, rate of plastic distortion, and Mandel-stress tensor, respective-
ly, the equations to be solved are:

The numerical computations of the quasi-static case are performed by an incremental procedure which contains a
non-linear sub-problem in every single incremental step. The implementation of the return-mapping-algorithm in
⋲ ensures the impulse balance equation thereby. The consistent-tangent-method, introduced by Simo and Taylor
in 1985, provides the basis for the linearization within this mapping algorithm. 

The model presented above will be extended to a rate-dependent elasto-plastic model, consistent to the work of Mi-
cunovic et al (2009). The non-linear formulation of the principle of virtual work and the non-linear stress-strain-rela-
tion are linearized by a Newton-Raphson method. Thereby it is well established that displacement-based finite ele-
ment methods may lead to grossly inaccurate numerical solutions in the presence of constraints, such as nearly in-
compressible response. Finite element approximations based on mixed variational formulations have provided a
useful framework in this context. In our work we apply a special mixed element formulation, the Enhanced-Strain-
Method for large strains, developed by Simo and Armero in 1992.
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We restrict our simulations on a simple 3D-geometry, a beam. First computations without hardening effects have
been set up on one CPU, cf. Figure 1, Figure 2. The boundary conditions are time-independent. Non-linearities due
to time-dependent boundary conditions as well as hardening effects will be considered later.
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Figure 1. Fixed boundary conditions at the back, normal force at the top;  (⋲, visualised by ParaView)

X-displacement Y-displacement Z-displacement

Figure 2. Fixed boundary conditions at the back and in x- and y-direction at the top; (⋲, visualised by ParaView)
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A10, M9, T8: 3D Visualisation of Heidelberg Castle in 1680
Babett Lemke, Matthias Kleiser, Michael Lampe, Arne Nägel, David Wittum, Gabriel Wittum
in co-operation with Matthias Untermann, History of Art Heidelberg University.

The goal of the project is to create a virtual scene movie, in which the camera flies through the Castle of Heidelberg,
as it was in the late 17th century. Around the year 1680, the castle‘s architectural value and its upgrading state re-
ached its historical peak, while today most of the buildings are either ruined or even have disappeared completely.
So these buildings first have to be completed using all the accessible information such as old engravings, paintings,
construction plans and reconstructions already conducted.

The scene itself is then built as a wireframe model using CAD-modelling software, allowing three-dimensional visua-
lisation of any kind of objects as well as generating photorealistic scenes and animations in high quality. The individ-
ual buildings and the area surrounding Heidelberg Castle are composed from basic objects and graphic primitives
using the modelling functions of the CAD software. 

To get a realistic view of the scene, the surfaces are finished with materials and textures, obtained from correspon-
ding digital photos or existing libraries. The textures used in our model are restricted to simple material structures,
while all relevant architectural contours, especially the visible structures near the camera's flight path, are modelled
in greater detail. 

In the course of modelling, we found that plenty of the objects had to many details to be modelled fully. This refers
in particular to the facades of Otto-Heinrichs-Bau and Friedrichsbau which contain a lot of elaborate ornaments and
statues. It was immediatley clear that complexity made it impossible to model these details as three dimensional ob-
jects. Thus we were left with texture mapping. Modern modelling software provides sophisticated methods of textu-
re mapping, however, they are still lacking reality in modeling 3d objects for a moving observer.  

To answer the question, what path an observer or a camera is allowed to follow while preserving the illusion of a full
three dimensonal object even though modeling uses some sort of texture mapping, characteristics of three dimensi-
onal viewing have been derived and described mathematically (Lemke, 2007). This mathematical model describes
the difference between percieving a three dimensional object and a two dimensional view using various kinds of tex-
ture mapping. The corresponding criteria allow to choose a path for the camera across the virtual scene a priori, and
to select a texture mapping still preserving the illusion, but strongly reducing modelling complexity in each point of
the path. Finally, light and surface effects contribute substantially which are included in the model.

Figure 1. Ökonomiegebäude and Brunnenhalle today Figure 2. CAD-model of Ökonomiegebäude and Brunnen-
halle
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The flight through the scenery of Heidelberg Castle is then realised in a sequence of single images, defined by positi-
on, view direction and zoom factor of the camera, all separately rendered and combined to a movie scene. In order
to give an impression of smooth motion, ≥25 frames per second are necessary. This, together with realistic light ef-
fects, requires great computational power. We chose ray tracing as the rendering technique. This technique will be
performed by POVRAY, an open-source software, which we extended for the purpose of internet computing. The
software will run also on parallel clusters.

The rendering task is to be organised within the framework of a competition, where packages of single scenes are
provided for work via internet. Participants download, render and then send back the images to a collecting and con-
trolling server station. Its software and the web interface has also been developed at SiT in close co-operation with
the Institute for Theoretical Astrophysics at the University of Tübingen. The pictures separately rendered are finally
put together as a movie sequence, a virtual flight through Heidelberg Castle in the year 1680. This project has no
financial support, it is run by students on a voluntary basis.

Ths visualisation methods developed here will be applied also to other objects like the visualisation of neural cells
processed by NeuRA (see A2).
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A11: Computational Acoustics: Eigenmodes of Musical Instruments
Martin Rupp, Gabriel Wittum

What determines the sound of a guitar? A string can vibrate with all natural multiples of its fundamental frequency.
The fundamental frequency is also called the first harmonic overtone, the second harmonic overtone is twice the
fundamental frequency and so on. It is the amplitude of the first ten harmonic overtones which characterise the
tone. A vibrating string alone hardly produces any audible sound at all, so all string instruments (like the guitar or
the piano) need resonance bodies. When a string is excited, the vibration is carried over to the resonance body,
which, due to its larger area, makes the vibration audible.

However, these resonance bodies have resonance frequencies, so the amplification is not independent of the fre-
quency: Frequencies close to a resonance frequency will be amplified more than others, but do also fade away faster,
because the resonance body drains more energy from the vibrating string resulting in a higher damping of this fre-
quency. In other words: The amplitudes of the overtones  of a vibrating string are filtered by the resonance body.
This also supports Schumann‘s theory of the so-called “formants”, i.e. amplitudes of overtones (Schumann 1929): An
overtone is amplified stronger than others if its frequency lies in a frequency range which is characteristic for an in-
strument, independent from the fundamental frequency of the tone or the order of the overtone (when played with
the same intensity).

We started studying the top plate of a guitar. This is the first step towards characterizing the formants of this instru-
ment by computation. The elasticity of the top plate is modeled by linear elasticity, so we get a system of partial dif-
ferential equations. Because wood has different strength (elasticity coefficients) in the direction from the roots to
the top, from the inner to the outer annual rings, and tangential to the annual rings, we get an anisotropic elasticity
tensor. 

In our approach, we directly used a full three-dimensional model, because we want to study the three-dimensional
effect of the bracings of the top plate. Bracings are wooden sticks glued to the top and the back plate to support the
large free thin surface area of the plates. Since they allow the resonance body to be larger and thinner, and therefore
the guitar to be louder, they can be found in every guitar since the introduction of the traditional fan-bracing by An-
tio de Torres Juan in the 19th century. The top plate is over 30 cm long and wide, but only around 2 mm thick (Figu-
re 1), resulting in a very challenging geometry.

The discretisation is done by finite elements. The computation of resonance frequencies of the resulting system
leads to a generalised eigenvalue problem Ax =λBx. The eigenvectors with the smallest eigenvalues correspond to

Figure 1. Simple geometry for the guitar top plate Figure 2. Experimental results from Molin/Stetson (Jansson
1983)
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the eigenmodes with the lowest frequency. We are interested in the five to six eigenmodes with lowest frequency.
We solve these eigenvalue problems with a special kind of projection method, the Local Optimal Block Preconditio-
ned Gradient (LOBPCG) Method, introduced in 2001 by Knyazev. With this method, we can calculate several eigenva-
lues at once. Another advantage of LOBPCG is that it does not need much space in computer memory.

As the name LOBPCG suggests, we need to precondition it, that means, we have to find a approximate solution x of
the linear equation system Ax = b. For this purpose we use an Algebraic Multigrid (AMG) Method, since geometric
multigrid is not able to cope with the highly anisotropic nature of the discretisation matrix A, which results from the
anisotropic geometry and the anisotropic elasticity tensor of wood. Another problem is the large number of free
boundaries: Since the top plate is only clamped at the outer edges, the top and the bottom are free boundaries. This
causes problems with standard AMG methods, so we chose to use the Filtering Algebraic Multigrid (FAMG) method
introduced by Christian Wagner in 2000. This AMG method is especially advantageous for linear elasticity problems
with large number of free boundaries. 

In our work (Rupp 2009), we calculated the eigenmodes of the guitar top plate without bracings (Figure 3), and
found reasonable agreement with the results from Jansson (1983; Figure 2), although the results show that the influ-
ence of the bracings cannot be neglected. In the next step, we will incorporate bracings in our model, and, in a later
one, the coupling with the air inside the guitar. We also studied the behaviour of LOBPCG and similar algorithms de-
pending on the strength of the preconditioner and how far “backwards” the algorithm may look, showing that for
hard problems (in terms of solving the system Ax = b), the calculation is faster when the algorithm may look farther
behind, whereas for easy problems, it can be beneficial to do this only for the last eigenvalues.
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M1: Fast Solvers for Large Systems of Equations: 
Filtering Algebraic Multi-Grid (AMG) and Transforming Iterations
Ingo Heppner, Babett Lemke, Arne Nägel, Christian Wagner, Christian Wrobel, Gabriel Wittum

Introduction

The aim of this project is to develop efficient methods to compute approximate inverses or preconditioners for lar-
ge systems of linear algebraic equations

(1) A  u  = f , 

with a sparse system matrix A and vectors of variables (unknowns) u  and right-hand side f  (A  ˝ Rn*n, u , f  ˝ Rn),
not necessarily arising from the discretisation of second-order elliptic partial differential equations (PDEs) on a grid
G resolving the domain „  („  ˝ Rd, d  ˝ {1, 2, 3}).

The basic idea behind all multi-grid methods is the use of corrections computed on a coarser grid (coarse-grid cor-
rections) with a corresponding smaller system of linear equations whenever an explicit iteration method (smoother)
is unable to relax the error efficiently in order to accelerate convergence for a given fine-grid problem. This principle
can be applied recursively on a sequence (hierarchy) of coarser and coarser grids, where each grid level is responsib-
le for eliminating a particular frequency bandwidth of errors. To apply the method, one needs, in addition to the
hierarchy of grids, smoothers (maybe level dependent), coarse-grid analogues of (1) (i.e. coarse-grid operators) and
intergrid transfer (interpolation) operators to transfer residuals and corrections between the grid levels.

For the efficiency of standard (geometric) multi-grid, a “smoothed error” (i.e. an error that can no longer be effici-
ently reduced by the smoother) has to be smooth in a geometrical sense. Otherwise, linear interpolation, and there-
fore the coarse-grid correction, does not work well enough. But in general “smoothed error” may not be smooth in
a geometrical sense: A closer look (e.g. at anisotropic problems) shows that if the coarse-grid correction fails, a
“smoothed error” can, in general, only be regarded as “algebraically smooth” (in the sense that it is the result of an
algebraic smoothing operation) and is no longer eliminated. In addition, it would be preferable for a solver  for an al-
gebraic set of equations that it doesn't need such an auxiliary construction as a geometric hierarchy of grids.

In order to apply the multi-grid idea to more general problem classes, algebraic multi-grid (AMG) is an attempt to
abstract or generalise the multi-grid ingredients “grid”, “linear interpolation” and “smoothness” (better denoted as
“slowness-to-converge”), which are by nature spatial or geometrical, to algebraic concepts: The term “grid” is repla-
ced by “the graph of the system matrix”, and the concepts of “linear interpolation” and “smoothness” are generali-
sed in an algebraic sense (“algebraised”). From this point of view, it may be better to refer to an “algebraic multi-
graph method”.

The emphasis in AMG is on automatic coarsening and adaptation to the problem to be solved (optimally, to get a
black-box solver). Algebraic multi-grid methods consist of a set-up phase in which the coarse graphs, the intergrid
transfer operators and the coarse-grid operators are constructed in a (more or less) purely algebraic manner. Especi-
ally the coarse-level operators A H  are constructed by the Galerkin approach

(2) A H = r  A h p , 

where A h denotes the system matrix on the respective next finer level, and r  and p  denote the restriction and pro-
longation operator respectively.

After the set-up phase, standard multi-grid algorithms with the operators constructed above can be applied in the
usual way to get the approximate inverse of (1). All algorithms introduced in the following are based on the software
toolbox UG ("Unstructured Grids", Bastian and Wittum 1994; Lang and Wittum 2005).

M1: Fast Solvers for Large Systems of Equations 63



Automatic Coarsening (AC)

In many scientific and engineering applications, the spatial objects under consideration have very complicated sha-
pes containing a huge number of geometrical details on different scales. AC (Feuchter et al. 2003) is a multi-grid sol-
ver for the discretisation of partial differential equations on such complicated domains. As input the algorithm only
requires a given grid, fine enough to resolve such complicated shapes, and the discretisation on this grid, instead of a
hierarchy of discretisations on coarser grids. In a set-up phase, these coarse auxiliary grids are generated in a black-
box fashion trying to resemble the structure of the given grid, i.e. its “element density”, and are used to define purely
algebraic intergrid transfer and coarse-grid operators. This adaptation process results in a stack of geometrically nes-
ted auxiliary grids Gi ¸ „, i  = 0, . . . , l max.

Thus, to a certain extent this approach is similar to AMG: for a given fine grid, a hierarchy of coarser grids is created.
However, this is not in the spirit of algebraic multi-level approaches since there is no matrix dependence, neither of
coarse grid selection nor of building the intergrid transfer and coarse grid operators. Also, as opposed to AMG, the
coarsening process does not proceed from the given fine grid towards increasingly coarser grids but an adaptation
process moves from a very coarse grid towards the given fine grid(s). This approach can therefore be called “semi-al-
gebraic”.

Since a naive implementation of this accommodation process would require a lot of search operations with comple-
xity O (N 2) (N  being the number of elements in the given grid), we utilise a quadtree data structure for a far better
complexity of O (j ) (j  being the number of levels), accelerating the set-up phase significantly.

Schur-complement multi-grid (SchurMG)

The Schur-complement multi-grid method was constructed as a robust multi-grid method for the interface problem
arising from the discretisation of the convection-diffusion equation with strongly discontinuous coefficients in
groundwater flow (Wagner et al. 1997). It is based on an idea by Reusken (Reusken 1994). These and the coarse grid
operators are matrix dependent, but the coarse-grid selection is not (as in AC), so that this method can also be called
“semi-algebraic”. The coarse-grid selection of the fine grid and the reordering of the vector of unknowns u (and also
of right-hand side vector f) so that all variables belonging to fine-grid points and all variables belonging to coarse-grid
points are blocked and consecutive, induces a 2 x 2 block structure of the system matrix A. Block factorisation then
leads to inverses of the fine-fine block and the Schur complement which would provide the solution in one step if
computed exactly. Since the matrix is neither sparse nor easy to invert, one has to approximate the system matrix
(lumping) to get a recursively applicable method. One can show that the Schur complement of the modified system
matrix corresponds to the Galerkin approach with appropriate intergrid transfer operators.

Standard AMG

The set-up phase of the classical AMG method, in the following called RSAMG, as introduced in the fundamental pa-
per (Ruge and Stüben 1987), is based on the concept of “strong coupling” and the notion of  “slow-to-converge” er-
ror which guide the automatic coarsening process and the construction of appropriate intergrid transfer operators to
ensure that each fine variable is well interpolated from a (small) subset of coarse variables. Coarse-grid equations are
constructed by the Galerkin approach.

Here, a variable vi  is said to be “strongly connected to” another variable vj from its neighbourhood if for a fixed para-
meter √ (0 < √ ≤ 1):

(3) |aij|  ≥  √ maxl≠i (|ail|). 

The aim of the coarsening process is that each fine variable has at least one strong coupling to a coarse variable to
achieve good interpolation and that there is, as far as possible, no pair of coarse variables that are strongly connected
to each other (i.e. coarse variables should form a maximal independent set) to limit the size of the coarse grid and
thus the work which has to be done on it. The interpolation weights are then determined via the solution of the resi-
dual equation for an error variable.
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Filtering and Filtering Algebraic Multigrid 

Filtering is another technique for solving linear systems Ax = b. It is based on the filtering property: Find an appro-
ximate inverse M, such that:

M t  = A t , t  ˝ T  with a “testing space” T ,

yielding a linear iteration of the type

x new = x old – M –1(A x old – b ).

Depending on T, the resulting method can be tailored to be a smoother or a corrector as described in (Wittum
1992). It is possible to derive the filtering space T adaptively during the iteration by Adaptive Filtering (Wagner and
Wittum 1997). The efficiency of the filtering approach was demonstrated in these papers. However, only so-called fil-
tering decompositions were available to construct filters. These are based on block incomplete decompositions and
thus are limited to structured grids only. We continued this development with the two-frequency decompositions
(Logaschenko 2003; Buzdin and Wittum 2004; Buzdin et al. 2008).

In order ro generalise this method to unstructured grids Filtering Algebraic Multigrid, FAMG, (Wagner 2000a, b;
Nägel 2005) has been developed. This multigrid method is one of the most advanced AMG solvers available and fea-
tures  a filtering property for the construction of the grid transfers operators. In particular the smoother is conside-
red for the construction of the grid transfer-operators, which grants an optimised coarse-grid correction operator.
The method has been parallelized by Wrobel, yielding a robust and at the same time efficient overall solver (Wrobel
2001). Additionally, it has been combined with the Adaptive Filtering technique (Nägel 2008). Generalizations for
systems of PDEs is an ongoing focus of research.

The method has been successfully employed to compute a strategy for bioremediation of an aquifer or to elucidate
the interactions between structure and function for biological barrier membranes. Moreover, it is used  as a precon-
ditioner for the computation of eigenmodes of musical instuments and in various other applications.

AMG for systems of equations

The methods so far were developed to solve the equations originating from the discretisation of one (scalar) PDE. In
order to handle algebraic equations arising from the discretisation of systems of PDEs as well, the multi-grid me-
thods SchurMG and RSAMG are extended.

There are two possible ways of doing this:

1. Take the system matrix A in its “natural order”, which means “equation-wise blocking”, and define coarse-grid sets
and interpolation separately for each of the unknown functions. This is the so-called “unknown” approach. In gen-
eral, this may lead to more than one grid hierarchy (with accompanying algorithmic and computer resource pro-
blems).
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2. Collect all variables defined on the same set of grid points (which assumes a non-staggered original fine grid) and
apply the algorithm in a “blockwise” fashion, where the block of all variables corresponding to the same grid point is
relaxed, coarsened and interpolated together. This is the “point-block” approach, which we implemented in UG sin-
ce this is more natural to UG's data structure and avoids much of the problems associated with the “unknown" ap-
proach.
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M2.1: Multiscale Modelling of Biological Tissues
Alfio Grillo, Gabriel Wittum

Multiscale modelling aims to provide a detailed description of complex systems throught the simultaneous study of
a selected number of processes that, although characterised by different scales of observation, interact reciprocally.

Biological materials constitute a field of research in which multiscale modelling finds a natural application, and the
up-to-date concept of multi-physics is a direct consequence of the interplay of many intermingled phenomena that,
making a living system “alive”, embrace several disciplines, such as mechanics, thermodynamics, electromagnetism,
chemistry, and of course biology. This fascinating interdisciplinary subject requires advanced mathematical models,
accurate numerical methods, and precise experiments.

Our main topic of research in this area is the study of the thermo-mechanics of growth and remodelling of biological
tissues. Tissues are complex systems which, within their simplest approximation, may be thought of as mixtures of
deformable solids and a fluid comprising several chemical agents. An example of solid constituent is given by the
skeleton of the tissue. The fluid serves as carrier of substances that are destined to, or are by-products of, metabolic
reactions. This picture may be re-formulated by regarding the solid constituents as deformable porous media in the
interstitial space of which some fluid, and the chemical substances dissolved in it, experience transport processes.
These processes are influnced by stimuli of various nature (for example, change of shape of the tissue, generation of
internal distortions and stresses, exposure to thermal gradients, etc.), which may be triggered by the interaction of
the tissue with its surrounding environment. We speak of growth when all these phenomena lead to the variation of
mass of the tissue. We refer to remodelling when the internal structure of the tissue changes in time.

Three scales can be singled out for our purposes. The smallest one could be identified with the molecular scale; the
intermediate scale could be given by the level of observation attained by using a "hypothetical" microscope to look
at cellular and intercelluarl processes as well as the internal structure of the tissue. Finally, the largest scale (which
could be said to be "macroscopic") is associated with the scale of the laboratory, i.e. the scale at which the collective
properties of the tissues are determined.

Part of our research is based on the characterisation of a hypothetical tissue at the mesoscale, and the subsequent
retrievement of the fundamental field equations and constitutive relations that describe the behaviour of the tissue
at the macroscopic scale. This procedure, carried out through the use of Hybrid Mixture Theory (e.g., Bennethum et
al. 2000, and references threin), is meant to relate the physical quantities featuring in the macroscopic balance laws
with their mesoscale counterparts, and to account for the internal structure of biological materials. This is crucial for
developing self-consistent theories whose goal is to describe the overall behaviour of a tissue in response to both
microstructural and environmental factors.

In our contributions, particular emphasis has been thrown onto kinematic and thermodynamic aspects of growth
and remodelling. Within the framework of Extended Thermodynamics (Liu and Müller 1983), and employing the
Coleman-Noll method (Coleman and Noll 1963), we proposed an evolution law for growth and mass transfer, in
which the driving mechanism for mass transfer and growth was a generalised Eshelby-like tensor that included the
chemical potential of the fluid (Grillo et al. 2009a). Our results were similar to those determined by other authors,
e.g. Loret and Simoes (2005), and Fusi et al. (2006). Subsequently, we revised and extended our findings to the case
of a fibre-reinforced growing tissue (Grillo et al. 2009b). Here, we included the concept of "non-standard dynamics"
put forward by DiCarlo and Quiligotti (2002) and used by Olsson and Klarbring (2008) in the context of remodelling.
By viewing growth and remodelling as anelastic processes, we showed that the fundamental kinematic quantity
describing growth, i.e. the rate of anelastic distortion, also called inhomogeneity velocity "gradient" by Epstein and
Maugin (2000), is related to the Mandel stress tensor of the solid and to the chemical potential of the constituents of
the fluid. We also showed that, in response to growth, the evolution of the anelastic part of deformation may yield
fibre reorientation. Our results were meant to put together growth and remodelling according to the picture given
by Imatani and Maugin (2002). Some remarks about the issue of incompressibility have been given by Federico et al.
(2009).
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Further investigations, revisions and improvements of our previsouly published results about the determination of
evolution laws for the tensor of growth-induced distortions were provided by Grillo and Wittum (2010a,b). Here, the
issue of Eshelbian coupling, discussed by DiCarlo and Quiligotti (2002), was framed in the context of Mixture Theory
(analogous results have recently been proposed also by Ambrosi et al. (2010)). The distinction between growth and
transfer processes was made visible through the fact that, in the evolution law of the distortion tensor induced by
mass transfer, the Eshelbian coupling is augmented by the imbalance of the chemical potential of the substance
which is transferred from one phase to the other. Finally, evolution laws involving fractional derivatives have been
proposed by Atanackovic et al. (2010). This subject is currently under investigation.
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M2.2: Multiscale Numerics and Homogenisation
Alfio Grillo, Sabine Stichel, Ivo Muha, Nicolas Neuß, Christian Wieners, Gabriel Wittum

Most laws in the natural sciences are correct only up to error terms which depend on certain parameters and which
are small only for a certain parameter range. Furthermore, many of these laws describe dependencies between mac-
roscopic quantities which arise by averaging microscopic quantities.  In this case, it is often possible to compute the
parameters of the macroscopic laws from the physics of the micro problems and to quantify the error of the macro-
scopic law with respect to the microscopic law. This process is called “homogenisation”.

In the case of media with periodic heterogeneities (this case occurs rather frequently for industrially produced com-
posites), there are explicit rules for computing the parameters of the macroscopic law. Essentially, the technique is
to solve a representative problem on a small reference cell. In contrast, for stochastic problems, it is necessary to
compute on large reference domains containing many correlation lengths.

In recent years, we have studied the efficient calculation of such effective parameters with the finite element method
in many situations both from a theoretical and from a practical side. We have obtained the following results:

• We could show the validity of a boundary law of Cauchy (Robin) type in the case of the diffusion equation de-
fined on a domain with rapidly oscillating boundaries, see Neuss (2002b, 2003c).

• We  computed a boundary law for Navier-Stokes flow over a porous bed numerically, and verified that, in the
general case, a jump of the pressure has to be prescribed at the interface between porous medium and free
flow. This effect is in contrast to the interface conditions posed in previous work and may even have import-
ant applications in practice. The convergence of the numerical scheme was also rigorously established, see Jä-
ger et al. (2001).

• For a good approximation of domains with curved boundaries, it is often necessary to use finite elements
with non-linear cell transformations. In Neuss and Wieners (2004), we presented a formulation of multigrid
theory which covers both non-conforming finite element methods and curved boundaries.

• If the solution of the cell problem is smooth, it is advisable to use finite elements of (higher) order p. In this
case, simple smoothers like Jacobi or Gauss-Seidel do not lead to a p-independent convergence of  the mul-
tigrid algorithm. In Neuss (2003c), we have constructed such p-robust smoothers and proved their robust
convergence in the case of diffusion equations or systems of linear elasticity.

• In the case of diffusion problems with periodic heterogeneities, we have theoretically and practically shown a
strong two-grid approximation property for a certain operator-dependent prolongation, see Neuss et al.
(2001). This allows us to prove the convergence of a special algebraic multigrid algorithm robustly with re-
spect to jumps in the coefficient.

• Practically, we have implemented most of these algorithms in the parallel PDE solver ⋲, which combines
adaptive finite elements and multigrid inside a parallel environment. Thus, ⋲ is particularly suited for multi-
scale simulations. 

• Another application is modelling diffusion through human stratum corneum (cp. A1). The geometry of the
stratum corneum consists of tetrakaidekahedra. Due to the complexity of the geometry and the difference in
length scales involved in its microstructure, solving the equation directly on detailed microstructure is of high
computational cost. We obtain a macroscopic effective diffusion tensor by homogenisation (cp. Muha et al.)
and thereby significantly reduce the computational cost of modelling transdermal diffusion. A detailed
description of application of homogenisation theory on tetrakaidekahedra has been given in Muha et al.
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Figure 1. (a) Geometry of a tetrakaidekahedron.
(b)-(d) Solution of the cell problem, in x- (b), y- (c) and z-direction (d)    



M2.3: Coarse Graining of Multiscale Problems
Ivo Muha, Sabine Stichel, Alfio Grillo, Gabriel Wittum

This work focuses on upscaling and multigrid methods for multiscale problems. We consider a model for flow in he-
terogeneous porous media as found in groundwater aquifers. The multiscale problem is generated by the hetero-
geneities of the permeability of the subsurface on different length scales. Thus, upscaling the permeability is essenti-
al for numerical simulations of flow in hydrology in many practical cases since the local permeability field typically in-
volves scales varying over 5 to 10 orders of magnitude. For an exact description of the phenomenon, all length sca-
les must be taken into account. Therefore, if one is solely interested in the macroscopic behaviour, the subscale in-
fluence must be considered by an appropriate upscaling. The study aims at developing a new upscaling method for
flow and permeability in such systems.

The Coarse Graining method scales up the fine-scale field to an arbitrary length scale by introducing an effective per-
meability tensor. It incorporates the impact of the subscale fluctuations which are not resolved any more. The me-
thod relies on a stochastic modelling with a stationary random field of log-normal distribution for the permeability.
The idea of Coarse Graining is developed in Attinger et al. (2002) and Eberhard (2003), and is based on filtering pro-
cedures as introduced in Attinger et al. (2002). It can be understood as a combination of volume averaging and using
local fine-scale solutions for upscaling. The concept of Coarse Graining is smoothing a function for local volumes in
order to get a function on a higher resolution scale. This smoothing corresponds to cutting off the high frequencies
of the solution. While accurate approximations for effective permeability values are known for the case of global up-
scaling, we give an explicit scale-dependent effective permeability.

We extend the theoretical upscaling to a numerical scheme (cp. Eberhard et al. 2004) for a local upscaling of the per-
meability field, similar to the method of homogenisation. It is shown that, for a periodic setting with periodic media,
the effective permeability is equivalent to the homogenised coefficient. The numerical treatment offers the opportu-
nity of computing and testing all theoretical results of the Coarse Graining method. The latter are in good agree-
ment with numerical results. Numerical Coarse Graining also allows us to compute the theoretically derived results
to a higher order of the variance, for which the results of the perturbation theory are no longer valid.

Numerical Coarse Graining can be used on any level of an arbitrary given grid hierarchy. For the use on unstructured
non-aligned elements appropriate boundary conditions for the cell problem have to be used (cp. Muha et al., ma-
nuscript submitted). For aligned square grids a special kind of mixed boundary conditions proved to yield much bet-
ter results than other boundary conditions. Hence we generalised these boundary conditions to arbitrary elements
by approximating the elements with aligned squares and then defining the boundary conditions on the new se-
quence of boundary pieces.

Further, we focus on algebraic multigrid methods for flow in heterogeneous media. Multigrid methods belong to
the fastest solvers for large systems of linear equations which come from the discretisation of partial differential
equations. Due to the heterogeneity, the local permeability field varies over many length scales and exhibits large
jumps. To obtain an efficient method with optimal convergence for solving this problem, it is important to choose
the multigrid components suitably. We consider the Coarse Graining technique for the numerical upscaling of per-
meability and develop an algebraic multigrid method which applies the upscaling concept to obtain the coarse-grid
operator (cp. Eberhard et al. 2004; Eberhard and Wittum 2005). Thus, the coarse-grid operators of the coarsening
multigrid method are adjusted to the scale-dependent fluctuations of the permeability, which is important for an ef-
ficient interplay with simple smoothing. The analysis of important properties of the coarsening multigrid proves nu-
merically the successful application of the combination of smoothing and coarse-grid correction owing to the
coarse-graining technique. By a qualified choice of the boundary conditions for the cell problem and of the grid
transfers, we attain an improvement of the convergence of 48% for the coarsening multigrid method (CNMG).

In comparison with algebraic methods, the convergence shows that the coarsening method is as efficient as the Ga-
lerkin product and Ruge-Stüben methods for variances smaller than three, which is really sufficient for the simula-
tion of real systems.
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Figure 1. To illustrate the iterative coarse graining of the permeability we plot the longitudinal effective coefficients in
the isotropic case: 64, 16, 4 elements, variance 0.5. The original field is given on the 64x64-grid shown on the left.



M3: Finite Volume Element Methods of Arbitrary Order
Andreas Vogel, Gabriel Wittum

Finite Volume Methods are an effective discretisation technique to solve partial differential equations that arise from
physical conservation laws. They are used in a variety of applications such as computational fluid dynamics, convec-
tion-diffusion problems or flow problems in porous media. The most attractive property of a finite volume method
is that the approximative solution satiesfies a discrete convervation law. More precisely, on discrete control volumes
Bh  - also called “box”-volumes - the discrete solution uh staisfies the equation (e.g. for a scalar conservation law)

which states that the temporal change of the conserved quantity uh in the control volume is in balance with the flux
f(uh) over the boundary of the control volume. 

The Finite Volume Element Method (FVEM) is a variant of the Finite Volume Methods that use a Finite Element
mesh and Finite Element ansatz functions to decompose the physical domain and to represent the discrete solution,
respectively. Therefore, it inherits such attractive features like unstructured grid approaches, local grid refinements,
unstructured multigridding and parallelisation from the Finite Element Method, but still remains a conservative
scheme.

The FVEM using linear ansatz functions has been described and analysed in e.g. Bank and Rose (1987), Heinrich
(1987) and Hackbusch (1989). This method is successfully used in realistic problems and is a standard feature of the
software toolbox ⋲.

From the Finite Element context higher order methods are well known. These are characterised by higher order po-
lynomial ansatz spaces, which lead to asymtotically higher convergence order, i.e. roughly speaking  a desired appro-
ximation error can be achieved with less effort when a certain smoothness of the exact solution is given. Therefore,
it is desirable to use higher order finite volume methods, combining fast convergence rates with discrete conservati-
vity and applicability on unstructured grids.

The key points to develop FVEM of arbitrary order are the choice of trial functions and the construction of the con-
trol volumes Bh. A quadratic FVEM has been proposed and analysed in Liebau (1996). Recent results for quadratic
schemes can also be found in Xu and Zou (2005).

We proposed an arbitrary order FVEM using nodal shape functions with piece-
wise polynomials of degree p > 1 (see Vogel and Wittum, 2009). The box volu-
mes are constructed by a barycentric technique. For example in 2D the ele-
ments are divided into subelements first (see Figure 2). Then, barycenters and
edge midpoints are connected by straight lines for every subtriangle. Applying
this procedure on every element of the grid leads to a non-overlapping decom-
position of the domain into control volumes. Figure 1 gives an example for cu-
bic shape functions on triangles.

This generalisation of the standard FVEM to higher order has been implemen-
ted in the software toolbox ⋲. It is available for arbitrary order on hybrid grids in 2D (Triangles, Quadrilaterals)
and 3D (Tetrahedra, Hexahedra). 

Several numerical experiments using the new discretisation schemes have been performed and can be found in Vo-
gel (2008). A typical result of a convergence rate study for a 2D convection-diffusion problem is displayed in Figure
3. The error between exact solution u and approximated solution uh for the H1- and L2-Norm is shown versus the
number of unkowns. Since the effort for the computation of the approximative solution is proportional to the num-

Figure 1. Control Volumes  for a cu-
bic trial space
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ber of unkowns, these results are a convincing example how the higher order FVEM can be used to achive better so-
lutions with less effort.

a)  b)  c)  d)

A more detailed measurement of the convergence rates gives the following results: For the H1-Norm an optimal or-
der convergence rate is found, i.e.,

where p denotes the polynomial degree of the choosen trial functions. The optimal convergence rate in L2-Norm is
found for odd degree trial functions. For even degree trial functions, the order is one order below optimal, i.e. 

where m = p when p is even and m=p+1 when p is odd.
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Figure 2. Triangles, Subtriangles and Control Volumes for different FVE schemes: a) linear (p=1), b) quadratic (p=2),
c) cubic (p=3) and d) quartic (p=4)
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Figure 3. Convergence Rates for a 2D model problem for different Finite Volume Element schemes of order p (FVEp)
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M4: Level Set Method
Peter Frolkovič, Christian Wehner, Gabriel Wittum

Free boundaries occur in a wide range of applications, e.g. in two-phase flow, image processing or modelling of
combustion. The level-set method, introduced by Osher and Sethian in 1988, is a method for tracking moving inter-
faces. The main idea is to model the moving boundary as zero level set of a function. The movement of the free
boundary can then be modeled as initial boundary value problem. The resulting partial differential equations are
usually linear or non-linear hyperbolic equations. 

The focus of our work is to develop methods to solve the arising hyperbolic equations on unstructured grids in ⋲
and to apply these methods to practical problems.

The flux-based level set method (Frolkovič and Mikula 2007) is a finite-volume method for a general hyperbolic
equation of the form

In the level set context this equation describes the movement of the interface under the velocity          . If the veloci-
ty is given as external velocity field the above equation is a linear advection equation, the case
leads to the level set equation for movement in normal direction

The flux-based level set method is explicit in time and is stable under a given time step restriction (CFL constraint).
Tests in ⋲ with several popular benchmarks confirmed second order convergence for sufficiently smooth soluti-
ons and showed good mass conservation properties of the method, when it was applied to problems with diver-
gence-free velocity. This is important because mass conservation is not guaranteed by the level-set formulation.

Level set function Grid for the intial condition Grid at the last time step
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Figure 1. Shrinking of a sphere in 3 dimensions computed with flux-based level set method in ⋲

 Figure 2. Shrinking quatrefoil on adaptive grid



The flux-based level set method was investigated further for rectangular grids and was used for the computation of
general arrival time functions, which can e.g. be used for the modelling of fire spread (Frolkovič and Wehner 2009).

Further applications of the method were the simulation of an atherosclerotic lesion (Eberhard and Frolkovič 2006),
the surface evolution in image segmentation of 3D biological data (Frolkovič et al. 2007) and the simulation of

groundwater flow (in the d3f-project).

Yet another application was the computation of
two-phase flow with ⋲ (Frolkovič et al. 2011).
For this problem type, it is well-known, that the
level set function has to be reparametrised from
time to time to guarantee stable computations,
so a method for this "reinitialisation" of the level
set function on unstructured grids was develo-
ped.

Several test examples showed that the flux-based
two-phase flow level set method is convergent
and gives good results concerning mass conserva-
tion.
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Figure 3. Reinitialisation of the level set function  in a simulation of a rising bubble

The pictures show the level set function before and after solving the reinitialisation equation. The zero level set (the blue line) remains the
same, but after reinitialising the level set function is a signed distance function, that does not suffer from steep and flat gradients.



M5.1: Parameter Estimation for Bingham Fluids and Optimal Geometrical
Design of Measurement Devices
Dmitry Logashenko, Bernd Maar, Volker Schulz, Gabriel Wittum

As early as 1996, we issued the first multigrid method for solving a full pde optimisation problem. We applied this
methods to several problems such as the parameter estimation and inverse modelling of groundwater flow, topolo-
gy optimisation (Dreyer et al. 2000) and optimal geometry and experiment design. In the following, we present an
example of the latter topic.

In a joint effort with Braun GmbH (Friedrichshafen, Germany), we have developed a model-based measurement
technique which allows the simultaneous determination of all model parameters of certain Bingham flow models,
for example for ceramic pastes. Pastes are used, for example in the production of bricks or bodies of catalytic con-
verters. Usually, they are extruded, where the quality of the extrusion product depends on the velocity distribution
of the flow within the extrusion device. Recently, substantial progress has been achieved in the development of nu-
merical simulation techniques for paste extrusion based on Bingham models. However, in practice, these numerical
techniques can only be used if certain parameters of the underlying flow model are known. These parameter values
cannot be accessed by direct measurements, but are usually determined in a process involving a rather high empiri-
cal effort and using analytical approximation approaches. The efforts show that numerical methods can be set up for
the estimation of the model parameters from measurements of normal stresses, which need only twice as much
computing time as a pure flow simulation. Furthermore, all interesting parameters are estimated simultaneously and
automatically.

At every measurement, the fluid is pressed through the measurement device shown in Figure 1. The normal stress is
measured at several points on the upper wall. Then, the flow model of this fluid, i.e. the Bingham equations, is
discretised and the normal stresses at the measurement points are expressed in terms of the discrete solution and
the fluid parameters. The comparison of these analytic stresses and the measured ones gives rise to a least square
problem with non-linear constraints. For the estimation of the parameters, this problem is solved using a reduced
SQP method.

M5.1: Parameter Estimation and Optimal Design 77

Figure 1. Schematic draft and photo of measurement device



However, the statistical reliability of this approach is rather low for this measurement device. We carried out the shape
optimisation of the device, resulting in the geometry shown in Figure 2. The confidence intervals of measurements are
then substantially focused, as presented in Table 1.
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Figure 2. The optimised measurement device

Table 1. Confidence intervals of the parameters

Parameter
Bingham viscosity [bar s]
yield stress [bar]

Value The simple device
0.302
3.03

±26.3
±38.5

sliding factor [bar s / m]
sliding limit [bar]

0.497
0.180

±46.2
±1.5

The optimised device
±0.00421
±0.0520
±0.0640
±0.0819



M5.2: Parameter Estimation for Calcium Signalling
Gillian Queisser, Gabriel Wittum

A recurring challenge in neurobiology is finding experimental methods to access biological parameters within cell
tissue or single cells. Measuring diffusion properties of molecules in vivo or in vitro, opposed to an artificial
experimental setting, poses difficulties since these parameters are only indirectly accessible. Literature on diffusion
properties of cellular and nuclear calcium is sparse. Until now only one publication touching on that topic is known
to us (Allbritton et al. 1992). Furthermore, in Allbritton et al. (1992) experiments are not carried out in vitro, but in
an artificial setting using cytosolic-like media. 

In other neuroscience projects of the G-CSC, calcium diffusion properties are part of underlying mathematical
models. We therefore saw the need to quantify calcium diffusion by developing inverse modelling tools, based on
experimental data. A prerequisite for developing an adequate parameter estimation method, is to know what kind of
data is recordable experimentally. A method for investigating the diffusion barrier properties of the nuclear
membrane was published by the Bading lab at the IZN in Heidelberg (Eder and Bading 2007). Laser-assisted calcium
uncaging methods allow controlled release of calcium in the cell, and the spatio-temporal development of this
calcium signal can be recorded. For the schematics of this method see Figure 1.

This data can be used to estimate the diffusion coefficient of cellular calcium (nuclear or cytosolic). As an objective
function for the optimisation problem we define

where D denotes the diffusion coefficient of nuclear calcium, which is to be estimated, c the experimental data in
space and time (i and j resp.) and u the model data resp. to D. Finding an optimal model fit for the experimental
data means minimising the objective function F. Local approximation and minimisation of the objective function
yields a linearised quadratic function of the form

source

1.33
µm

2.66
µm

...

etc.

nucleus

cytoplasm

field of view / scanning area

Figure 1. Left: Set up of the laser-assisted calcium uncaging experiments. Calcium can be locally released by a UV-laser, either in the
nucleus or in the cytosol of single cells. Right: Measuring spatio-temporal calcium patterns; a linear recording band is defined, averaging
data vertically (accounting for experimental variability) and measuring at discrete point in horizontal direction.
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The minimisation problem then reduces to calculating the zero derivative of u resp. to D and the model data u,
which we retrieve from simulating a calcium diffusion process. The details of deriving the following equations for our
optimisation problem can be found in Queisser (2008):

For model data u solve

and for the derivative of F resp. to D (denoted by g), solve

Using uG we then can solve the above equations, which are only coupled in one direction, meaning one can solve,
in each time step, the first equation and with that data solve the second equation. The updating of the diffusion
coefficient after each simulation cycle is done by stepping in the steepest decent direction, retrieved from calculating
the zero derivative of F with an appropriate step length, which can be calculated using standard optimisation
techniques like a line-search method. This parameter estimation method for nuclear calcium has been investigated in
a test environment and subsequently applied to the experimental data from laser-assisted calcium uncaging. Results
are shown in Figure 2 (Queisser & Wittum, submitted). The inverse model shows two major things. First, data
published by Albritton et al. (1992) can be verified by this parameter estimation model, showing that the diffusion
coefficient for calcium in the uncaging experiments lies at approx. 40 um^2/s and secondly assuming a diffusion
process as the underlying biophysical process for nuclear calcium is a legitimate estimation (the inverse model
converges).
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Figure 2. Left: Convergence of  parameter estimation runs independent of the starting values for D. The test coefficient was set to D=100,
convergence to this value is quadratic. Right: Using data from laser-assisted calcium uncaging the parameter estimation model shows stable
convergence independent of the starting value for D to approx. 40 um^2/s. This is in agreement to previously published data (Allbritton et
al. 1992).
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M8, M9, T7: Geometry Modelling and Grid Generation
Dirk Feuchter, Alexander Fuchs, Andreas Hauser, Sebastian Reiter, Martin Stepniewski, Gabriel Wittum

Many physical processes occur in rather complex domains. For simulating phenomena with practical relevance,
mapping these domains onto a computational domain and triangulating them can only be carried out with powerful
and specialised tools. In order to cope with the specific properties of the problems that are treated in numerical si-
mulations, different approaches are required to preserve the special characteristics of the associated geometries du-
ring discretisation.

First, a rather general way of utilising arbitrary CAD geometries is pre-
sented, while the second approach is adopted for highly anisotropic
domains occurring in simulating groundwater flow or transdermal diffu-
sion of xenobiotics into the epidermis. A third approach allows the fully
automated generation of tetrahedral grids from arbitrary piecewise line-
ar surface geometries. All approaches produce grids ready for simulati-
on with ⋲. 

Finally a new approach to successive multigrid refinement is described.
The required preprocessing for this technique is currently being in-
tegrated into our toolchain.

CAD Geometries

In many industrial applications, the starting point for a numerical simu-
lation is the modelling and discretisation of CAD geometries. To model
complex geometries, the 3D-modeller ProE is applied. This also enables
the import of neutral files via IGES and STEP interfaces which in turn al-
lows geometries generated by other software on different platforms to
be considered. Then, a very fine surface mesh is generated in ProE that
now acts as the new approximated domain, which is either imported
into ⋲ or into the powerful mesh generator ICEMCFD. This grid gen-
erator tool is able to triangulate complex geometries, resulting in a vol-
ume mesh with far more than 10 million elements that is finally im-
ported into ⋲ via a linear domain interface. The data transfer between
the several tools is realised by Perl converters and depicted in the figure
on the left-hand side.

Three examples of real-world geometries are presented in Figure 1, 2
and 3. Electromagnetics and heat transfer are simulated using these
geometries. The first figure gives insight into a module of a static mixer.
Figure 2 represents a part of an electrical device with lamellae for cool-
ing, while the last figure shows a gas-isolated switch gear. The number
of volume elements varies from 5,000 to 100,000 elements on the coarse
grid and from 200,000  up to and more than 64 million on the finest grid
that approximates the very fine surface mesh sufficiently and thus the
original geometry.
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Figure 1. Path from CAD-tool (ProE) to ⋲



Geometry and grid generation for anisotropically layered domains

Solving partial differential equations in geoscientific applications (e.g. density-driven flow) or in pharmaceutical appli-
cations (e.g. transdermal diffusion of xenobiotics into the epidermis (stratum corneum)) implies a complex prepro-
cessing for geometry modelling and grid generation. Geoscientific domains are often assemblies of layers with a di-
mension of many kilometres in the horizontal direction, but a dimension of only some metres in the vertical direc-
tion. This yields the typical strong anisotropy. Further geological characteristics possibly occur: layers crop out, so-
metimes contain lenses or fractures, display overhangs (e.g. salt domes) or faults. Layered domains of cells such as
the stratum corneum consist of many corneocytes which are approx. 30 µm wide and 1 µm in height and are sur-
rounded by a homogeneous lipid layer of 0.1 µm. Simulations of such anisotropically layered domains require grids
with suitable sizes and shapes of the elements. We develop methods for geometry and grid generation using the file
formats “lgm” and “ng” used in our numerical simulation system ⋲ to describe complex geometries and grids.
First, with vertical lines and a protrusion technique, LD_Modeller2.5D creates geometries and grids consisting of tri-
angles, quadrilaterals in 2D and prisms and hexahedra in 3D, suitable for a certain kind of geoscientific “L”ayered
“D”omain.

     

In a second approach, we model more complicated layered domains, using the gridding methods of surfer or any data inter-
polation software which is able to describe a separating surface between two layers based on geological input data
(e.g. borehole data). With a thickness approach, LD_Modeller3D can include domains with geological characteristics
(as above), leading to a consistent assembly of all layers available to the 3D simulation process with ⋲. In a second
step, the grid generator of LD_Modeller3D creates hybrid meshes consisting of pyramids, tetrahedra, prisms and
mainly hexahedra. Using vertical lines during the grid generation leads to good element angles.
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Figure 2. Medium voltage switch (ABB) Figure 3. Gas-insulated switching gear: full configuration

Figure 4. The WIPP domain, a typical highly anisotropic domain from hydrogeology



   

In case of anisotropically layered domains such as the epidermis, Cuboid_Modeller describes each corneocyte  as a
cuboid. The corneocytes and the lipid layers are both meshed uniquely with hexahedra. In a second approach, we
use nested tetrakaidekahedra, describing a corneocyte in the lipid layer. Tetrakaidekahedra are suitable because
they overlap, and it is possible to create a dense packing of 100%. Tkd_Modeller creates a geometry file in the lgm-
format and a hybrid grid consisting of hexahedra, prisms, pyramids and tetrahedra in the ng-format.   

Additionally, we developed the grid generator ARTE, based on ART (Almost Regular Tetrahedra). ARTE keeps to in-
terior faces and is able to expand prescribed internal faces to thin layers and to generate prisms for anisotropic lay-
ers. Special algorithms are developed for treating intersecting faces. 

Figure 5.
A 3d grid of Norderney, an East-Frisian
island in the North Sea. The grid consis-
ting of hexahedra, prisms, pyramids
and tetrahedra is generated by Ld_Mod-
eller3d and follows the geometry.
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Figure 6. Geometry and grid of two different 3D models for human stratum corneum. On the left the corneocytes are
modelled by cuboids, on the right by tetrakaidekhedra. 

Figure 7. Thin layer grids generated by ARTE
From left to right: Grid of the Norderney domain. The next three images show the expansion of intersecting interior fa-
ces to thin layers with special treatment of layer intersections.



Fully automated tetrahedral grid generation

Implemented as a module of the grid management library libGrid, the tool volUtil builds the bridge between plain
surface geometries and the final numerical simulation on the complete volume geometries with the simulation tool
⋲. Accessing the library TetGen (Si 2006), volUtil is able to generate high quality tetrahedralisations of arbitrary
complex piecewise linear 3D surface geometries with holes, inner boundaries, interlacings etc. using the Constrained

Delauney method. Surface geometry import, volume grid generati-
on and data export to ⋲ can be easily executed seperately or all by
one command. volUtil provides the opportunity to specify various
important parameters such as maximum radius-edge ratio of the te-
trahedrons, maximum tetrahedron volume constraints, geometry re-
gion information etc. 

The required surface geometries can be easily created, imported
and edited with the 3D-graphics software BLENDER. Yet, a major
part of the surface geometries dealt with comes from neurobiologi-
cal data. In this context we are interested in both the reconstruction
of geometries from microscopy data and the generation of synthetic
cells, which adhere to biologically measured anatomical fingerprints.
The first point is handled by the surface reconstruction program
NeuRa [A2.1], the second by the neuron generation programs Neu-
Gen and NeuTria [A2.6]. Due to its modular design, the toolchain
can be easily extended by other surface grid construction packages.

Before actually generating the volume grid, the surface optimiser
can be used to considerably reduce the amount of triangles required
for an adequate representation of the original data. At the same time
it smoothes the surface and thus removes artefacts that were unin-
tentionally introduced during surface reconstruction.
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Figure 9. Workflow from microscopy to volume grid

Figure 8. Toolchain for grid generation



Subdivision Surface Refinement

Subdivision Surface Refinement is a technique to describe either interpolating or approximating 2D smooth surfa-
ces, which result as the limit of the successive refinement of a piecewise linear control mesh and (re-)positioning of
its vertices. Vertices of the refined mesh are positioned using weighted averages of the vertices of the unrefined
mesh. With Loop's scheme (Loop 1987), which is based on B-Spline approximation, the limit surface is ensured to
be two times continuously differentiable everywhere except for irregular vertices, where the surface is only one time
continuously differentiable. Furthermore, this method can be applied to regular 2D geometries of arbitrary topolo-
gy.

Multigrid methods require successive refinement. The classical approach is based on a geometrical projection, whe-
re the refined mesh is projected onto a separate boundary description. This method is prone to error and likely to
cause problems on geometries with inversions, which occur quite often in neurobiological data. In this case subdivi-
sion refinement represents a promising alternative. After an initial surface-fitting step, which can be done during sur-
face-optimisation, successive Subdivision Refinement automatically leads to a grid whose boundary approximates
the surface geometry of the original data. While this technique is not intended to replace the classical refinement
methods, it is a stable, robust and fast alternative, perfectly suited for geometries based on neurobiological data.
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Figure 10. Workflow from NeuGen to volume grid

Figure 11. Successive subdivision refinement steps and limit surface (from Zorin et al. 2000)

Figure 12. Subdivision Refinement applied on a nucleus during simulation with ⋲
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T4: Visualisation: VRL/UG Interface
Michael Hoffer, Christian Poliwoda, Gabriel Wittum

VRL is a flexible library for automatic and interactive object visualisation on the Java platform. It provides a visual
programming interface including meta programming support and tools for real-time 3D graphic visualisation.

Mapping programme functionality to graphical interfaces is traditionally a manual and work-intensive process. VRL
tries to simplify the creation of user interfaces by using a declarative approach. Instead of giving specific instructions
on how to generate the user interface it is only necessary to define the functionality of the user interface. VRL analy-
ses the functionality provided by the Java objects that shall be visualised and uses three types of visual components

to create a graphical user interface that reflects the
functionality provided by the object: object visuali-
sations, method visualisations and parameter visua-
lisations (see Figure 1). Parameter visualisations are
the most individual part of the VRL GUI generation.
Therefore VRL provides a plugin interface that al-
lows to add custom visualisations. This includes in-
teractive 2D and 3D visualisations. In addition to
the automatic visualisation, it is possible to specify
data dependencies. This is necessary to define com-
plex workflows. All connections are type safe. It is
possible to define custom contracts for data validati-

on. The messaging system notifies the user about incorrect input. VRL can also execute external tools, i.e., perform
tasks that are usually performed on the command line. Thus, it is able to integrate external tools for defining a prob-
lem specific workflow which consists of several independent tools. Although not limited to a specific domain, VRL
components are optimised for technical simulation. Figure 2 shows an example visualisation:

To define method calls independently from data dependencies, VRL enables the definition of a linear control flow
(see Figure 3). With this additional information it is possible to compile a VRL workflow as Java class with one me-

thod. Instances of this class can be visualised like any other Java object. Another important aspect is the usage of the
visually formulated functionality by any other Java based software. This includes non-graphical applications.

Figure 1. VRL component types

Figure 2. Visualisation of a simple Java object

T4: Visualisation: VRL/UG Interface 87

Figure 3. Visualisation of the control flow



Usually uGbased workflows are console dependant tasks which involve also other tools. Because uG workflows
can be complex it is necessary to provide a graphical user interface which is able to reflect the flexibility and comple-
xity of uG. By using an intuitive graphical user interface, uG can be handled by a wider range of users. We now
show an example of  a visual component that can be used to create interactive uG  applications.

The tool shown in Figure 4 allows rotating, translating
and zooming the shown geometry by using the mouse.
Additionally, this tool offers the possibility of zooming
and translating using the keyboard and regulate the in-
tensity of the keyboard controlled zoom and translation.
Furthermore, it is possible to define a rotation point
and object centre. The main purpose of this tool is to
define boundary conditions on the shown geometry
which are also graphically represented. The visualization
of the geometry is based on Java 3D. This is a library
that allows for hardware accelerated 3D visualisation.

Figure 5 shows a graphical uG  application for the detailed computation of permeation through human skin.

For the current version of uG VRL is used to convert a visually defined workflow to uG script files. This approach
has several limitations we want to overcome. For example, it is not possible to automatically create the visual compo-
nents to interact with uG. Under the assumption that uG provides a service that allows to inspect the functionality
it provides for external usage, automatic GUI generation is possible. For the upcoming version of uG such a service
is under development. For automatic GUI generation we use this service to create Java classes that can be dynamical-
ly compiled. The class hierarchy of the original uG classes is preserved. Our tests show that this approach is promi-
sing and allows for completely new and dynamic applications. The functionality provided via the VRL interface is then
identical to the scripting interface of uG.

Figure 5. uG  application for the detailed computation of permeation through human skin

Figure 4. Setting the boundary conditions on a geometry
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T5: Simulation Software Library SG
Dmitry Logashenko, Gabriel Wittum

As a counterpart of ⋲, we developed the library SG (structured grids). This is an efficient tool for computations on
topologically rectangular grids of arbitrary dimension. It profits from the special data structures for the representa-
tion of these grids. Furthermore, for efficient simulations of high-dimensional problems, it supports the combina-
tion technique for sparse grids (Zenger, 1990). The current version of the library (SG2) is capable of handling a wide
range of discretisations of systems of PDEs on structured grids, including e.g. time-dependent non-linear problems
on staggered grids, and contains efficient numerical solvers, e.g. multigrid methods. It provides a flexible object-ori-
ented programming interface for numerical methods with the possibility of reading method-specific parameters
from initialisation files. The combination technique is parallelised on the base of the MPI library. SG is implemented
in C++ programming language and is platform independent.

The main field of the applications of SG are high-dimensional problems. In the combination technique for the
sparse grids, the system of the PDEs is discretised and solved independently on several grids obtained from the

same coarse grid by anisotropic refinement. Figure 1 demon-
strates this method in 2 dimensions. The numerical solution
on the sparse grid is a linear combination of the numerical
solutions on the red and the blue regular grids, which are
computed independently of each other. The accuracy of this
solution is approximately equivalent to that of the solution
on the full regular grid with stepsize h, provided the solution
is sufficently smooth. But in high-dimensional cases, the
number of degrees of freedom on all the grids involved in the
combination technique is essentially smaller then for the full
regular grid with the same grid step. Furthermore, the com-
putations of the solutions on the regular grids in the combi-
nation technique can be performed on different processors
without communication. This allows very efficient
parallelisation of the computations. This approach was used
for high dimensional problems in the computational finance
(see Section A3).

Figure 1. Combination technique for the sparse grids

Figure 2. Simulation of biological cell growth with SG2
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We also applied this approach for simulations of population dynamics. Figure 2 presents results of a simulation of the
biological cell growth in a stirred tank. The medium containing the cells (e.g. bacteria) and the nutrient is considered
to be well mixed so that it is homogenious. The nutrient is described by its concentration c in the medium. The cells
consume the nutrient and store it in their internal nutrient storage. Furthermore, they convert this nutrient to
biomass characterised by cell size. The whole cell population is therefore described by the number density function
characterising the distribution of the cells in coordinate system “cell size × stored nutrient” (these values are
scaled). The model describing these processes is a system of an integro- partial differential equation for the number
density function and an ordinary differential equation with an integral term for the concentration c (see Fischer et al.
2006) in the coordinates space, time, cell size and stored nutrient. This system is solved using the combination tech-
nique for the sparce grids which allows also efficient treatment of the integral terms. More complicated biological
models involving more parameters for the description of the population can be handled in the same way.

SG2 can be also used for efficient computations on regular structured (non-sparse) grids. Figure 3 presents a simula-
tion of the Navier-Stokes flow coupled with the transport in a stirred tank. In this example, the discretisation of the
Navier-Stokes equations is based on staggered grids. 

Further applications include image processing. The possibility to link SG2 as an external library to other software was
used in Mang et al. 2009 for a method tracking fibers in the brain. In this application, the SG2 solvers were used to
simulate the self-diffusion in small areas of the brain to determine the direction of the fibers and showed very good
performance.
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Figure 3: Simulation of flow and
transport in a stirred tank with SG
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T8: NeuGen: A Tool for the Generation of  Realistic Morphology of Corti-
cal Neurons  and Neural Networks in 3D
Jens Eberhard, Alexander Wanner, Sergei Wolf, Gillian Queisser, Gabriel Wittum

NeuGen (Eberhard et al. 2006) is a tool for the efficient generation and description of dendritic and axonal morpho-
logy of realistic neurons and neural networks in 3D. It is based on experimental data. The ‘in silico’ neurons are ba-
sed on cells of cortical columns in the neocortex. The software is available at http://www.neugen.org.

The idea for the development of NeuGen has been to be able to simulate networks of synaptically connected neu-
rons in a cortical column. The NeuGen project is mainly a result of the fact that experimental data is available nowa-
days to extract the anatomical fingerprints of the cells and to generate synthetic neuron geometries.

NeuGen is an on-going software project which will be extended by additional features. A graphical user interface is
included in the newest NeuGen version which makes program control and assignment of values to the configuration
parameters very easy. Up to now, NeuGen is based on data for cortical colums in the barrel cortex of rodents. The
next step is to develop a neuroanatomical model of the hippocampus. New classes of neurons, e.g. granule cells,
CA1 pyramidal cells and CA3 pyramidal cells and different types of interneurons will be implemented.
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Figure 1. From left: L2/3 pyramidal cell, L4 spiny stellate cell, L5A pyramidal neuron, L5B pyramidal neuron , L4 starpyra-
midal cell, network with 100 cells



T9: NeuTria: A Tool for the Triangulation of Realistic Morphologies of
Cortical Neurons and Neural Networks in 3D
Niklas Antes, Sebastian Reiter, Gillian Queisser, Gabriel Wittum

NeuTria is a software tool for generating closed 3-d surface grids from abstract spatial information. One example is
the generation of neurons and networks from abstract data
provided by NeuGen.

In NeuGen (Eberhard et al. 2006) the geometry is composed
of frustums, see Figure 1 (right). For detailed 3-d models of
cellular and sub-cellular signal processing we need a closed
surface of the neurons, whereas the list of frustums does not
define closed surfaces.

NeuTria is a software tool to generate an approximation of
the given “raw data” and calculates closed surfaces – compo-
sed of triangles – from NeuGen-generated files. It also creates
a geometry of synapses, which in NeuGen only is provided as
electrophysical data. Because the lists of frustums describing
a dendrite or an axon are too angular, the program also gene-
rates a smoothed graph along a dendrite. Very difficult is the
generation of correct geometries at intersections and soma.
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Figure 1. The geometry of dendritic branches is represented
as a sequence of frustums. The sections are devided into
compartments.
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Figure 2.
Left: A  generated network for
a cortical column with 20
cells.
Right top: A dendritic
branching point. A  synapse
(middle) and soma (right).



CF1: Asset/Liability Management in Insurance
Thomas Gerstner

Much effort has been spent on the development of stochastic asset-liability management (ALM) models for life
insurance companies in the last years. Such models are becoming more and more important due to new
accountancy standards, greater globalisation,
stronger competition, more volatile capital
markets and long periods of low interest rates.
They are employed to simulate the medium and
long-term development of all assets and liabilities.
This way, the exposure of the insurance company
to financial, mortality and surrender risks can be
analysed. The results are used to support
management decisions regarding, e.g., the asset
allocation, the bonus declaration or the
development of more profitable and competitive
insurance products. The models are also applied
to obtain market-based, fair value accountancy
standards as required by Solvency II and the
International Financial Reporting Standard.

Due to the wide range of path-dependencies, guarantees and option-like features of insurance products, closed-
form representations of statistical target figures, like expected values or variances, which in turn yield embedded
values or risk-return profiles of the company, are in general not available. Therefore, insurance companies have to
resort to numerical methods for the simulation of ALM models. In practice, usually Monte Carlo methods are used
which are based on the averaging of a large number of simulated scenarios. These methods are robust and easy to
implement but suffer from an erratic convergence and relatively low convergence rates. In order to improve an
initial approximation by one more digit precision, Monte Carlo methods require, on average, the simulation of a
hundred times as many scenarios as have been used for the initial approximation. Since the simulation of each
scenario requires to run over all relevant points in time and all policies in the portfolio of the company, often very
long computing times are needed to obtain approximations of satisfactory accuracy. As a consequence, a frequent
and comprehensive risk management, extensive sensitivity investigations or the optimisation of product parameters
and management rules are often not possible.

In this project, we focus on approaches to speed up the simulation of ALM models. To this end, we rewrite the ALM
simulation problem as a multivariate integration problem and apply quasi-Monte Carlo and sparse grid methods in

combination with adaptivity  and dimension
reduction techniques for its numerical
computation. Quasi-Monte Carlo and sparse
grid methods are alternatives to Monte Carlo
simulation, which are also based on a
(weighted) average of different scenarios, but
which use deterministic sample points
instead of random ones. They can attain
faster rates of convergence than Monte Carlo,
can exploit the smoothness of the integrand
and have deterministic upper bounds on
their error. In this way, they have the
potential to significantly reduce the number
of required scenarios and computing times.
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CF2: Valuation of Performance-Dependent Options
Thomas Gerstner

Companies make big efforts to bind their staff to
them for long periods of time in order to prevent a
permanent change of executives in important
positions. Besides high wages, such efforts use long-
term incentives and bonus schemes. One
widespread form of such schemes consists in giving
the participants a conditional award of shares. If the
participant stays with the company for at least a
prescribed time period he will receive a certain
number of company shares at the end of the period.

Typically, the exact amount of shares is determined
by a performance criterion such as the company’s
gain over the period or its ranking among
comparable firms (the peer group). This way, such bonus schemes induce uncertain future costs for the company.
For the corporate management and especially for the shareholders, the actual value of such bonus programmes is
quite interesting. One way to determine an upper bound on this value is to take the price of vanilla call options on
the maximum number of possibly needed shares. This upper bound, however, often significantly overestimates the
true value of the bonus programme since its specific structure is not respected.

Contingent claim theory states that the accurate value of such bonus programmes is given by the fair price of options
which include the used performance criteria in their payoff. Such options are called performance-dependent options.
Their payoff yields exactly the required shares at the end of the bonus scheme. This way, performance-dependent
options minimise the amount of money the company would need to hedge future payments arising from the bonus
scheme.

Similar performance comparison criteria are currently used in various financial products, for example many hedge
funds are employing so-called portable alpha strategies. Recently, pure performance-based derivatives have entered
the market in the form of so-called alpha certificates. Here, typically the relative performance of a basket of stocks is
compared to the relative performance of a stock index. Such products are either used for risk diversification or for
pure performance speculation purposes.

In this project, we develop a framework for the efficient valuation of fairly general performance-dependent options.
Thereby, we assume that the performance of an asset is determined by the relative increase of the asset price over
the considered period of time. This performance is then compared to the performances of a set of benchmark assets.
For each possible outcome of this comparison, a different
payoff can be realised.

We use multidimensional stochastic models for the
temporal development of all asset prices required for the
performance ranking. The martingale approach then yields
a fair price of the performance-dependent option as a
multidimensional integral whose dimension is the number
of stochastic processes used in the model. In so-called full
models the number of stochastic processes equals the
number of assets. In reduced models, the number of
processes is smaller. Unfortunately, in neither case direct
closed-form solution for these integrals are available.
Moreover, the integrand is typically discontinuous which
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makes accurate numerical solutions difficult to achieve. In this project we develop numerical methods to solve these
integration problems. For reduced models, tools from computational geometry are developed, such as the fast
enumeration of the cells of a hyperplane arrangement and the determination of its orthant decomposition.
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