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Abstract

Recent advances in optical coherence tomography (OCT) have led to higher-speed
sources that support imaging over longer depth ranges. Limitations in the bandwidth
of state-of-the-art acquisition electronics, however, prevent adoption of these advances
into clinical applications. This thesis introduces optical-domain subsampling as a
method for increasing the imaging range while reducing the acquisition bandwidth.
Optically subsampled lasers utilize a discrete set of wavelengths to alias fringe signals
along an extended depth range into a bandwidth limited window. By detecting the
complex fringe signals and under the assumption of a depth-constrained signal, optical
domain subsampling enables recovery of the depth-resolved scattering signal without
overlapping artifacts. Key principles behind subsampled imaging will be discussed, as
well as the design criteria for an experimental subsampled laser. A description of the
laser, interferometer, data acquisition system, and signal processing steps is given,
and the results of point spread functions compressed into a baseband window are
presented. Images that were taken with the subsampled OCT system and a wide-field
microscope show that this imaging scheme is viable in vivo and can advantageously
image samples that span a long depth range.

Thesis Supervisor: Benjamin J. Vakoc
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Chapter 1

Introduction

1.1 Applications of OCT

Optical coherence tomography (OCT) is a high-resolution, three-dimensional medical

imaging modality that uses infrared laser light to probe depths within tissues [12,27].

For many applications, OCT bears advantages over other imaging modalities. With a

penetration depth of a few millimeters and resolutions on the order of 5 pum, it offers

much deeper penetration than confocal microscopy and much higher resolution than

ultrasound imaging. Furthermore, OCT provides contrast based on intrinsic index

changes within the tissue, meaning that it can be administered non-invasively and

without contrast agents. Because OCT images provide information about tissue mi-

crostructure, it can be used to detect pathology in various ways. In epithelial cancers,

for instance, distruption of cellular organization beneath the surface of the tissue can

provide indicators of dysplasia. Figure 1-1A demonstrates how the microstructure of

esophageal tissue can be visualized in OCT images (panel A and C), and how dis-

ruption of the normal architecture is detected in the case of subsquamous Barrett's

epithelial (panel C) [71.

Development of OCT technology began in the laboratory of James G. Fujimoto at

MIT around 1991. The earliest time-domain OCT systems (TD-OCT) focused on

applications in ophthalmology [12]. In 1993, the first in vivo tomograms of the hu-

17



Figure 1-1: Representative OCT image of esophagus and corresponding histology.
A & B) Normal esophagus with squamous epithelium (SE), lamina propria (LP),
and muscularis mucosa (MM) clearly visible on the OCT image. C & D) Barrett's
esophagus with disrupted architecture and multiple subsquamous Barrett's epithelial
(SBE) glands beneath the SE [7]

18
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Figure 1-2: A) Schematic of the distal optics of an OCT catheter endoscope with

angled GRIN lens to minimize internal reflections. B) OCT image of rabbit trachea
taken in live animal with the endoscope, and corresponding histology [28].

man optic disc and macula were demonstrated [26]. With extensive research effort

over the following decade, longer wavelengths and higher power lasers gave rise to

imaging of optically scattering and non-transparent tissues [4]. Ex vivo investigation

of OCT was conducted in a variety of organ systems including cartilage, gastroin-

testinal tissues, upper respiratory tract, and and urologic tissues [4,16,23,24,27,28].

Initially in vivo imaging was only performed on external organ systems that were

easy to access such as the skin, oral cavity, and eye, however, with the introduction

of catheter-based fiber optic probes around 1997, imaging of internal organs became

possible. Figure 1-2A shows one of the first in vivo catheter probes with the distal

optics encased inside of a transparent housing [28].

While these first internal imaging systems were promising, they were limited in their

utility due to a combination of small imaging fields, motion artifacts, and difficulty

meeting geometric constraits in the organs. Nonetheless, realization of the potential

of in vivo imaging drove research efforts in following years to focus on: 1) longer

imaging ranges that reduce sensitivity roll-off due to organ geometry, 2) higher speed

19



Figure 1-3: Balloon catheter centration mechanism that allows for circumferencial
imaging of esophagus [32]

laser sources that enable real-time image rendering and minimize motion artifacts,

and 3) probe designs that facilitate comprehensive imaging of internal organs.

1.2 Need for Long-Range Imaging

The coherence length, or length over which light in a sample arm is well correlated

with light in a reference arm, determines the imaging range of OCT systems [29,36].

With the current design limitations on coherence length, the location of the imaging

probe relative to the tissue surface is tightly constrained (to within ~5 mm). If the

tissue is located more than a few millimeters from its ideal location, the OCT system

rapidly loses image contrast due to low sensitivity beyond this region. Thus, for

OCT to work, the geometry must be arranged to ensure millimeter-level control of

the probe-to-tissue distance. In the esophagus, the smooth and tubular nature of the

organ allows imaging through a balloon-centration catheter (Figure 1-3) [32]. In this

special case, the catheter is inserted into the esophagus and the balloon stretches the

wall of the esophagus so that it is a constant distance around the central imaging

20



(b) duodenum

Figure 1-4: (a) Endoscopic OCT image of esophagus obtained by expanding balloon.
G = gland, MM = muscularis mucosa; (b) Analogous image of the duodenum where
comprehensive imaging is difficult because of villi and uneven surface [25]

catheter. This ensures that the geometric constraints described above can be met;

with pull-back of the core catheter, comprehensive imaging of the esophagus can be

performed over the length of the balloon (Figure 1-4a) [25]. Analogous catheters

cannot be easily created for other organs that have more complex geometry. For

instance, because tissue along the intestines are have irregular crypts and varying

diameters at different sections, balloon catheterization is not as effective in centering

the imaging probe. Figure 1-4b shows a cross-section of the duodenum that is imaged

with the same balloon catheter as the esophagus, and it demonstrates the difficulty

of getting comprehensive imaging in the same way as for the esophagus. The left

side of the duodenum has fallen beyond the imaging range of the system and has not

been imaged properly. Thus, unless the organ meets specific geometric criteria, no

solution exists to constrain the probe-to-tissue distance in order to stably image the

organ system. OCT lasers that increase coherence length (and thus sensitivity over

longer ranges) have been investigated by various groups. As new laser sources are

demonstrated with multi-cm scale coherence lengths [22], new clinical and industrial

applications of OCT based on simultaneous high-speed and multi-cm depth ranges

can be envisioned.

21
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Figure 1-5: A) Longitudinal cross-sectional image of a tissue with arrows pointing
to location of motion artifacts. B) Three-dimensional image of esophagus cannot be
interpreted for the left 1/3 of the image [32]

1.3 High-Speed Imaging

High-speed imaging is important for minimizing motion artifacts during the imaging

session as well as for real-time image rendering. Most tissues in the body do not re-

main stable for prolonged periods of time, and are subject to various motions whether

from breathing, heart beating, peristalsis, or other biological functions. Significant

motion of the tissue relative to the imaging probe within this time induces artifacts

in the image that are difficult to remove in the processing stage (Figure 1-5a). To

minimize these artifacts, tissue must be immobilized for the duration of the imaging

session; while this is straightforward in external tissues, it poses a larger challenge

in internal organs. In the esophagus, the aforementioned balloon catheter provides

stabilization to limit motion during the imaging procedure, however, some motion is

unavoidable even in these applications (Figure 1-5b) [32]. Furthermore, as mentioned

before, stabilization via a balloon catheter cannot be applied to many other internal

organs, and as such motion artifacts are prohibitively large.

Alternatively, motion artifacts can be minimized by increasing the speed of imag-

ing. In OCT, the A-line rate (given in Hz) is the number of axial scans that can
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Table 1.1: Approximate Imaging Times for Various Volumes

A-line Rate 1cm x 1cm x 2mm 5cm x 5cm x 2mm
1 kHz 1.1 hours 27 hours

100 kHz 6 mins 2.7 hours
1 MHz 4 s 1.7 mins

10 MHz 0.4s los

be completed in one second. The faster the A-line rate, the faster one depth scan is

acquired and thus less motion can occur during that interval. Table 1.1 provides some

reference values for the time it takes to acquire a 1cm x 1cm x 2mm or a 5cm x 5cm

x 2mm volume at different A-line rates. Ideally, imaging of the area of interest would

be performed in less than one second since cardiac motion occurs on an average of

once per second.

The first generation TD-OCT systems relied on a translating reference arm for depth

scanning and only operated at a few kHz. Consequently, motion artifacts were se-

vere and imaging could only reliably be performed on small volumes [12,16,23]. The

introduction of Fourier-domain OCT (FD-OCT) obviated the need for a translat-

ing reference arm and instead relied on the laser source for imaging speed. In 2004,

swept-wavelength OCT imaging was demonstrated at 100 kHz A-line rates [34]. Since

that time, multiple new swept-wavelength technologies have been developed and laser

speeds have increased to the order of MHz [14, 20]. With this increase in speed, in

vivo imaging is becoming easier and more informative.

1.4 Acquisition Bandwidth Limitation

The bandwidth of the electronic acquisition systems used to capture OCT signals

has increased through adoption of higher-speed digitizers and higher bandwidth bus

interfaces. When the requirements of high-speed are combined with those of extended

depth range imaging, however, current acquisition electronics are unable to accom-
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Table 1.2: Long-Range and High Speed Imaging Values

Parameter Standard Long-Range High-Speed Long-Range +
High-Speed

Laser Speed 100 kHz 100 kHz 1.2 MHz 1.2 MHz
Axial Imaging Range 5 mm 10 cm 5 mm 10 cm

Acquisition Bandwidth 200 MS/s 4 MS/s 2.4 GS/s 48 GS/s

modate the resulting signal bandwidth. In OCT, the required acquisition bandwidth

scales with the product of the laser speed and imaging depth range. Table 1.2 shows

some example values of laser speed, imaging range, and expected acquisition band-

width for different combinations of OCT parameters. The combination of long range

and high speed imaging results in 48 GSamples/s, which is well beyond what modern

digitizer cards are able to acquire. In this work, we demonstrate a method to dramat-

ically reduce the acquisition bandwidth required for extended depth range imaging,

and thereby enabling high-speed and extended depth range OCT with current acqui-

sition electronics.

The distinction between the imaging range/depth range and the penetration depth

into tissue should be highlighted (Figure 1-6). The penetration depth of light into

tissue refers to how far into the tissue light can travel, and thus how far into the tissue

OCT images can be obtained. This depth depends on the wavelength of the light, the

power of the light source, and the tissue being imaged. Typically for non-transparent

tissues such as skin or esophagus, penetration depths are -2mm. On the other hand,

the depth range of imaging refers to the region in which the tissue must be placed in

order for it to be within the high-sensitivity region of the system. This range depends

on the coherence length of light, which relies on the instantaneous linewidth of the

laser as will be discussed in section 2.2. In this work, we provide a technique to in-

crease the depth range of imaging, Az, without increasing the acquisition bandwidth.

Our approach is based on modifying the optical sampling approach in OCT so that

wavelengths are discretely instead of continuously sampled. Frequency comb lasers
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Figure 1-6: Distinction between depth range and penetration depth is clear in this
figure. Imaging can be performed anywhere in the depth range, however, tissue
beyond the penetration depth is not imaged. The penetration depth is 2mm and
depth range is 5mm in this example
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have been demonstrated previously to extend the coherence length of source or reduce

fringe decay (reviewed in section 3.1), but until now has not been demonstrated as a

method for data-compressive ranging.

1.5 Thesis Organization

The goal of this work was to provide a robust proof of concept for applying subsam-

pling to provide data efficient depth ranging in OCT. Chapter 2 describes some salient

OCT concepts that were utilized extensively in this work. A brief introduction to in-

terferometry and time-domain OCT (TD-OCT) is given followed by a discussion of

fourier-domain OCT (FD-OCT) and it's sensitivity advantage over TD-OCT. Some

designs for wavelength-swept sources, techniques for conjugate demodulation, and

acquisition procedures are then discussed. Chapter 3 discusses the theory behind ap-

plying subsampling in OCT and the advantages of using optical-domain subsampling

over electrical-domain subsampling. Chapter 4 details the design of a preliminary

swept frequency comb laser, the interferometer, and microscope for imaging. Key

performance attributes of optical subsampling are highlighted. Finally, Chapter 5

presents the preliminary imaging results of the optically subsampled OCT system.
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Chapter 2

Theory of OCT

The fundamental structure of OCT systems consists of three major components: a

light source, an interferometer, and a data acquisition/processing unit. At the core of

OCT theory is the concept of light interferometry. This chapter begins by introducing

the the concept of interferometry in the context of time-domain OCT (TD-OCT). The

evolution of OCT into the Fourier-domain is then described as well as some prevailing

concepts that this work is built upon, including removal of complex ambiguity from

OCT interference signals, and acquisition with balanced detectors.

2.1 Time-Domain OCT (TD-OCT)

The Michelson interferometer was first introduced Albert Abraham Michelson around

1881 and has been invaluable in the field of optics since. It is prevalent today for

various applications including precision measurements, space research, and commu-

nications. In OCT, the Michelson interferometer is employed as a tool to indirectly

measure backscattered light from different depths within a sample; this backscat-

tered light coming from different depths is otherwise traveling too fast for modern

photodetectors to acquire. A common schematic of this interferometer is shown in

Figure 2-1. Light that is generated from a source enters the beam splitter (BS) from

the left and is divided into the reference arm and the sample arm. The light that is

backreflected from each arm recombines at the beam splitter and the interference of
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Figure 2-1: Michelson interferometer set-up

these two beams is received by a photodetector. Consider the simplest case where

the light being supplied by the laser is purely monochromatic with wavenumber k

and that the sample is a 100% reflective mirror. The electric field of the light in the

reference arm is EReikli and in the sample arm Esekl2. When the light recombines

at the beam splitter the total electric field is the superposition of these electric fields

(assuming the system is linear) [10]:

ET = Es + ER = ERe 2jktl + Ese2ik2 (2.1)

where the factor of 2 results from the fact that the light experiences double-pass in

each arm. For simplicity, the phase delays induced by the components in the optical

beam path are ignored and will be addressed in section 2.2.5. Because photodetectors

detect the irradiance (energy per unit area per unit time) rather the the electric field,

this interference term needs to be expressed in terms of irradiance [10],

I =(S) = -(|ET12) (2.2)
2
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where S is the magnitude of the Poynting vector, v is the speed of the wave in the

medium, e is the permittivity, and |ET is the magnitude of the total electric field.

The square of the magnitude of the total electric field can be equivalently written

as [5, 10],

E = ETET = (Es + ER)(Es + ER)*

= (|ER~e2jkli + Es |e2jk2)(|ER e-2jkI1 +|Es-e 2ik2 (

=|ER12 + Es 12+ |ERIEsI(ejk(11- 12) + e-2jk( 11-
1
2)

=|ER12 + Es12 + 2|ERI |Esjcos(2kAl)

where Al refers to the optical path difference between the sample and the reference

arm as shown in Figure 2-1. The irradiance can be expressed as [5],

I = 2 (IER|2 + lEs| 2 + 2|ERI |EsI cos(2kAl)) (2.4)

The first two terms correspond to the DC components of the irradiance and are

ignored or subtracted. The last term corresponds is the cross-correlation term and

says that the irradiance, I, varies sinusoidally with optical path difference Al. Thus

if the reference mirror is scanned back and forth in time, t, then the detector current

varies sinusoidally in time as well. This current is often expressed as [4,5],

idet(t) = q (|ER| 2 + |Es| 2 + 2|ERI |Esi cos(2kAl(t))) (2.5)

where r is the quantum efficiency of the detector, q is the quantum electric charge

(1.6x10- 19), and hv is the photon energy. Notice that the amplitude of the signal

is proportional to the product of the magnitude of the reference and sample electric

fields, implying that a weak backscattered field from the sample can be amplified by

mixing with a strong reference field.
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Figure 2-2: (a) Fringe of a long coherence length source (b) Fringe of a short coherence
length source

2.1.1 Low Coherence Interferometry

Because of the assumption of monochromatic light source in the previous derivation,

the source has infinite coherence and a fringe produced from such a system would

be infinitely periodic (Figure 2-2a). In the case where light with a broad spectral

bandwidth is used, however, the fringe decays to the noise floor and has a finite

duration (Figure 2-2b). As predicted by the Heisenberg Uncertainty Principle, there

is an inverse relationship between the spectral bandwidth, Af, of the source and the

pulse duration in the time domain, termed the coherence time (Atc). The length of

this envelope in free space is defined as the coherence length and is given by [10],

Alc = cAte (2.6)

where c = 3 x 108 m/s. In this case of low coherence, the expression for electric fields

in the sample and reference arms are no longer simple monochromatic expressions

but rather a function of frequency [4,5,10]:

ER(W) = jER ej[ 2B(w)1-wt (2.7)

Es(w) = |Esje-j[2Bs(W)12-t]
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where BR and Bs are propagation constants for reference and sample fields respec-

tively. This time, the interference term is proportional to the sum of interference

terms from each individual w in the wave packet [4,5, 10],

idet oc real{- / Es(w)E(w)* dw}
127" (2.8)

cc real{- S(w)e-2A1(Bs(w)-B(w)) dw}
27r f_0

where S(w) is the power spectrum of the source. For the case of uniform, linear, and

nondispersive material in both the sample and reference arms, B can be considered

equal in each arm of the interferometer and it can be assumed that phase mismatch is

solely dependent on the pathlength difference, Al. The detector current becomes [5],

idet cx real{e-oTO y j S(w - wo)e-i(w-w0)Ar 9 d(W - wo)} (2.9)

where wo is the center frequency of the source spectrum, AT is the phase delay, ATg is

the group delay. It is easy to see now that the equation contains two oscillatory terms.

The first exponential function is the rapid oscillations resulting from phase modulation

while the second exponential function is the slower oscillation corresponding to the

envelope shown in Figure 2-2b (which is Gaussian in shape, reflecting a Gaussian

source). This latter term is an autocorrelation function and is the inverse Fourier

transform of the source power spectrum as per the Wiener-Kinchine theorem [5,23].

Because of this Fourier transform relationship, larger spectral bandwidths result in

narrower envelopes and vica versa. It is noteworthy that the source must ideally have

a Gaussian frequency spectrum so that the autocorrelation function is also Gaussian

and high axial resolutions (6z) can be obtained [4]. The width of this envelope at it's

full-width-half-max (FWHM) is proportional to the coherence length, Al, and for a

Gaussian source is given by,
21n2 A 2

Alc = "- (2.10)
n7AA

where AO is the center wavelength, AA is the spectral bandwidth and n is the refractive

index of the sample [4]. The width of the autocorrelation function also determines
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Figure 2-3: Galvanometer mirrors scan the tissue in the transverse x and y directions
while translating the reference mirror

the axial resolution, 6z = Alc of the OCT system, thus broadband sources are used

in OCT to maximize this resolution.

2.1.2 Scanning and Three-Dimensional Imaging

Three-dimensional imaging in OCT is obtained by scanning the tissue in all three

spatial axis. In the case of depth scan (z direction in Figure 2-3) the reference mirror

is translated to obtain backscatter intensity information from different depths within

the tissue; this is known as the A-line or A-scan. Two galvanometer mirrors rotate

in the x and y directions to provide scanning in the transverse direction; this is

known as the B-scan and C-scan. As in conventional microscopy, a lens focuses the

collimated light coming from the galvanometer mirrors into the tissue. Unlike the

32



focusing lens 
do 

m
focusing lens

-- 2-2ro

2-j2ro

in2ro b 2ro
S2-j2ro

-"-~ 242r

Low NA High NA

Figure 2-4: Focused Gaussian beam for Low NA and High NA. b = confocal param-

eter; ro = radius at minimum; D = diameter of incoming beam

axial resolution, which was determined by the low coherence gate of the light source

as given by equation 2.28, transverse resolution is determined by the focusing optics

in the microscope. Assuming a Gaussian beam profile (the field amplitude in the

transverse direction has a Gaussian distribution), the minimum spot size () width)

can be calculated by [4],
4A\ fox = y = 4 (2.11)
-7r D

where f is the focal length of the lens, A is the wavelength of the beam, and D is the

diameter of the beam that enters the focusing lens. Thus the larger the numerical

aperture (NA oc D) of the beam, the the higher the transverse resolution at the

minimum waist spot (Figure 2-4). However, because the penetration of OCT light

into tissue is typically on the order of 2 mm, low numerical apertures are needed in

order to increase the confocal parameter so that the whole depth of the tissue being

imaged is in relatively good focus. The confocal parameter, b, is twice the Raleigh
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length and denotes the range over which the beam waist expands to v/2ro. The

confocal parameter for a Gaussian beam is given by the following relation [4],

b =r(6X)2  (2.12)
2A

In some applications higher NA can be used to provide ultri-high transverse res-

olutions at the expense of depth-of-field. Some microscopes with adjustable focus

have been explored as alternatives ways to have very high transverse resolution while

maintaining large field depths, however as long as the field depth remains small, the

transverse resolution generally suffices and many elect to avoid the complexity of

adjustable focus microscopes [11].

2.2 Fourier-Domain OCT

The transition from time-domain OCT (TD-OCT) to frequency domain (FD-OCT)

followed closely from the development of optical frequency domain reflectometry

(OFDR). This major technological advancement for OCT imaging gave way to im-

proved detection sensitivity. It was also the first step toward significant progress in

imaging speed in following years because a physically scanning reference mirror was

no longer required. The basic configuration of an OFDR system is shown in Figure 2-

5 [34]. In this embodiment of OFDR, light from a tunable source splits 50/50 by a

fiber beam splitter into the reference and the sample arm. Light that is backreflected

from each arm interfer at the beam splitter and is detected with a photodetector.

This time the reference mirror remains stationary while the wavelengths are swept in

time, k(t). The detector current analogous to equation 2.5 for a reference mirror at

Al = zo now becomes [4,5,34],

idet (t) oc r (zo) ? (2| ER| |Es| cos(2k(t)zo)) (2.13)

where again v is the quantum efficienty of the detector, q is the quantum electric

charge, hv is the photon energy, and r(zo) is the reflictivity of the sample as a function
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Figure 2-5: Simple OFDR configuration [34]

of depth. If the wavenumber, k(t) is varied linearly in time with a slope a then

k(t) = ki + at where ki is the lowest wavenumber in the spectral profile. And the

signal current becomes [34],

idet(t) Oc r(zo) (2|E| |EsIcos(2(ki + at)zo) (2.14)

The detector current is proportional to the reflectivity of the sample at each depth,

r(zo) , and the instantaneous frequency of the signal (fig = azo) encodes the depth

(zo). Through a simple discrete fourier transform (DFT), the reflectivity profile of

the sample at the optical path delay, zo can be obtained. The complete expression for

detector current for the case where the sample is not a single reflector, but a partially

transparent tissue sample is [34],

ie(t) = _(Pr + 0 J r2(z) dz + 2 PrPO J r(z)F(z) cos(2k(t)z + #(z)) dz) (2.15)

where P, is the optical power reflected from the reference arm, P is the optical

power illuminating the sample, F(z) is the coherence function, O(z) is the phase of

the reflectance profile of the sample, and again r(z) is the reflictivity at depth z.
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2.2.1 Sensitivity Advantage of FD-OCT

A primary goal in OCT is to have a shot-noise-limited system. There are four dom-

inant sources of noise in OCT systems: thermal noise arises from the exchange of

thermal energy from passive electrical components such as resistors within the sys-

tem; shot noise is the consequence of the quantized nature of light and charge and is

proportional to the quantum electric charge, e, and the photocurrentpower; RIN

describes any noise source whose power spectral density scales linearly with the mean

photocurrent power; and finally, amplified spontaneous emission noise refers primar-

ily to noise genereated in the data acquisition board [4]. While the other sources

of noise can be minimized by high-gain electrical amplification, selecting appropri-

ate reference arm power, and/or using dual-balanced detection as discussed later in

section 2.2.5, shot noise is fundamental to the detection of the optical interference

fringes. In this shot noise limit, FD-OCT has a significant advantage over TD-OCT.

In OCT, sensitivity is defined as the minimum reflectivity that produces signal power

equal to the noise power, or when the signal-to-noise ratio (SNR) is equal to one,

SNR 1 (i2(t)) (2.16)
(i(t))

where brackets () denote time average. For a shot-noise-limited TD system, the

signal-to-noise ratio has been shown to be [4],

SNRTD = 7l s
2hv(NEB)

where again r is the quantum efficiency of the photodetector, hv is the photon en-

ergy, NEB is the noise-equivalent-bandwidth of the system, and P, is the power

backreflected from the sample arm. The NEB is the detection bandwidth and is

proportional to the A-line rate of the laser (fA) and the spectral bandwidth (AA) [4].

NEB oc fAAA (2.18)

36



As shown earlier in equation 2.28, the axial resolution of TD-OCT, 6z is inversely

proportional to the spectral bandwidth of the source. Thus [4],

NEB oc (2.19)
6z

This implies that the TD sensitivity is directly proportional to optical power and

axial resolution and inversely proportional to imaging speed [4],

SNRTD OC (2.20)
2hvfA

This tradeoff between these three important parameters ultimately limits the perfor-

mance of TD-OCT systems. Conversely, in FD-OCT, there is no tradeoff between

axial resolution and imaging speed, offering a significant advantage in imaging speed.

Recall that the reflectivity profile r(z) can be obtained via a Fourier Transform.

Assuming that there are Ns samples within the spectral bandwidth, A, then the

sequence of Ns complex numbers is transformed into an Ns-periodic sequence of

complex numbers according to the DFT formula [6,18,34]:

NS-1

Fs(zi) = 13 i(km)e--2,clm/Ns (2.21)
m=O

Thus the absolute square of the peak value of Fs is proportional to the reflectivity.

Furthermore, because of Parseval's theorem Z F 2 = Ns Z i 2 , the noise power level

in the Fourier domain is given by (F,2) = Ns (i2) while the signal power Fj is zero

except at z = ±zo. Thus at each of the peaks, the power is [34],

N 2
i2 S o2_2.2|Fs(zi = +zo)| 2 = 0.5Ns I 2 (2.22)

Therefore,
|Fs(zI = +zo)1 2  NSSNRFD = = - SNRTD (2-23)

( F2) 2
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Thus while the noise power is distributed across all frequencies, the signal power is

concentrated at two peak with frequencies corresponding to a specific depth in the

sample (±zo) [6]. Note that this relies on noise currents that are mutually uncorrelated

and thus relies on white noise powers adding incoherently. Although this is derived

assuming a square-profile spectral envelope and 100% tuning duty cycle, it is shown

that equation 2.23 is valid for more general cases of Gaussian spectral profile and less

than 100% tuning duty cycle. In the shot noise limit, the signal-to-noise ratio of the

FD-OCT signal can be approximated as [34],

SNRFD Cx (2.24)

remembering that Ns is proportional to the spectral bandwidth, AA, of the laser

source. Comparing equation 2.20 to equation 2.24, it becomes apparent that the

noise-equivalent-bandwidth (NEB) of FD-OCT is proportional only to the speed

of the laser (A-line rate) rather than the product of the laser speed and spectral

bandwidth. Therefore, there is a significant sensitivity advantage of FD-OCT over

TD-OCT and most modern.OCT system employ this newer approach.

2.2.2 Performance Parameters of FD-OCT

The performance of FD-OCT relies more heavily on the specifications of the light

source than TD-OCT. Because depth scanning is now performed by tuning wave-

lengths in the laser rather than translating the reference arm, the A-line rate, fA,

is equivalent to the speed of wavelength tuning in the laser. Furthermore, since the

reference mirror remains stationary, the optical path difference, Al, is constant and

does not vary as a function of time as in equation 2.5. As a result, the ranging

depth of FD-OCT systems is determined by the instantaneous linewidth of the swept

wavelengths, JA, in the laser. This instantaneous linewidth is the finite bandwidth

of the individual wavelengths and defines the coherence length of the laser, or the

optical path difference over which the light in the sample and reference arms are welll

correlated with one another. Thus the region over which imaging can be performed

38



with good sensitivity and is analogous to the ranging depth, Az, which is given by

the equation [4, 34,

Az 0 (2.25)
4n6A

where again A0 is the center wavelength, and n is the index of refraction of the sample

arm. The instantaneous linewidth, 6A, should not be confused with the spectral

bandwidth, AA which is the overall bandwidth of the broadband source. In fact, the

ratio of these two values determines the number of optical samples, Ns, within this

broadband profile [4]:

Ns = (2.26)

Recall from equation 2.21 that this leads to an Ns-periodic DFT. As long as the

samples per axial scan of the OCT system is greater than Ns, the amplitude of the

coherence function, l(z), will not decay with depth, z, and full usable imaging range

can be utilized. Assuming this to be the case, then the acquisition bandwidth, BW,

of continuous FD-OCT sources can be approximated as [4],

BW = NsfA = AA fA (2.27)

It is now quantitatively confirmed that the acquisition bandwidth increases propor-

tionally as both imaging speed (fA) and ranging depth (c 1) increase (Table 1.2

has already suggested this in section 1.4). Since the acquisition bandwidth is limited

by the bandwidth of modern digitizer cards, it is clear now that there is a tradeoff

between imaging speed, ranging depth, and axial resolution. As will be discussed

later in section 3.3.2, optical subsampling can relieve this limitation by decoupling

the ranging depth from this expression so that the ranging depth can be increased

without increasing acquisition bandwidth.

Similar to TD-OCT, the axial resolution in FD-OCT is given by the expression [34],

21n2 A2
6z = - 0 (2.28)

n7 AA
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where AA is the spectral bandwidth and n is the refractive index of the sample. Thus,

axial resolution, z, is still determined by the spectral bandwidth of the source and

should be maximized.

2.2.3 Wavelength-Swept Sources

The major considerations for the light source include center wavelength, spectral

bandwidth, coherence length, output power, and sweep repitition rate (A-line rate).

The penetration depth of light into tissue is limited by absorption and scattering,

which are both wavelength dependent phenomenon. Thus, the center wavelength of

OCT sources are chosen at locations where the balance of absorption and scatter max-

imize penetration of light into the tissue, mainly at 850nm, 1300nm, or 1550nm [4].

To maximize spectral bandwidth, AA, and axial resolution, broadband semiconduc-

tor optical amplifiers (SOA) are frequently used. The coherence length dictating the

depth range of imaging, Az, is determined by the filtering scheme in the light source.

It is very common to have the light source be in the form of a ring cavity so that

output power is maximized and amplified spontaneous emissions from the SOA are

mostly rejected. While many laser sources are in development, two of the most

commonly swept-sources are the fourier-domain-mode-locking (FDML) laser [14] and

spinning polygon mirror-based laser [35]. A simple schematic of the FDML laesr is

shown in Figure 2-6. In this laser set-up, an SOA acts as the laser gain medium, a

fiber Fabry-Perot filter (FFP-TF) acts as an optical bandpass filter for active wave-

length selection, and km lengths of standard single mode fiber (SMF 28e) increases

the cavity length so that the entire frequency sweep can be stored inside the cavity.

To manage the dispersion in these long length fibers, fibers with different dispersion

characteristics are combined to minimize dispersion such that different wavelengths

within the spectral bandwidth experience the same round trip time. The FFP-TF is

driven sinusoidally with a frequency proportional to the the optical roundtrip time

of light in the cavity, or a harmonic thereof. The advantage of this laser is that it is

not necessary to build up lasing from amplified spontaneous emission repeatedly, thus
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Figure 2-6: Schematic diagram for FDML laser; FFP-TF = tunable Fabry-Perot

filter [14]

enabling for much higher tuning speeds than prior swept source designs. Gaussian

spectral shapes with A-lines rates on the order of 1 MHz can be achieved with FDML

lasers, although they are currently limited to ~7mm depth ranges, partly due to lim-

ited bandwidths of digitizers. These and other tunable high speed lasers underscore

the importance of having data-efficient OCT system.

Another typical design of a wavelength-swept source is shown in Figure2-7 [35). In

this implementation of swept-source laser, light is amplified by an SOA and sent to

a polygon scanning filter. The filter returns one wavelength at a time back to the

fiber-ring laser cavity and 90% of this circulating light is output via a coupler. 10%

of that light is directed toward a trigger circuit that provides the external trigger for

the data acquisition board. A schematic of this polygon scanning filter is shown in

Figure 2-8 [19]. This filter comprises of a diffraction grating that angularly disperses

the light, a telescope of two lenses with focal lengths F1 and F 2, and a polygonal

spinning mirror (typically 72 facets). A collimated Gaussian beam that comes from

the cavity is incident upon the grating at an angle, a, and diffracts as a function of

wavelength, A, with an angle #. According to the grating equation, the filter's tuning
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Figure 2-7: Swept source laser cavity with spinning polygon mirror filter [35]

range is [19, 20, 35],

A = p(sin a + sin,#) (2.29)

where p is the grating pitch as shown in Figure 2-8b. The center wavelength, A0 ,

of the spectral bandwidth is the wavelength for which 0 is the angle between the

optical axis of the telescope and the grating normal. The instantaneous linewidth of

light from the filter output is given by [19],

JAFWHM = AoA(p/m) cos a/W (2.30)

where A = V41n2/7r, m is the diffraction order and W is the 1/e 2 width of the

Gaussian beam at the collimator. Given that the facet-to-facet polar angle of the

polygon, 9 = 27r/N ~ L/R, where N is the number of facets, L is the facet width,

and R is the radius of the polygon, then the free spectral range (FSR) is shown to

be [19],
F2A AFSR = p COS 0 0  (2.31)
F,

This denotes the spectral spacing of the two wavelengths that are retrofiected from

different facets of the polygon, and ultimately this determines the spectral bandwidth,

AA, of the laser source. In alignment of this laser, this spectral bandwidth is maxi-

mized so that good axial resolution can be achieved as per equation 2.28 [35].
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Figure 2-9: (A) Image segments that fall in both +z and -z regions overlap with-
out complex conjugate removal (B) Image segments can be removed with conjugate
demodulation [37]

For the purposes of demonstrating the optical subsampling concept, a polygon-based

laser cavity was used because of it's ease of construction and it's stability over long

times. However, optical subsampling can be incorporated into the FDML laser and

other high-speed laser designs.

2.2.4 Complex-Conjugate Demodulation

Interference fringe signals that were measured with photodetectors are inherently

real (Hermitian symetric) signals and as such introduce complex-conjugate ambigu-

ity. Recall that depth reflectivity information is encoded in the frequency of the

cross-correlation term according to equation 2.15. Assuming that tuning is linear

in k-space, then equation 2.14 represents the detector current and the frequency is

given by fsig = I9z|. However, positive (+z) and negative (-z) cannot be distin-

guished after the Fourier transfrom, resulting in overlapping of signals from depths

in front of and behind the matched optical path distance (Az = 0). Initial FD-OCT

interferometers required the sample to be placed on either the +z or -z region to

avoid overlap such as in Figure 2-9A. However, this halves the usable depth range

and makes imaging with such constraints difficult. For example with polygon based

lasers, which typically have instantanewous linewidths JA ~ 0.1nm, this half depth
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Figure 2-10: Schematic for a frequency shifter in the reference arm [37]

range would correspond to 4mm depth range.

Numerous techniques have been developed to remove the conjugate ambituity and

double the depth range. One commonly used technique is to add an acousto-optic

frequency shifter (AOFS) in the reference arm of the interferometer as shown in Fig-

ure 2-10 [37]. This results in a shift of Af in the frequency domain so that now the

frequency of the fringe is given by [4,37],

fsig = -z + Af l (2.32)
7r

While the Fourier transfrom of the detector current idet is still Hermitian symetric,

the shift of places signals from +z depths to the right of Af and -z depths to the left

of Af as shown in Figure 2-11. This separates image segments from either side of the

path matched delay and results in a continuous image with no overlap (Figure 2-9B).

This frequency shifter method was used to demodulate conjugate ambiguity in this

work because of it's ease of integration and availability in the laboratory. However,

it is evident that this technique forces a doubling in signal bandwidth since both the

positive and negative delay signals are shifted to the frequency spectrum now contains

frequencies from [37],
a a

Af -- z < fig Af +-z (2.33)
7r 7r
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Figure 2-11: (a) without the frequency shifter, only the positive frequency region can
be used (b) with the frequency shifter both positive and negative frequency regions
can be used but entire spectrum is moved to Af [37)

opas d (mduad q)rcuit

sample B.R.I

,,p 00PBC 12D
lasrP2C8 CLK AO A

SO Genermor M Q

Figure 2-12: Diagram of swept-source FD-OCT system with polarization based con-
jugate demodulation (dashed box). In phase (SI) and quadrature (Sq) signals gen-
erated with the manipulation of polarization controllers PC, and PCq. Each A-line
is synchronized with a TTL signal generated by a fiber-bragg grating (FBG) [31]

Since the overall goal of optical subsampling is to minimize acquisition bandwidth,

a demodulation scheme that does not require frequency doubling will be used in

future works. An example of one such interferometer is shown in Figure 2-12 [31].

The optical demodulation circuit (dashed box) uses polarization-based biasing [38]

to generate an in-phase (S oc A sin 0) and a quadrature (SQ oc A cos 9) signal. Since

this set-up utilizes two separate detection arms for quadrature detection, frequency

shifting is not necessary and the system is more bandwidth efficient. It is important

to note that in the context of optical subsampling, complex-conjugate removal is

essential for prevention of image overlap, as discussed further in section 3.3.
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Figure 2-13: Schematic of balanced detection set-up wherein two detectors, D1 and
D2, record interference fringes that are 180 *out of phase.Eso = input source light,
ER = electric field returning from reference arm, Es = electric field returning from
sample arm, ET = total electric field at D1, ET2= total electric field at D2

2.2.5 Data Acquisition

Balanced Detection

Balanced detection takes advantage of the 7r phase shift between the two output ports

of the beam splitter in the. Recall that in the Michelson interferometer ( Figure 2-1),

light is split into the sample and the reference arms and results in a cosinusoidal

interference pattern at the detector. In this simplified derivation of irradiance in

equation 2.4, amplitude of phase variations of the beam splitter and mirrors were not

considered. It is apparent from the ABCD matrix of a 50/50 beamsplitter that there

is amplitude and phase modulation of the light travelling through the beamsplitter [5]:

[v 2 7] (2.34)
i 1

Similarly, light reflecting from mirrors or samples result in 180*phase shifts. Fig-

ure 2-13 is a modified schematic of the Michelson interferometer with two separate
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detection arms and input source light of Eso. Assuming that,

i 1
ER =rR- EsO (2.35)

and
i 1

Es = rs - Eso (2.36)

where rR is the reflectivity in the reference arm and rs is the reflectivity in the sample

arm, then the irradiance in detector 1 is:

I1 = ET1E}j = (ER + Es)(ER + Es)* = IER 2 +|Es| 2 + 2|ERI |Escos(2kAl) (2.37)

whereas the irradiance in detector 2 is:

I1 = Er2E*2 = (iER-iEs)(iER-iEs)* = |ER12 +IEsI 2 -2|ERI EsIcos(2kLAl) (2.38)

Notice sign change between the two irradiances. To achieve balanced detection, equa-

tion 2.38 is subtracted from equation 2.37. This detection scheme removes the DC

component as well as reduces the source's random intensity noise (RIN), i.e. noise

resulting from mode hopping and/or mode competition in the laser source. Further-

more, balanced detection can supresses self-interference noise resulting from backre-

flections of components within the laser as well as improve fixed pattern noise by

reducing strong background signal from the reference arm [18].

Nonlinear Sampling

As we discussed in equation 2.14, when the source tunes wavenumbers in a linear

fashion (linear in k-space), depth (z) can be inferred from the frequency of the optical

fringe via a simple Fourier transform. However, tuning is often not performed linearly

in k-space, thereby resulting in an instantaneous frequency that is a function of time
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instead of constant. For instance, if

dk
k = ko + -t (2.39)

dt

the expression for instantaneous frequency becomes

f = z (2.40)
7r dt

Nonlinearity in the tuning curve of the laser results in chirping of the signal and

degradation of axial resolution in the depth space (z-space). In the case of a polygon-

mirror based swept source laser, described in section 2.2.3, the diffraction grating

induces a linear-A space tuning. To avoid degradation of axial resolution, the detector

output may be sampled non-uniformely in time so as to produce uniform sampling

in k-space. Alternatively, the detector output may be sampled uniformely in time

while in the processing stage, the data is re-interpolated to be uniform in k-space.

This latter method is commonly used in practice as noted in section 5.3. It should be

highlighted that the frequency is proportional to the sweep speed of the laser, proving

the salient concept that the faster the tuning rate of the laser (also termed A-line

rate) the higher the frequencies of the OCT signals.
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Chapter 3

Optical Subsampling in OCT

In the previous chapter, many principles of continuously swept OCT systems were

reviewed; now concepts that are specific to subsampling will be introduced. This

chapter begins with a review of relevant published works and then examines how

optical subsampling is applied to OCT systems. The relationship between frequency

comb filters and imaging parameters is discussed to clarify technical concepts required

to understand imaging results in following chapters.

Some research content in the following sections was published in:

Meena Siddiqui, Benjamin J Vakoc. Optical-somain subsampling for data efficient

depth ranging in Fourier-domain optical coherence tomography. Optics Express,

20(16):17938-17951, 2012

3.1 Relevant Work

As discussion in section 1.2, increasing the ranging depth and/or decreasing the sen-

sitivity roll off of OCT imaging systems improves image quality as well as clinical

versatility. Recall that the coherence length/ranging depth, Az, of light is associated

with the instantaneous linewidth, 6A, or instantaneous bandwidth, 6f, of the light
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Figure 3-1: Sample Fabry-Perot (FP) transmission spectrum; of = instantaneous
frequency, FSR = free spectral range

source [4]:
A2 C

Az - 0 -- f(3.1)

where c = 3 x 108 m/s, the speed of light in free space. In most modern OCT sys-

tems, inability to reduce this linewidth severely limits the ranging depth. For instance,

FDML lasers discussed in section 2.2.3 suffer a -5 dB sensitivity drop over a 3mm

depth range [13,15]. Similarly, polygon-based OCT lasers have ranging depths on the

order of 5mm [34]. One method of reducing this instantaneous linewidth is to intro-

duce a narrow passband spectral filter into the laser cavity. Various groups explored

using a Fabry-Perot (FP) etalon as the filtering component in order to achieve better

sensitivity in their principle imaging range [2,3,17,30]. FP etalons are frequency comb

filters that pass a narrow and discrete sets of wavelengths while supressing others.

Figure 3-1 shows a sample shematic of a FP that transmits frequencies f 1, f 2, f 3, ...

with FWHM bandwidth, Sf. The spectral distance between these highly transmitted

wavelengths defines the free spectral range (FSR) of the etalon.

When swept sources were first employed in OCT, it was believed that they needed to
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Figure 3-2: Superstructure-grating distributed Bragg reflector (SSG DBR) set-up for
demonstrating discrete wavelength swept laser for OCT [2]

be continuously tunable, however, in 2005 Amano et al. provided a first demonstra-

tion that mode hopping in the laser source does not affect image data [2]. In their

derivation, they showed that for a discretely swept laser with wavenumber ki = ko+i6k

where i = 1, 2, 3, ... Ns, the detector current analogous to equation 2.14 is [2]:

idet(t) = 2 -(P + Po r2(z) dz + 2 /PPo r ( z) cos(2kiz + 4(z)) dz) (3.2)

and that abrupt changes in phase owning to mode hopping does not register in the

interference cross correlation term, which can be written as [2],

idet (t) = q 2 /PrPo cos(2kizo) (3.3)
hv

Here the assumption is that a single reflector is placed in the sample arm at z = zo and

that the coherence function F(z) = 1 because of the long coherence length of light

in this filtered source. To experimentally demonstrate that discontinuously tuned

lasers can be stably built for OCT imaging purposes, they designed a superstructure-

grating distributed Bragg reflector (SSG DBR) based imaging system, as shown in

Figure 3-2 [2]. Light emitted from the SSG DBR source was coupled into a single-

mode fiber-optic Mach-Zehnder interferometer. This laser emitted light from 1533.17
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nm to 1574.13 nm in approximately 0.1 nm steps (FSR equivalent to 0.1 nm) with

Ns = 400 wavelength samples total.

The SSG DBR set-up affirmed discrete swept source lasers for use in OCT, however

their experimental set-up was not suitable for imaging because of the low spectral

bandwidth ( 40 nm) and very low scan speeds (250 Hz A-line rate). This work was

followed up by Tsai et al. in 2009, who adapted a frequency comb swept laser into an

FDML imaging system (Figure 3-3) [30]. This ring cavity is identical to that shown

in Figure 2-6 with the addition of a frequency comb fiber FP filter, which had an

instantaneous bandwidth 6f 2.5 GHz and an FSR ~ 25 GHz. This resulted in

a discretely sampled OCT laser; however, the focus of the study was to reduce the

sensitivity roll (from -5 dB to -1.2 dB) over their 3 mm principle imaging range rather

than to increase the ranging depth and/or minimize the acquisition bandwidth of the

imaging system. Interestingly, they reported that interferometric signals that have

frequencies higher than 1 of the optical sampling rate, !Ns, were aliased into their

principle range of 3 mm. This same aliasing phenomenon was also reported by Jung

et al. who constructed an external frequency comb filter for SD-OCT around the

same time [17].

In this work, we take advantage of this aliasing phenomenon to drive down the num-

ber of samples Ns needed to image tissue over a wide ranging depth. We will provide

the first demonstration that a swept frequency comb laser can be used to simultane-

ously increase ranging depth (from ~5mm to ~10cm) while minimizing acquisition

bandwidth.

3.2 Sparsity in Extended Depth Range OCT

Penetration depth is limited by tissue opacity to 1-2 mm regardless of the imaging

depth range, as discussed in Figure 1-6. Thus, in an extended depth-range OCT

embodiment, a typical A-line will contain regions of negligible signal both superficial
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Figure 3-3:
Perot filter;

A frequency-comb FDML laser. FFP-FC = frequency comb fiber Fabry-
FFC-TF = tunable Fabry-Perot filter; ISO = isolator; SOA = semicon-

ductor optical amplifier [30]
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Figure 3-4: OCT signal in an extended depth range

to the tissue surface, and at delays associated with locations deeper than 1-2 mm

beyond the tissue surface. Between these signal-absent regions will be the tissue

signal region (Figure 3-4). Acquiring this full A-line is data inefficient because a large

fraction of the acquisition bandwidth is dedicated to the signal-absent (ascattering

or attenuated) regions. However, because the location of the tissue signal is not

known a priori, a limited and targeted acquisition of the depth range containing the

tissue is practically challenging. The acquisition bandwidth required for extended

range imaging can be reduced by finding a way to eliminate this inefficiency while

preserving the ability to image over extended depth ranges.

3.3 Bandpass Sampling

Approaches for sampling bandwidth limited signals have been studied extensively

in communications and information theory [1,8, 33]. Consider a bandwidth limited

signal located at fc with a bandwidth B (Figure 3-5a,b). Nyquist sampling at 2 fu

captures this signal fully, but is data inefficient because a large fraction of the detected

bandwidth does not contain signal (Figure 3-5b). Alternatively, because the signal is

bandwidth limited, sampling the signal directly at twice its bandwidth, i.e., 2B, can

capture its information content (Figure 3-5c). This approach is termed subsampling

because it samples the signal at rates below twice the highest frequency content of

the signal, 2 fu. Higher frequencies appear in the baseband window through aliasing

(Figure 3-5d,e).
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Figure 3-5: Subsampling of bandwidth limited signals. (a,b) A bandwidth limited
signal sampled at twice its highest frequency content (2fu) yields the full frequency
content. However this is data inefficient because non-aliased sampling frequencies
increase with signal frequency. (c-e) Direct subsampling of the signal at twice its
bandwidth (2B) captures its information content by repeated aliasing of the original
frequency space to the baseband window.
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Figure 3-6: Electrical-domain subsampled receiver designs. An electrical-domain sub-
sampling receiver (B) must retain the full RF bandwidth of the conventional fully
sampled received (A), but it utilizes a lower digitization clock rate (2B vs. 2F). The
resulting digital acquisition bandwidth is reduced by the factor of (FaIB ) and the
noise is increased by the same factor (assuming white noise).

3.3.1 Electrical-Domain Subsampling

The most straightforward implementation of subsampling is in electrical-domain, i.e.,

to maintain full RF bandwidth on all receivers but operate the digitization clock at a

reduced rate. A conventional OCT receiver is shown in Fig 3-6A and the electrical-

domain subsampling receiver is illustrated in Fig 3-6B. Here, the full interference

fringe bandwidth is detected and transmitted to the digitizer, but is sampled at a

rate of 2B rather than the Nyquist rate (2F) by the digitizer. By operating at a

lower digitization rate, subsampling in the electrical-domain reduces the digital ac-

quisition bandwidth required to capture the signal. However, by requiring full analog

bandwidth, it also increases the noise proportionally by integrating noise across this

large bandwidth into the aliased baseband window. For some applications requiring a

modest decrease in acquisition bandwidth, the associated noise increase might be an
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Figure 3-7: An illustration of wavelength evolution and fringe signals generated from
a continuously wavelength swept laser (left) and an optical-domain subsampled laser
source (right).

acceptable penalty to achieve a corresponding reduction in digital acquisition band-

width. For more aggressive applications of subsampling, this noise penalty would be

prohibitive. In this work, we describe a strategy that implements subsampling in the

optical-domain such that acquisition bandwidth reductions can be achieved without

proportional penalties in noise.

3.3.2 Optical-Domain Subsampling

In addition to the electrical-domain, subsampling can be implemented in the optical-

domain by limiting the wavelengths used to probe the sample, i.e., by probing the

tissue with a set of discrete wavelengths rather than a continuously wavelength-swept

source. Theoretical fringe signals of a continuously swept-wavelength and wavelength-

stepped (subsampled) source are illustrated in Figure 3-7. By stepping between wave-

lengths, multiple depth locations are aliased optically to the same fringe frequency,
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Figure 3-8: An optical-domain subsampling receiver can operate with lower analog
bandwidth than its electrical-domain counterpart (see Figure 3-6), and can in princi-
ple eliminate the noise penalty associated with electrical-domain subsampling.

achieving an optical baseband compression of a large depth range. This fringe can

be captured using reduced analog and reduced digital bandwidth receivers, and the

noise bandwidth is less than that required for electrical-domain subsampling as a re-

sult (Figure 3-8). Optical-domain subsampling therefore achieves the compression of

subsampling without a proportional noise increase. Some of the central properties of

optical-domain subsampling is described next.

Acquisition bandwidth

Recall from equation 2.26 that in continuous FD-OCT, the number of optical wave-

lengths samples per axial scan was the ratio of spectral bandwidth and instantaneous

linewidth. Thus increasing the coherence length i.e. 20-fold increases the acquisition

bandwidth 20-fold. However, this is assuming that you optically sample at intervals

equal to the instantaneous linewidth. With a frequency comb source, the sampling

interval is the FSR of the filter and the number of samples within the spectral profile,

Ns, is now given by,

Ns = (3.4)
FSR

This idea is better demonstrated in Figure 3-9 where a sample spectrum of the fre-

quency comb filtered broadband light is drawn with an overlay of the laser's gain

profile. This leads to the following equation for acquisition bandwidth,

BW = FSRfA (3.5)
FSR

60



0.8-
M

0.6-4

0.4-

M FSR
0.2-

0.0-
1180 1210 1240 1270 1300 1330 1360 1390

Wavelength (nm)

Figure 3-9: The ratio of the spectral bandwidth (AA) and free spectral range (FSR)
determine the number of optical samples (Ns) in the laser. The instantaneous
linewidth (6A) can be decreased without affecting Ns in the subsampled laser
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where again fA is the A-line rate. Compare this to the bandwidth of the continu-

ously swept source 2.27. Now the instantaneous linewidth has been decoupled from

the equation for acquisition bandwidth and coherence length (and thereby imaging

range) can be increased without necessarily increasing the acquisition bandwidth. In

this work, we take advantage of this fact to significantly increase the ranging depth

without increasing the acquisition bandwidth of OCT signals. Because of the spar-

sity described in section 3.2, no information is lost. Instead, the effective imaging

depth (also referred to as the baseband window depth), which contributes to data

bandwidth, can be smaller than the ranging depth, Az. The baseband window depth

must be at least the size of the penetration depth of light into the tissue of interest (as

shown previously in Figure 1-6) in order to avoid image overlap. Ideally, the window

will be the same size as the penetration depth so that data bandwidth is not wasted.

Relationship between subsampled laser parameters and imaging parame-

ters

The FSR in a subsampled source describes the size of the baseband aliased window,

i.e., the depth extent of the baseband image. If we assume a constant spacing (in

optical frequency) between wavelengths, and that complex demodulation is fulfilled,

the FSR is related to the baseband window depth, L, by the following equation:

L = ; (3.6)
2nF SR

where c is the speed of light and n is the index of refraction of the sample medium. It

makes sense intuitively that the baseband window and the FSR are inversely related

because as can be seen in Figure 3-9, the larger the FSR the fewer wavelenth samples

that can exist within the laser profile. Assuming a fixed axial resolution then, the

baseband window would have to be smaller to reflect the fewer optical samples that

were used to probe the tissue. It is important to ensure that the baseband window

depth L is greater than the depth extent of the signal (DI in Figure 3-4) to eliminate

signal overlap.
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As in continuous swept-wavelength sources (equation 2.28), the source bandwidth

AA describes the axial resolution of the subsampled laser:

21n2 A 2
6z = - 0 (3.7)

fir AA

As long as the index of the material n is not wavelength dependent, then the axial

resolution should be the same throughout the A-line. Similarly, the ranging depth is

inversely related to the instantaneous linewidth as described in the continuous FD-

OCT lasers and in equation 3.1.

In the next chapter, a preliminary optically subsampled OCT system was constructed

to allow these key principles of depth-compressive imaging to be experimentally

demonstrated.
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Chapter 4

System Design and Construction

In section 3.1 it was shown that Fabry-Perot (FP) etalons can significantly reduce

instantaneous linewidth to increase the coherence length and sensitivity of OCT over

very long ranges. We also saw that FP etalons also induce frequency-comb spectrum

and result in discrete swept wavelength lasers [30]. We now use the FP in conjunction

with a continuously swept laser to build the first optically subsampled source for

use in OCT. The criterion for the optically subsampled laser was to have a simple

implementation of optical subsampling for proof-of-concept experiments.

4.1 Optically Subsampled Laser

To generate the optical-domain wavelength stepped laser source, a continuously wavelength-

swept laser based on a free space polygon mirror sliding filter was modified (Figure 4-

1). A free space fused silica Fabry-Perot (FP) etalon (LightMachinery) was inserted

into the laser cavity to select discrete and linear-in-k wavelengths. From section 3.3.2

we saw that the FSR of the FP is related to the principle imaging depth (a.k.a

baseband window depth), thus we elected a FP with an FSR of 80 GHz (0.45 nm),

providing a baseband window depth of 1.4 mm (assuming a tissue index of n = 1.38).

The FP finesse, which is defined according to:

finesse = FSR (4.1)
6f
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Figure 4-1: Sample figure of a free space wavelength swept laser with a Fabry-Perot
(FP) etalon inserted in the cavity. PMF = polarization maintaining fiber; FR =
Faraday rotator; BBS = broadband beam splitter; FP = Fabry-Perot; G = grating;
PBS = polarization beam splitter; A/2 = half wave plate

was specified as greater than 80 over a 100 nm spectral bandwidth and centered at

1300 nm. Recall that 6f was the instantaneous bandwidth of the comb filter as indi-

cated in Figure 3-1. The laser was implemented using a free-space optical circulator

design, which allowed smaller cavity lengths and shorter build-up times for the laser

than fiber-based cavities. The linewidth of the polygon-mirror based filter was de-

signed to be approximately 0.21 nm (or 6f ~~ 37 GHz), providing sufficient extinction

of the neighboring FP modes while retaining a high laser duty cycle. A booster am-

plifier was placed outside the laser cavity to compensate for power losses induced by

the insertion of the FP filter. Output power was measured at ~46 mW. The laser

was operated at 27 kHz for imaging experiments and 5.4 kHz for mirror translation

experiments as presented in later sections.

It is clear from Figure 4-2 that the laser operates at frequencies/wavelengths given by

the product of the transmission of two filters, the polygon filter and the FP etalon:

f = fpoxgo X fFP (4.2)
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Figure 4-2: The instantaneous linewidth of of the scanning polygon filter should be
on the size scale of the FSR of the FP filter to allow smooth transition between
wavelengths

The transmission function of the polygon filter reflects the continuous reflection of dis-

persed light from the grating and it's spectral bandwidth was given in equation 2.31.

The transmission of the FP filter is discontinuous as displayed in Figure 3-1 and is

defined by the function [30):

S (1 - R) 2

1 - 2R cos (2kL) + R2 (4.3)

where T is the transmission efficiency, R is the reflection coefficient, L is the cavity

length in the FP resonator, and k is the wavenumber of the incident light. If the

instantaneous linewdith of the polygon filter, 6 Apolygon is smaller than the FSR of the

FP, then ideally one wavelength would exist in the cavity at a time. Practically, how-
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Figure 4-3: Interference fringe signals at two depths demonstrate optical-domain gen-
eration of baseband signals. Left: lower frequency fringe corresponding to a smaller
optical path difference Al; Right: higher frequency fringe corresponding to a larger
Al

ever, the transition between the wavelengths are not smooth and there is modulation

in the intensity of the laser output. We did indeed observe such intensity modulation

from the output of this laser as further discussed in section 5.2.2.

4.1.1 Laser Parameters

Fringes

To examine the interference fringes, a separate Michelson interferometer was con-

structed. The A-line rate was reduced to 5.4 kHz, and the interferometer output was

detected using a 200 MHz receiver (Thorlabs, BDB460C) without balanced detection.

By operating at a lower A-line rate and using higher speed receivers, the higher fre-

quency components and stepped nature of the fringe can be appreciated (Figure 4-3).

This closely matched what was expected theoretically in Figure 3-7. As the refer-

ence arm was translated, the fringe properties repeated periodically, providing a first

confirmation that subsampling was being performed in the optical domain.

Laser coherence length

To measure the laser coherence length, we used the imaging interferometer described

in section 4.2.2. Fringe data were recorded from a fixed sample arm mirror while

translating the reference arm over a 12.5 cm range (25 cm optical path variation).
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Figure 4-4: The measured coherence length of the optical-domain subsampled laser
incorporating an intra-cavity FP etalon exceeded 7 cm.

Fringe visibility calculated as the standard deviation of the fringe showed a single-pass

coherence length of approximately 7.4 cm (Figure 4-4). We noted that without the

intra-cavity FP filter, the laser coherence length was limited to several millimeters,

demonstrating that inclusion of the fixed FP etalon can both force optical-domain

subsampling and also contribute to significant extension of the laser coherence length.

4.2 Data Acquisition

4.2.1 Preventing signal overlap in subsampled FD-OCT

To be effective in the context of imaging, subsampling must ensure that signals from

each depth, within the penetration depth of tissue, can be measured independently

from those at other depths, i.e., overlap artifacts must not compromise the resulting

image. This requirement can be met straightforwardly when subsampling is applied

to complex fringes, but is more challenging when applied to real fringes. To illustrate

this, we generated a numerical OCT phantom structure, derived associated fringe

signals from this phantom, and explored the effect of subsampling on the imaging
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Figure 4-5: Real-valued and complex-valued signals are mapped differently into the
aliased frequency space. For real-valued signals, signals located at varying locations
(A) can induce distortions due to non-circular wrapping in the aliased image (B). For
complex signals, wrapping is circular and overlap is avoided as long as the baseband
window is large enough to contain the depth extent of the signal (C).

(Figure 4-5). First, we placed the phantom at varying locations in depth (Figure 4-

5A). Next, we derived the associated fringes assuming continuous wavelength sam-

pling across this depth range. We then subsampled the real-valued fringe data by a

ratio of 1:4, and presented the compressed image (Figure 4-513, showing only the pos-

itive frequencies). Note that the non-circular mapping of signal frequency to aliased

frequency results in image overlap for most locations of the image. We then repeated

this analysis but subsampled the complex fringe signal at a ratio of 1:8 (to give the

same baseband window depth, the ratio was decreased by a factor of two because

the signals are complex valued). In Figure 4-5C, the complex subsampled images are

presented. Note that the image is wrapped circularly, and signals never overlap onto
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itself for any depth location.

To achieve artifact-free imaging for arbitrary sample locations, it is necessary there-

fore to operate on complex OCT fringe data. Many approaches exist for extracting

the complex optical interference signals in OCT, and a few were summarized in sec-

tion 2.2.4. These have been used previously to separate signals from positive and

negative delays and double imaging depth, but in the subsampled case, it directly

prevents image overlap. It should be reiterated that dual detector techniques such

as polarization-based demodulation have an acquisition bandwidth advantage over

single detector techniques such as modulation with an acousto-optic frequency shifter

(AOFS).

4.2.2 Interferometer

The interferometer used for data collection in following experiments is summarized in

Figure 4-6. An AOFS at Af = 25 MHz was used in the reference arm to provide com-

plex fringe demodulation as discussed in section 2.2.4. Trigger signals were generated

from a fiber Bragg grating (FBG) with a center wavelength chosen with sufficient

overlap to one of the FP transmission peaks. The FBG bandwidth of 42 GHz was

sufficiently small relative to the FPs FSR to ensure consistent trigger pulse genera-

tion from a specific FP transmission peak. Fringes were detected using balanced 80

MHz balanced receivers (New Focus, 1817-FC). The theory of balanced detection was

discussed in section 2.2.5. The design in this interferometer was modified slightly to

include two output channels, one for x-polarized light and one for y-polarized light.

In this dual balanced interferometer, a beam splitter splits the light 50/50 into two

different ports. Each port enters a polarization beam splitter, which further splits

light into an x-polarized arm and a y-polarized arm. Both x-polarized arms are then

received by a balanced receiver (BRi); the y-polarized arms are received in BR2.

This dual detection scheme ensures that both x-polarized light and y-polarized light

coming from the sample can be interfered and received. As discussed later in the
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processing, the two channels can then be averaged to further reduce random noise

and increase contrast in the image. Electronic low-pass filtering at 50 MHz was

implemented prior to digitization at 100 MS/sec to prevent electronic aliasing.

4.3 Microscope

The design of focusing optics of the microscope is not affected by the subsampled

source and as such have the same qualities as in conventional OCT systems as de-

scribed in section 2.1.2. In this work, however, we used a modified microscope wherein

a long focal length lens (f = 10 cm) was placed before the 2-axis galvometer mirrors

instead of behind it (Figure 4-7). The loose focusing of the optical beam increased

the depth-of-focus so that imaging could be performed over an extended depth range

at a reduced transverse resolution of -96 pm. The system also allows for an increased

field-of-view (FOV) with dependence on how far away the sample was placed from

the galvometer mirrors. This kind of imaging scheme is common in other in vivo

imaging modalities such as white-light endoscopy, and can be very advantageous for

screeing applications where large volumes of tissue need to be scanned. Microscopy

like this has not been possible in OCT before because imaging ranges have not been

long enough to allow it. With the increased coherence length of our subsampled laser,

we experiment with this alternative microscope and show that it is possible to image

larger volumes.
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Figure 4-7: Microscope used in the subsampled OCT system. Focal length of lens
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Chapter 5

Performance and Imaging

The goal of this chapter is to discuss how processing of images were carried out

and present evidence that the subsampled system actually enables imaging over long

ranges with low acquisition data bandwidths. The results of a mirror translation ex-

periment and tissue/object imaging experiment confirm compression of OCT signals

over a long depth range into a baseband window of 6 MHz bandwidth (-1.4 mm

baseband depth).

5.1 Mirror Translation Experiment

To examine the data compression provided by optical-domain subsampling, point

spread functions (PSF) were acquired over a 15 mm (single-pass) optical path dif-

ference (Az). The interference fringes between a sample mirror and reference mirror

were recorded continuously as the reference mirror was translated with a motorized

stage over 7.5 mm (double pass) at a constant speed. Hence, each A-line was mea-

sured at successively larger Az values. Recall from equation 2.13 that the frequency

of the fringe signal increases as Az increases, thus a linear increase in frequency with

depth was expected. Illustrated in Figure 5-1 is the detection receiver along with the

frequency content of the A-lines over a subset of this 7.5 mm translation. This data

was Fourier transformed in MATLAB and displayed as frequency vs. depth using

the imagesc function; thus areas of the high intensity areas (white) correspond to
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Figure 5-1: Experimental demonstration of optical-domain subsampled OCT. Inter-
ference fringes were acquired of a fixed sample while translating the reference arm
mirror. The frequency content of the interference fringes demonstrates the wrapping
of the mirror signal in the baseband window and presence of higher order powers.

76

0

0

0

0



the PSF and the black background indicates no/low signal. The image is divided

into three regions; the baseband window region, the higher order harmonics, and

the complex conjugate signals. Because of the 25 MHz AOFS, the fundamental fre-

quencies (baseband window) was located in the center of the dataset. Recall from

section 4.2 that the AOFS was used to provide complex signals and induce circular

wrapping. The circular nature of wrapping is confirmed in the baseband window;

when the fringe signal reaches the edge of the window, it circularly wraps back to the

beginning (opposite side) of the window at the next incremental depth. This pattern

continues over the extent of the 7.5 mm translation range, and confirms that even

as depth increases the frequency of the signal does not exceed the baseband window

bandwidth (approximately 6 MHz). Thus signals over an extended depth range are

confined to a 6 MHz acquisition bandwidth. As shown in Figure 4-3, the fringe sig-

nals were discretized, thus there were higher order harmonics in the PSF signal, which

became apparent because a 100 MS/s digitizer card was used. This was artifact that

could easily be removed in future experiments with proper filtering. The signals were

also repeated in the complex conjugate domain due to Hermitian symetry of the real

signals detected with the optical receiver.

5.2 Noise Analysis

5.2.1 Signal loss due to higher order harmonics

The stepped optical fringe generated by optical-domain subsampling contain some

power in higher-order harmonics. The information content of these harmonics is re-

dundant to the baseband window as shown in the previous experiment. However,

the power lost to these higher-order harmonics reduces the signal power in the base-

band window and affects the measurement SNR. To explore this further, we analyzed

the frequency content of a simulated step-wise interference fringe as a function of

location (Figure 5-2). These results demonstrate that there is a depth-dependent

generation of higher-order harmonics. The depth-dependence can be explained by
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Figure 5-2: Optical-domain subsampling induces a small periodic loss in baseband
signal strength due to its stepwise nature and the resulting placement of signal power
into higher orders. The signal variation is limited to 3.8 dB over the aliased baseband
depth window. m is an integer and Ds is the baseband window depth.
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the varying magnitude of the step changes in associated interference fringes; greater

magnitude of step changes occur at fringes that are closer to being critically sampled

by the discrete set of wavelengths (Figure 5-2e). This corresponds to signals located

at (m + 0.5) * Ds where Ds is the baseband window depth and m is an integer; hence

there is a maximum loss of -3.8 dB in baseband signal power here due to higher-order

harmonics.

5.2.2 High frequency intensity modulation of laser

As briefly discussed in section 4.1, a discretely stepped laser can lead to intensity

modulations in the output if the transition between wavelengths is not smooth. This

could happen in the case where the the instantaneous BW (6fpo,, 0n) is much smaller

than the FSR of the FP filter so that the power in the laser drops significantly

when the polygon filter is in between two FP transmission peaks (refer to Figure 4-

2). However, it could also occur in the case where the instantaneous BW is much

larger than the FP FSR so that multiple modes are competing in the laser and

causing instability. To investigate whether our subsampled laser was experiencing

such intensity modulation, a shutter blocked the sample arm in the interferometer

(Figure 4-6), and the background signal was measured. Background signal is typically

measured to remove noise coming from components within the interferogram and laser

that are not derive from the sample. In continuously swept OCT systems there is

limited intensity noise coming from the laser, therefore the shape of the background

noise is generally low frequency and smooth. However in our system, since the laser is

jumping from one mode to the next, there is a drop in power between these transitions,

which cause the intensity noise seen in Figure 5-3. Because this noise is coming from

the laser, it stays at a constant frequency and does not increase with fringe frequency.

Thus in the image a fixed noise is expected. Because the phase of the A-line changes

somewhat from one A-line to the next, it is difficult to adequately subtract this

intensity noise from the fringes. However the frequency of this intensity noise will

be the maximum of the baseband window bandwidth, so it will not affect the image

significantly. For instance, if the A-line rate is 27 kHz, and Ns a 220 optical samples
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Figure 5-3: Background signal measured with sample arm blocked. High frequency
intensity modulation results from unstable wavelength transition in the subsampled
laser. There were 1700 points/A-line in this measurement

(Ns = AA/FSR - 100 nm / 0.45 nm), then the frequency of intensity modulation is

27 kHz x 220 samples ~ 6 MHz; the exact size of the baseband window bandwidth!

Indeed the frequency of the intensity modulation was equal to -6 MHz in Figure 5-1.

With more careful selection of FP and/or with automatic triggering from an electro-

optic OCT laser, this noise can be minimized or removed altogether.

5.3 Signal Processing

The processing protocol for imaging with the subsampled laser is outlined in Figure 5-

4. A trigger pulse, which was created by sending a part of the laser of the laser output

through a fiber-bragg grating (see Figure 4-6), initiated the recording of each A-line.

As suggested in Figure 2-3, two galvanometer mirrors scan the tissue in a raster scan

pattern in order to get traverse scans in both the x and y-directions (a.k.a. B-scan

and C-scans). In many of our experiments there are were 2400 points/A-line, 1024

B-scan points, and 1024 C-scan points. A-line data was saved via a C++ interface

into one vector and separated in the first processing step into two channels containing
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Figure 5-4: Experimental processing flowchart
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a 2400 x 1024 x 1024 matrix. The 2400-point DFT of each A-line was calculated and

the following hanning window function was used to prevent ringing in the frequency

domain [9]:

w1 = (1 N ) (5.1)
2 N

where i = 1,2,... ,N and in our case N = 2400. The frequency shift of Af that was

induced by the AOFS in the interferometer (refer to Figure 2-11) was then numer-

ically removed. The dataset was zero padded to the next power of 2 to make the

interpolation and FFT step more efficient in MATLAB. If non-linearities in sampling

were present, the next two steps (taking the inverse Fourier Transform and reinter-

polating the dataset) linearized sampling in time to remove the effects of chirp in the

laser. The mapping function is obtained by placing a mirror in the sample arm and

recording fringes at two separate locations (one near path matched and one near the

edge of the baseband depth) and deriving chirp from non-linearities in the phase of

the FFT signal. In the final processing stage, the 4096 x 1024 x 1024 matrix corre-

sponding to each channel was averaged and cropped to remove the redundant higher

order harmonic signals. The cropped images were tiled to produce a continuous image

as shown in section 5.4.

5.3.1 Laser chirp in subsampled sources

Continuously swept-wavelength sources rarely sweep linearly in wavenumber-space,

and thus require chirped acquisition clocks (k-clocking) or interpolation of the fringes

after digitization as discussed in section 2.2.5. In optical-domain subsampling, two

separate sources of laser chirp can exist; the source can be nonlinear-in-k or nonlinear-

in-time (or both) as illustrated in Figure 5-5. Theoretically, optical-domain sub-

sampling should be compatible with nonlinear-in-time chirping through either non-

uniform digitizer clocking or interpolation. However, interpolation and/or clocking

cannot be used to address sources that are chirped in k, i.e., which feature a varying

FSR. In this case, the underlying fringes do not repeat periodically with depth,

and a depth-dependent distortion is directly induced. The applications of advanced
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Figure 5-5: Laser chirping in optical-domain subsampled sources. A subsampled
source can be chirped either in time (A) or k-space (B). In time, interpolation and/or
k-clocking can be used to correct the nonlinearity. A nonlinear-in-k chirp, however,
distorts the optical aliasing properties, and cannot trivially be corrected. Linear in k
subsampled sources are a necessary technology to enable optical-domain subsampling.

approaches for spectral analysis of non-uniformly sampled signals may be applicable

in such cases, but are beyond the scope of this work. Thus, for conventional optical-

domain subsampling of bandwidth limited signals, it is important that the source

have a constant FSR, but is not critical that each wavelength step occur at a fixed

rate in time. Recall from equation 3.6 that the FSR is related to the the FP cavity

length L and the index of refraction n:

FSR = (5.2)
2nL

Thus the material index n must not be dispersive over the spectral bandwidth AA

otherwise a non-linear-in-k sweep will result.

We selected our FP to have a constant FSR, so no nonliearities in k were expected.

However, because tuning of wavelengths in time was provided by the polygon laser

design, non-linear-in-time chirping was expected. Recall from section 2.2.5 that the

diffraction grating induces this nonlinearity in time. The higher frequency fringes

are more affected by this nonlinear tuning and the width of the PSF increases as

frequency increases, resulting in lower axial resolution at further depths in the tissue.
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The method of removing the chirp in processing was discussed briefly in section 5.3.

To confirm that a similar chirp removal algorithm is effective in a discretely sampled

laser, we applied the re-interpolation to the mirror translation PSF outlined in sec-

tion 5.1. A subsection of the baseband window is displayed in Figure 5-6. The original

dataset (top) exhibits a signal that is broader and less intense than the de-chirped

dataset (bottom). As expected, chirp is more prominent at higher frequencies (top

right). De-chirping successfully narrowed the width and increased the intensity of the

peak of the PSF. It should be reiterated that this chirp is an artifact of our choice

of polygon-based scanning filter for this experiment; if a filter that sweeps k-space

linearly in time were used, there would be no need to de-chirp the laser. Future

iterations of subsampled laser should strive for linear-k sampling in order to remove

this computationally expensive step.

5.4 Imaging

To validate that subsampling is applicable to OCT imaging, images of a finger and a

rubber phantom were acquired with the same detection receiver outlined in Figure 4-6.

The A-line rate was 27 kHz for these experiments.

5.4.1 Finger

Figure 5-7A shows the baseband window of one longitudinal cross-section of a fin-

ger. The higher order harmonic signals were cropped since they contained redundant

information and were a consequence of using 100 MS/s digitizer in lieu of a slower

digitizer. Since there was curvature in the finger, there was some discontinuity in

the image due to aliasing of the tissue signal upon reaching the edge of the baseband

window (arrows: location of aliasing of the surface of the sample). Interestingly, how-

ever, tiling identical copies of this baseband window lets us appreciate the continuity

of the sample (Figure 5-7B). The fixed frequency noise coming from the intensity

modulation of the laser can be seen in this image at the edge of the baseband window

of one of the cropped cross-sections (yellow arrow). In Figure 5-7C, a depth cross
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Figure 5-6: A subsection of the imagesc plot of the mirror translation experiment
shows the difference between chirped (top) and de-chirped (bottom) signals. The
width of the PSF (indicated by high intensity red signal) is reduced while the intensity
is increased when the signal is de-chirped with a re-interpolation algorithm. This
process increases the axial resolution of images. A 30 dB color scale is mapped here,
however, the highest true intensity could be >68 dB and the lowest <38dB.
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Figure 5-7: Cross-sectional images of a finger resting on a small breadboard, imaged
with the subsampled OCT set-up. (A) Baseband window cross-section of the skin.
Curvature of the sample causes wrapping of the surface at the location of the arrows.
Scale bar: 500 m. (B) Tiling the baseband window (outlined in yellow) allows for
continuous visualization of the sample. Arrow: fixed frequency noise resulting from
laser (C) En face view of the cropped/tiled image. Bar: location of longitudinal cross
section in (A). Arrow: junction between the finger and the nail.
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section reveals how these tiled baseband windows compile to form an en face image

of the finger (arrow: junction between skin and finger nail). The wrapping caused by

subsampling resulted in numerous depth slices being visualized in one en face cross-

section. Theoretically, a surface finding algorithm can be employed to eliminate this

effect, however, this redundant depth signals does not interfere with the interpretation

of the image, and can help visualize the contour of the sample. Note that because

the source FSR gives a -1.358 mm baseband depth, the signal has fully dropped

below the system noise floor before signal from the surface reappears. Because the

new microscope scheme (outlined in section 4.3) was used, the B-scan and C-scan

had an area of approximately 1.5 cm x 1.5 cm.

5.4.2 Rubber Phantom

The ability of subsampled OCT to support imaging over extended depth ranges is

better demonstrated with a rubber phantom that is placed at a tilt so that the depth

of the sample spans a range of 2 cm (Figure 5-8A). An en face image of this set-

up shows the numerous aliased surface reflections of the rubber phantom, the metal

post, and the small optical breadboard that the objects are resting on (Figure 5-

8B). Since these objects were mostly opaque, the high intensity (white) signals reveal

mostly the surface of the object, which have high surface reflections. Because of

the tiled baseband windows, the full set-up can be interpreted from one en face

view; this imaging paradigm has never been shown in OCT before. Notice that

because of the steepness of the angle of the rubber phantom, the baseband windows

appear to be closer together on the rubber, illuminating the three-dimensional contour

of the set-up. Also, because the set-up was placed over 2 cm from the imaging

probe a larger B-scan and C-scan area was imaged (approximately 3.5 cm x 3.5

cm). Figure 5-8C provides another en face image at a further depth cross-section.

Although the overall set-up looks the same, the location of the surface reflections

have moved slightly, meaning that in each baseband window, a different depth is

being probed. Thus, subsampled imaging not only increases the ranging depth of

imaging while maintaining a small acquisition bandwidth, but it can also provide
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important additional information about the overall geometry of the structures that

are imaged.

5.5 Subsampling in Spectrometer-Based FD-OCT

While optical-domain subsampling in this work has been described in a wavelength-

swept configuration with a time-varying source, it is also applicable to spectrometer-

based systems using a continuous-wave comb source. The relationship between the

source FSR and the imaging window is unchanged in this configuration. In a

spectrometer-based system, nonlinear-in-time chirping is replaced by nonlinear-in-

pixel chirping (but may be correctable by interpolation), while nonlinear-in-k chirping

remains more disruptive.
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Figure 5-8: (A) Rubber phantom resting against a metal post on a small optical
breadboard. The tilted rubber phantom spans 2 cm in depth. (B) An en face cross
section of the rubber, post, and breadboard. Aliases of the tilted rubber phantom
from different depth planes into this one make it possible to visualize numerous surface
reflections. (C) An en face cross-section from another depth results in displacement
of the high intensity surface reflections (white)
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Chapter 6

Conclusion

6.1 Summary

This thesis introduces a method to fundamentally confine the bandwidths of OCT

signals so that modern acquisition cards can faithfully acquire images along an ex-

tended depth range. Subsampling or bandpass sampling has been used extensively in

the telecommunications field, however, until now it had not been used to lower the

analog bandwidth of OCT signals. In the conventional continuously swept OCT, tis-

sue is probed with an infinite set of wavelength samples, which results in successively

higher frequency signals at further depths. In a discretely sampled OCT, however, a

finite set of wavelengths are used, meaning that analog signals are limited to a max-

imum bandwidth (set by the wavelength sample size). This allows for pre-selection

of the analog bandwidth of OCT signals, thereby assuring that the signals will not

exceed a certain frequency. By reducing both the analog and digital acquisition

bandwidth, the noise-equivalent bandwidth of optically subsampled signals does not

exceed the tissue signal bandwidth as it would for RF subsampling. This is an im-

portant point to consider in preventing noise overlap and reduced SNR of the signals.

The most important achievement of this work is that it allows for long depth rang-

ing while minimizing acquisition bandwidth. This takes advantage of the inherent

sparsity of OCT signals, which arise from limited penetration of light into partially
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transparent tissues. The first step in this work was to identify how to take advantage

of this sparsity in order to avoid consuming acquisition bandwidth on non-tissue re-

gions. In Chapter 3, the relationship between imaging parameters like total imaging

range, baseband window dept, axial resolution and acquisition bandwidth, and system

parameters like instantaneous linewidth, free spectral range, spectral bandwidth, and

tuning rate was carefully established for a subsampled OCT system. This provided

the theoretical foundation that inspired the construction and implementation of the

subsampled OCT system in Chapter 4. To validate the principle of optical-domain

subsampling, we constructed a prototype optically subsampled laser by inserting a

free space Fabry-Perot (FP) etalon into a continuously swept polygon-based laser

cavity. The etalon significantly reduced the instantaneous linewidth of the source

through passive filtering and increased the coherence length of laser to ~7.4 cm. The

subsampled laser was integrated with a dual balanced interferometer, which had a 25

MHz frequency shifter in the reference arm to provide necessary complex conjugate

disambiguity. In Chapter 5, several imaging experiments validated the theory-based

hypothesis that the optical subsampled system can image over longer ranges and with

a confined acquisition bandwidth. A mirror translation experiment confirmed that

a PSF signal over a 7.5 mm translation was successfully compressed into a ~1.358

mm baseband depth window with no overlap. We then imaged a finger and a rubber

phantom to demonstrate that subsampling can be incorporated in a fully functional

OCT imaging system. We took advantage of the larger imaging ranges afforded by

subsampled OCT to experiment with larger field-of-view microscope designs. The en-

suing images were cropped and tiled to expose the continuity of the sample. Another

unexpected consequence of these cropped and tiled images was that the en face views

revealed the three dimensional contour of the sample in one depth cross-sectional

place. This is not typical of continuously sampled OCT images and could be bene-

ficial in the context of in vivo imaging where surface topography is a parameter of

interest.
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6.2 Experimental Limitations

It should be emphasized that the system presented in this thesis was designed to pro-

vide a proof-of-principle for applying optical subsampling to data-efficiently provide

depth ranging in OCT. The system was not intended for clinical use and lacked the

speed and long-term stability needed to be an effective clinical imaging system. The

limitations of the system are highlighted here so that future iterations of clinical sub-

sampled systems may effectively circumvent the issues exposed by this experimental

set-up.

Higher order harmonics that arise from stepped optical fringes were discussed in

section 5.2.1 as a noise source that lowers SNR of signals in the baseband window.

The reduction in SNR is depth dependent, meaning that signals that are closer to

the high frequency edge of the baseband window are more affected by this than those

near the DC. The ~3.8 dB decline in baseband signal power is gradual over the span

of the baseband window, meaning that it does not cause distortion in the image. It

does, however, resulting in a sensitivity roll-off in the baseband window. In this work,

a conventional low-pass filtered digitizer (see Figure 3-8) was used, however in future

subsampled systems, this sensitivity roll-off can be avoided if specialized detector cir-

cuits employing integrate and hold amplifier circuitry are used [211.

Unstable wavelength transitions in discrete sampled sources resulted in intensity mod-

ulation of the laser output power as discussed in section 5.2.2. This modulation re-

sulted in a fixed frequency noise at the edge of the baseband window. While this did

not overlap significantly with the image, it does cause a reduction in the effective size

of the baseband window and somewhat affects how well tiling of cropped baseband

windows align. The amount of intensity modulation can be minimized by adjusting

the instantaneous bandwidth of the scanning filter to match the FSR of the selected

FP etalon. In these experiments, wavelength scanning relied on the polygon filter,

and adjusting the instantaneous bandiwdth of the filter was difficult to do without
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sacrificing other imaging parameters (such as axial resolution) because many parame-

ters simultaneously relied on the alignment of the telescope in the scanner. Departure

from using the polygon scanner for wavelength tuning could facilitate making a bet-

ter match of the FP's FSR and the tuning filter's instantaneous bandwidth. Future

experiments would need to be performed to identify the best ratio of FSR/ofti

that allows for smooth transitions between wavelengths.

Another consequence of using polygon-based tuning was that re-interpolation was

necessary in MATLAB to remove the effects of nonlinear-in-time laser chirp. This

step slows down computation and processing of images significantly and threatens the

possibility of real-time three dimensional image rendering; this could partially obvi-

ate the advantages of having a high-speed, subsampled imaging system. Fortunately,

this processing bottleneck can be avoided in several ways. In their frequency comb

swept laser, Tsai et al. used the fact that comb frequencies were separated linearly-

in-time to trigger the acquisition board off of the intensity modulation of the laser.

Alternatively, if a swept laser was built that was both linear-in-k and linear-in-time,

then no special trigger would be necessary and the OCT signal can simply be Fourier

transformed to process images.

6.3 Impact of Subsampled OCT Systems

Subsampled OCT systems can have a significant impact on clinical imaging by en-

abling simultaneous long-range and high-speed imaging. Long range imaging allows

access to organ types (such as colon and bladder) that were not previously amenable

to OCT imaging because of tight constraints on imaging range. With subsampled

OCT, these organs can benefit from a novel technology that has already positively

impacted many other fields of medicine. Moreover, high-speed imaging can provide

real time volumetric imaging, which would have a major advantage in any clinical

setting. For instance, with real-time imaging, clinicians would have immediate feed-

back about the quality of images and could decide during the procedure whether
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re-imaging is necessary. This would prevent the need for multiple imaging sessions

that increase medical costs and patient discomfort. It would also significantly reduce

missed areas that could potentially be pathologic; by imaging at 10 MHz A-line rates,

for example, whole volumes can be acquired in less than a second, thereby reducing

motion artifacts and total imaging time.

The possibility of new imaging paradigms with simultaneous high-speed and long-

range imaging is a compelling reason for using subsampled OCT systems in the clinic.

Except in cases where specialized probes exist, in vivo OCT has largely been used as

an investigational research tool in organs such as the colon and the bladder. Compre-

hensive imaging made possible by high-speed and long range imaging would allow for

large-scale screening with OCT in these organs. It would also enable a more intuitive

imaging paradigm wherein when the imaging probe is farther away from the tissue,

a larger field of view (FOV) is visible at lower resolution. And when a tissue section

needs closer investigation, the imaging probe is moved closer, to view that region at

higher resolution. This offers the advantage of being able to screen large surface areas

of the lumen, allowing the clinician to choose what areas to view in greater detail.

6.3.1 Clinical Limitations

Although it is generally beneficial to have lower acquisition bandwidth in most imag-

ing contexts, there are some applications for which subsampled OCT would not be

necessary. Low transparency tissues, such as gastrointestinal tissues, profit greatly

from this technology because they have low light penetration into the tissue and as

such require small baseband window depths. This implies that imaging range can

be increased significantly while maintaining a small acquisition bandwidth. In more

transparent tissues such as the eye, however, the baseband window needs to be quite

large to prevent signal overlap. In these applications, subsampling would not pro-

vide a significant reduction in acquisition bandwidth and might not justify the added

complexity of making the source subsampled.
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Another practical challenge of subsampled systems is that loose particles that flow

in the path of the beam would result in a signal that aliases onto the tissue in the

baseband window. Because it is impossible to distinguish where along the beam path

path the errant signal came from, it could cause artifacts in the tissue image that

are difficult to track. This would be a problem for endoscopic procedures in which

fluid is used as a medium for luminal expansion and can probably be avoided if air is

used as the expension medium instead. Particles are likely to be moving in fluid while

tissue signals are stable, which could help distinguish an errant signal in the baseband

window. Ideally, OCT images will be taken alongside white light endoscopic images,

which would also make it easier to identify random particle aliases.

6.3.2 Future Works

While this thesis lay down the groundwork for taking advantage of optical subsam-

pling to reduce acquisition bandwidths, adoption of this technique to high-speed

systems remains as a primary goal for future work. We plan to use electro-optic

components to tune wavelengths rather than a spinning polygon mirror. This would

serve an advantage in speed because tuning rates will not be limited by the mechanical

spin rate of the polygon motor. Furthermore, an electro-optic laser can provide finer

variation in the scanning filter's instantaneous linewidth, which can reduce intensity

modulations in the laser output as well as allow for linear-in-time sweeping.
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