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ABSTRACT

A method of performing space based GMTI using radar interferometric processing is pre-

sented. The algorithm, referred to as Scanned Pattern Interferometric Radar (SPIR), uses

the high angular variability of a sparse array Point Spread Function (PSF) to collect suffi-

cient data from the signal return that the clutter and targets can be separated without an a

priori assumption of the clutter statistics. By deconvolving the PSF from the received sig-

nals the true ground scene is revealed. Performance of the algorithm is highly dependent

on cluster design. Aperture placement in the cluster determines the (PSF). We show that

minimum redundancy arrays are not appropriate for SPIR systems. An alternative design

algorithm to select aperture placements that result in good SPIR performance is devel-

oped. Numerical solution of SPIR systems by conventional linear algebra techniques is

not feasible since the system conditioning is poor. The CLEAN algorithm, developed in

the astronomical interferometry field, delivers promising results. Although clutter ampli-

tude is random in nature, its position and doppler shift are geometrically related. An

adapted version of CLEAN that uses this information shows improved target recovery.

Prior target information can be used to further improve detection of both existing and new

targets.

Thesis Supervisor:
Dr. Raymond J. Sedwick
Department of Aeronautics and Astronautics
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Chapter 1

INTRODUCTION

The recent demise of MIT's Building 20 brought to mind a remarkable era of discovery,

much of which took place here at the Massachusetts Institute of Technology. Designed in

an afternoon, and erected in just six months in 1943, Building 20 was the heart of the

Radiation Laboratory, affectionately known as RadLab. Here, during the frenzied war

years, a remarkable collaboration between the British and the Americans, the military and

civilians, resulted in discoveries that would eventually impact all aspects of modem life.

Radar, an acronym for RAdio Detection And Ranging, is based on the deceptively simple

concept of locating objects using transmitted and reflected high-frequency radio waves.

Waiting in the wings for technology to advance, it was seized on by eager governments at

its first appearance. The ensuing fifty-odd years have seen an explosion in radar applica-

tions, both in the civilian and military worlds.

Ground Moving Target Indication (GMTI) using separated spacecraft interferometry at

radio wavelengths promises to be a powerful new all-weather surveillance tool. GMTI

radar is frequently implemented on both ground-based and airborne systems, but space-

borne systems are less common. This thesis develops and analyses a novel processing

algorithm by which radar data from separated spacecraft can be combined to yield high

resolution radar maps.

19



20 INTRODUCTION

1.1 Historical Background

In 1873, James Clark Maxwell published his landmark work unifying the equations gov-

erning electromagnetic waves, Treatise on Electricity and Magnetism. Nearly fifteen years

later, Heinrich Hertz conducted a classic series of experiments in which he generated and

detected radio waves. He showed that the waves travelled at the speed of light and could

be reflected, refracted, diffracted and polarized like visible light, as Maxwell had pre-

dicted. The discovery inspired scientists across the world. When Guglielmo Marconi suc-

cessfully sent radio signals across the Atlantic in 1901 the modern communications

industry was born.

Credit for the invention of radar cannot be given to a single person. Hertz's experiments

had showed that electromagnetic waves could be bounced off objects. Both Nikolai Tesla

and Marconi realised that objects could be detected by bouncing radio signals off them.

By patenting a radio echo device for locating objects at sea, a German engineer named

Christian Hulsmeyer proclaimed himself the inventor of radar in 1904.

The idea was not practicable at the time however. The technology to generate high fre-

quency signals, with wavelengths shorter than 50 m did not exist. Low frequency signals

could not maintain sufficient focus over long distances to be detectable. It took years of

technological advancement before radar could come into its own.

Rightly or wrongly known as the father of radar, Sir Robert Watson-Watt and his junior

scientific officer Arnold F. "Skip" Wilkins proposed the concept of using radio waves to

detect aircraft to the British government in 1935. The Air Ministry had offered a E1000

reward for anyone who could design a "death" ray that could kill a sheep at a hundred

yards. In his capacity as superintendent of the Radio Department of the National Physics

Laboratory, Watson-Watt quickly determined that the idea was not feasible at the time. He

did come up with an alternative proposal however:

"Meanwhile attention is being turned to the still difficult but less unprom-
ising problem of radio-detection as opposed to radio-destruction, and
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numerical considerations of the method of detection by radar waves will be
submitted when required."

Nervous about the growing threat from Hitler's Germany, and with no means of protecting

Britain against an air attack, the British government pounced on Watson-Watt's idea,

requesting the promised facts and figures. Watson-Watt turned to Wilkins to perform the

detailed calculations. The results were so inspiring that an excited Watson-Watt immedi-

ately drafted a memo that would become a landmark in the history of radar, "Detection of

Aircraft by Radio Methods" on February 12, 1935.

Following Watson-Watt's proposals, the Chain Home network was created along Britain's

east and south coasts. It was a system of antennas that could detect aircraft up to 150 miles

away. During the London Blitz the system provided early warning of incoming bombing

raids, saving countless lives.

British scientists aggressively experimented with shorter wavelengths, narrower beams,

more compact equipment, and greater power generation to improve their radar capability.

In 1940 Watson-Watt, together with John Randall and Henry Boot, invented the cavity

magnetron. The magnetron was a compact source of high frequency radio waves that

could be used over distances on the order of tens of kilometres to detect small, airborne

targets.

In August 1940, the British government dispatched the top-secret Tizard Mission to the

United States to exchange information on radar. In a pivotal meeting the British revealed

their resonant cavity magnetron. The magnetron, an efficient, high-power (10-kilowatt)

pulsed oscillator that operated at 10 centimetre wavelengths, was the seed for the British-

American collaboration, centered at the newly created MIT Radiation Laboratory.

The laboratory's first three projects focussed on protection of Britain. Project I created a

10 cm airborne intercept radar that would enable bombers to detect enemy aircraft at

night. Project II developed the highly successful SCR-584 gun-laying radar, which is cred-

ited with leading to the safe destruction of 85% of the V- 1 buzz bombs that were dropped
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on London. Project III developed a long range navigation system for ships and aircraft,

known as LORAN (LOng RAnge Navigation), which is still in use today.

Building 20 began as a collaboration between Britain and the United States to make

microwave radars. It rapidly developed into a centralised laboratory, which laid much of

the theoretical radar groundwork while simultaneously creating working systems for use

in the Allied war effort. In the years from 1940 to 1945 RadLab designed over one hun-

dred different radar systems, which comprised close to half of the radar systems deployed

in World War II, and had a monetary value of $1.5 billion.

Radar has not failed to deliver on its promise. Since the heady days of RadLab radar has

been adapted for many purposes. These include high-resolution mapping of ocean levels,

freeway speed enforcement, air-traffic control and many military applications.

Spaceborne radar was initially used as an aid for space rendezvous, on the Gemini space-

craft. It was not long before radar antennas were turned towards Earth and in present day

the primary application of space-based radar has become observation. Spaceborne radar

permits high resolution and high fidelity observation of the entire surface of Earth regard-

less of weather conditions. It is not surprising that a wide range of applications have been

found in both the military and civilian worlds. Applications include altimetry, ocean level

observation, weather observation, terrain mapping, and navigation.

The interested reader is invited to consult Robert Buderi's fascinating account of the

development of radar at the Radiation Laboratory, The Invention that Changed the World

[Buderi, 1996].

1.2 Spaceborne Radar

GMTI is typically used to locate large vehicles such as tanks and trucks in military appli-

cations. Current systems, such as JSTARS (Joint Surveillance Target Attack Radar Sys-

tem, a US Air Force Research Project), use airborne platforms to provide temporary
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coverage in regions of interest. These systems provide good performance but require large

support infrastructures and significant deployment time and require pilots to fly in active

theatres. Spaceborne radar can offer nearly continuous global coverage without apprecia-

ble operator risk.

As discussed by Shaw [Shaw, 1998], there are three fundamental design considerations for

spaceborne radar. First, the radar must have sufficient power-aperture product to detect

targets at the required search rate. Second, the angular and range resolution must be high

enough to locate the target with the required degree of accuracy. Third, the radar must

reject clutter and noise sufficiently to provide the specified probability of detection and

false alarm rate. Thus, development of an effective spaceborne radar system presents

many challenges.

In this thesis we discuss the design and implementation of a spaceborne GMTI interfero-

metric radar system. We address high-level system design aspects and describe a novel

processing algorithm by which images can be constructed.

1.3 Multiple Aperture Systems

Single aperture systems are a compromise between high resolution and broad coverage.

Broad coverage, or large field of view, requires a wide beamwidth, while high resolution

requires a narrow beamwidth.

Unwanted return from the ground, known as clutter, presents an additional challenge.

Clutter suppression is computationally intensive and requires prior knowledge of the tar-

get as well as an appropriate clutter model. Performance is therefore limited by the quality

of prior target information and the accuracy of the clutter model.

In contrast, multiple aperture systems can provide coverage corresponding to the diameter

of a single aperture and resolution proportional to the maximum separation between indi-

vidual apertures.
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Space-Time Adaptive Processing (STAP) has been proposed for use in multiple aperture

systems [Ward, 1994]. STAP takes advantage of the high resolution properties of the inter-

ferometer, but does not use all the information available in the return signals. Like single

aperture methods, STAP is limited by the accuracy of the clutter model. Good prior esti-

mates of the position and velocity of any targets are required. Careful maintenance of

aperture positions in the cluster is necessary to achieve an adequate level of clutter sup-

pression.

TECHSAT21 is a technology demonstrator program with an experimental multiple aper-

ture radar payload. It consists of a cluster of microsatellites (less than 100 kg) that orbit in

close proximity (on the order of hundreds of metres). Each microsatellite is capable of

coherently detecting not only return signals resulting from its own transmission, but also

return signals resulting from the transmissions of other satellites in the cluster.

Scanned Pattern Interferometric Radar (SPIR) combines the individual aperture signals in

a way that allows ground clutter to be characterized completely and removed. This method

depends not on the statistics of the clutter, but solely on the clutter position and doppler

shift. While the clutter amplitude and phase are random in nature, the doppler shift is

entirely predictable due to the known angular location of the clutter footprint. The algo-

rithm relies on "deconvolving" the gain pattern of the synthesized aperture from the

received signals to reveal the true ground scene.

In conventional interferometry, deconvolution is usually performed entirely in the spatial

domain, and removes the artefacts that appear in the image as a result of incomplete (u, v)

plane filling. SPIR processing uses the distinctive features of the interferometer response,

and their effect on both spatial and frequency information, to separate ground clutter

return from target return. The statistical nature of the clutter is irrelevant and the probabil-

ity of detection is based solely on the signal-to-noise ratio of the received signals.
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1.4 Outline

This thesis develops and analyses the Scanned Pattern Interferometric Radar method,

beginning with the initial intuitive concept and concluding with a simulated implementa-

tion.

A description of the process begins with some fundamentals of radar and interferometry in

Chapter 2. Chapter 3 describes SPIR and gives a mathematical derivation. Optimum

placement of apertures within the cluster is discussed in Chapter 4. Solution of SPIR sys-

tems is not trivial, Chapter 5 examines this problem. Chapter 6 gives conclusions and rec-

ommends future work.
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Chapter 2

RADAR INTERFEROMETRY

Scanned Pattern Interferometric Radar (SPIR) borrows techniques from the field of inter-

ferometry to create high-resolution radar systems. Understanding radar interferometry

therefore requires an appreciation for both radar and interferometric imaging theory. To

that end, this chapter discusses background material. We begin with a short discussion of

some radar concepts that are necessary to understand Scanned Pattern Interferometric

Radar (SPIR). Fourier analysis is a powerful tool of which we make much extensive use in

SPIR. A summary of useful Fourier techniques is provided. Finally, the last two sections

discuss interferometry techniques, with specific reference to radar applications.

2.1 Radar Concepts

In this section we introduce some concepts that will aid in the understanding of SPIR.

Readers unfamiliar with radar are referred to [Stimson, 1998] for an excellent introduc-

tion.

2.1.1 Pulse-Doppler Radar

Radar has many applications, from ground mapping to altimetry to moving target indica-

tion. Ground mapping radar maps stationary objects and may have very high resolution on

the order of millimetres. Altimetry measures the altitude of air- or spaceborne objects.

Moving Target Indication (MTI) radar searches for targets that may be on the ground or air

27
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(space) borne. MTI radar has an additional source of information on targets, namely their

closing velocity. Most MTI radars are of a specific type referred to as pulse-doppler radar.

There are two general types of radar transmitter, Continuous Wave (CW) and pulsed. CW

radar continuously transmits and receives. The main problem with air- and spaceborne

CW radars is electrical noise, or interference. The limited available space makes it diffi-

cult to physically isolate the transmitter from the receiver. As a result noise arising from

generation of the high energy transmitted signal corrupts the received echoes, preventing

accurate radar mapping. Pulsed radar eliminates this problem by transmitting short pulses

and listening for the reflected echoes in the intervals between transmissions. Pulsed radars

that sense doppler frequency are called pulse-doppler radars, those which only sense range

are simply called pulse radars.

The Pulsed Waveform

The pulsed waveform has four basic characteristics: carrier frequency, f, [Hz], pulse

width, t [s], interpulse modulation, and pulse repetition frequency, PRF [Hz].

The carrier frequency is usually chosen based on physical size limitations, available trans-

mitted power, and atmospheric attenuation characteristics. In the case of air- and space-

borne systems the choice of carrier frequency is dominated by the size limitations inherent

on a satellite. As frequency is increased, RF analog processing hardware dimensions

decrease and the antenna diameter required to provide a given beamwidth decreases. The

maximum beamwidth should be comparable with the expected region of interest; this

ensures that transmission energy is not "wasted" outside the region of interest. The X-

band (10GHz) is popular for space-based radar applications since radar hardware dimen-

sions are compatible with satellite size limitations while atmospheric attenuation is still

reasonably low.

The pulse width determines the highest possible resolution of the radar in the range direc-

tion. Range resolution is defined as the minimum range between two objects at which they

can be resolved.
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The extent of a pulse in space is

L = cT (2.1)

Objects that are more closely spaced than L/2 cannot be resolved. Increasing the resolu-

tion therefore requires decreasing the pulse length. Decreasing the pulse length decreases

the energy contained in the pulse. Since the peak power that a radar can transmit is limited

by size and mass constraints, very narrow pulses will not contain enough energy to allow

target detection.

Pulse width therefore seems to place a limit on the range resolution. However, if the effec-

tive pulse width is decreased while the actual pulse is kept sufficiently wide to ensure tar-

get detection, good range resolution can be obtained. This can be achieved by encoding

the transmitted pulse in frequency and/or phase so that the received pulse can be com-

pressed before target detection is performed. Two popular techniques are chirp compres-

sion, where the frequency of the carrier is linearly increased over the length of the pulse,

and binary phase modulation, where successive chips of the pulse have their phase

changed by 0* or 1800.

The pulse repetition frequency (PRF) is the rate at which the pulses are transmitted. The

inverse of the PRF is the pulse repetition interval (PRI). The choice of PRF determines to

what extent the ranges and doppler frequencies sensed by the radar will be ambiguous, as

discussed in the next two sections.

The probability of detection of a target is directly related to the amount of signal energy

that illuminates it. In addition to using pulse compression to increases the individual pulse

energy, the received echoes from several successive pulses are usually summed. This pro-

cess is referred to as pulse integration. The number of pulses integrated is selected to be

sufficiently low that there is no appreciable change in the targets' positions and velocities

during the integration time.
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Pulse Integration

There are two ways of integrating the signal returns from multiple pulses: coherent and

non-coherent integration.

Coherent integration is performed on the signal before it has been stripped of its carrier,

hence phase is preserved. Non-coherent integration is performed on the modulating signal

(envelope), which does not carry phase information.

If n pulse are coherently integrated, in the ideal case the resulting signal to noise power

ratio would be n times that of a single pulse. Non-coherent integration always has a gain

less than n, due to information loss in the envelope detection process.

However, since non-coherent integration is easier to implement, it is more popular.

Thresholding

The process of deciding whether a given signal return corresponds to a target or noise is

called thresholding. In essence, signals that are greater than a certain level, or threshold,

are declared to be targets, whereas smaller signals are assumed to be noise. The selection

of the threshold is therefore crucial. If the threshold is too high, small targets may be

missed. If the threshold is too low, noise spikes may be mistaken for targets.

The threshold directly affects the probability of detection (Pd) as well as the probability of

false alarm (PFA). An ideal system would have a high Pd and a low PFA. Unfortunately

these requirements conflict with each other. Current systems settle for a constant false

alarm rate (CFAR), which depends on the required Pd. CFAR processing is complex and

the literature abounds with references. [Skolnik, 1980] is a good starting point.

Measuring Range

Range measurement with pulsed radar is simple. The range to the target can be determined

by measuring the time interval t between transmission of the pulse and its reception
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range = Ct (2.2)
2

where c is the speed of light.

This method of ranging works as long as the round trip time for the pulse is less than the

interpulse period. If the radar detects a target whose round-trip time is larger than the

interpulse period, the echoed pulse will appear to come from a subsequent pulse, as shown

in Figure 2.1. The resulting calculated range is ambiguous since it is impossible to deter-

mine which of the transmitted pulses it corresponds to.

received pulse
transmitted pulses

PRI time
True Range

Apparent Range

Figure 2.1 Range Ambiguity

The maximum range from which return may be received without the observed range being

ambiguous is called the unambiguous range R,

R = C (2.3)
2.PRF

At high PRF's measured ranges are likely to be ambiguous, as many targets may fall out-

side RU. Range ambiguities can be avoided by setting Ru greater than the maximum

expected target range. However, at low PRF's doppler ambiguities appear, as discussed in

the next section.
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The Doppler Effect

The doppler effect is the shift in frequency experienced by any type of wave that is radi-

ated, reflected, or received by a moving object. It is commonly observed when standing on

the side of a road listening to a car passing at high speed. The pitch of the sound is higher

when the car is approaching than when it is receding. When objects approach one another

the doppler shift is positive, and when they are receding from each other the doppler shift

is negative.

In radar the doppler effect is used to determine the relative velocity between the radar

antenna and the object(s) it is tracking. The doppler frequency shift is related to the clos-

ing velocity as follows

Vlo sing

fdoppler = 2 v (2.4)

where X is the wavelength of the carrier. Given the radar platform's velocity, the target's

velocity along the line of sight (LOS) to the radar can be determined. In spaceborne radar

three relative motions contribute to the observed doppler shift: the Earth's rotation, the sat-

ellites' orbit and the object's motion.

Doppler ambiguities occur when the PRF is low. Since the radar pulses are the observed

scene at the PRF, the frequency spectrum of the radar return is repeated at the PRF. Targets

with doppler frequencies greater than the PRF will be undersampled and appear to have

lower doppler frequencies, as shown in Figure 2.2.

At low PRFs measured doppler frequencies are likely to be ambiguous, since target dop-

pler shifts may be greater than the PRF. Doppler ambiguities can be avoided by setting the

PRF higher than the expected doppler shift bandwidth. However, as we have seen in the

previous section, this introduces range ambiguities.
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Doppler Bandwidth
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True Doppler
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Apparent Doppler ' J

Figure 2.2 Doppler Ambiguity

Range and doppler ambiguities can be alleviated by varying the pulse repetition frequency

(PRF), this is known as PRF switching or jittering. Refer to [Stimson, 1998] for a detailed

description of this technique.

Range Gating and Doppler Filtering

Digitally sampling the received radar signal allows the use of sophisticated processing

algorithms. Therefore, in modem radars most processing is performed on a digitally sam-

pled version of the signal. Although analog versions of some processes described here

were used in the past, this discussion is restricted to the digital processes.

The first steps in processing are range gating and doppler filtering.

Range gating is the process of assigning (ambiguous) ranges to the received signal sam-

ples. Ideally, each signal sample corresponds to a particular ambiguous range, or range

gate. However, individual signal samples are likely to be corrupted by noise. Therefore, a

range gate will usually straddle several samples and average their contributions in some

manner. By overlapping the range gates, as shown in Figure 2.3, range resolution can be

maintained.

The next step is to determine the doppler frequency content of each range gate. The pro-

cess is referred to as the corner-turn FFT (fast Fourier transform) and is illustrated in
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1st gate 2nd gate

lit I I I I 1 0

Range resolution

Figure 2.3 Range Gating

Figure 2.4. The FFT is a computationally efficient implementation of the Discrete Fourier

Transform (DFT). Returns from successive pulses are placed below each other and an FFT

is taken for each range gate. The sampling rate for the FFT is therefore equal to the PRF.

2.1.2 Radar Cross Section

The radar cross section (RCS) of an object is an indication of the amount of reflected

energy the radar will receive from that object. It is commonly indicated by a and is a

function of the geometric cross section, reflectivity and directivity of the object

Geometric
a Cross x (Reflectivity) x (Directivity) (2.5)

Section

The geometric cross section, Aobject ' is the area of the object as seen from the radar. This

area determines how much signal power the object will intercept

intercepted transmitted xobject (2.6)

The reflectivity indicates how much of the intercepted signal power the object reflects, or

scatters

Reflectivity = scatter (2.7)
intercepted
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Figure 2.4 The Corner-Turn FFT

The directivity is the ratio of the power scattered back in the radar's direction to the power

that would have been scattered isotropically

Directivity = P backscatter
Disotropic

(2.8)

Normally Pbackscatter and Pisotropic are expressed as power per unit solid angle (stera-

dian). Pisotropic is then equal to the total scattered power divided by the number of stera-

dians in a sphere

isotropic scatter (2.9)
Isotro4n

711

1. .. . I
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The directivity can therefore be expressed as

Directivity = backscatter (2.10)
(1/4n)Pscatter

In the case of reflection from the ground, the ground is characterised in terms of the incre-

mental backscattering coefficient, ao . It is the radar cross section of a unit area of ground.

2.1.3 The Radar Equation

The radar equation predicts the detection range of a radar based on the characteristics of

the radar, target and environment. One form of the equation is

p - Paverage GaAetint
received = 2 4 (

(4nt)RL

where

Preceived = Received power

Paverage = Average transmitted power

G = Antenna gain

a = Target RCS (2.12)

Ae = Effective antenna area

tint = Integration time

R = Range

L = Loss factor

The received power decreases as range to the fourth. This means that at long ranges the

received power will be significantly lower than the transmitted power. The probability that

a target will be detected is directly related to the received power. For a given target and

range the probability of detection can be improved by increasing the transmitted power,

integration time or effective antenna area, or by decreasing the system losses L.
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The integration time is the time that the radar illuminates the footprint. As the integration

time is increased, the signal to noise ratio of the integrated signal is increased. Increased

dwell time also results in higher frequency resolution, which aids in clutter rejection.

However, the integration time must be sufficiently short that the relative velocity between

the cluster and the footprint does not change appreciably, as this decreases the accuracy of

the doppler measurements. The integration time directly affects probability of detection,

false alarm rate and doppler frequency measurement accuracy and should be carefully

chosen to obtain the desired system performance.

The design of spaceborne Earth-observing radars presents additional challenges since the

available transmission power is limited and the received signal is severely attenuated by

the large range. Excellent clutter and noise rejection characteristics are essential for suc-

cessful systems.

2.1.4 Radar Clutter

Any unwanted radar return is referred to as clutter. In a ground-mapping radar, return from

the ground is desired, and is used to construct the ground map. However, in the case of

moving target indication (MTI) radar, return from the ground obscures, or clutters, the

desired target return.

Ground clutter is commonly classified into three categories: main lobe return, side lobe

return, and altitude return. Main lobe and side lobe return is collected by the radar

antenna's main and side lobes respectively. Altitude return is side lobe return received

from directly beneath the antenna and appears at a range corresponding to the altitude of

the antenna above the ground. Figure 2.5 shows a typical ground clutter profile seen by an

airborne or spaceborne radar, as a function of doppler frequency. Main lobe clutter has a

higher average amplitude than side lobe clutter, since the main lobe antenna gain is higher.

Altitude return has a high average amplitude since it experiences the least scattering.The

doppler shift experienced by clutter from a specific patch on the ground can be predicted

based on the geometric relationship between the ground patch and the antenna.
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2 vradarcoso (2.13)
fdoppler ' x

where 0 is the angle between the antenna velocity vector vradar and the ground patch,

referred to as the look angle. Altitude return is centered about 0 = 90* and hence has

close to zero doppler shift. The maximum theoretical doppler shift occurs at 0 = 00,

which corresponds to looking straight ahead at infinite range. Similarly, the maximum the-

oretical doppler shift in the negative direction occurs at 0 = 1800, which corresponds to

looking straight back at infinite range. The loci of constant doppler shift, or isodopplers,

are formed by the intersections of cones centered about the antenna velocity vector with

the ground.

altitude return side lobe

main lobe

back lobe

O frequency

Figure 2.5 Ground Clutter Observed by a Forward-Looking Air- or Spaceborne Radar Plat-
form

The amplitude of the clutter at any one time is more difficult to predict. It depends on the

angle of incidence, frequency, polarisation, electrical characteristics of the ground, rough-

ness of the terrain, and the nature of the objects on it [Stimson, 1998]. The creation of clut-

ter models for different types of ground terrain is an entire field of study. Many references

exist, (for example [Skolnik, 1980]).

Some radar interferometric methods, such as STAP, use clutter models when recovering

targets. Such methods are limited by the applicability and accuracy of the particular clutter

model used.
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2.2 Fourier Analysis

The key to understanding interferometry is a solid background in Fourier theory. This sec-

tion presents the Fourier transform and some useful transform pairs.

2.2.1 The Time Domain Fourier Transform

The time domain Fourier transform is a common tool in signal processing. It is used to

convert from time to its inverse, frequency. Certain signal characteristics are more readily

discernible in the frequency domain than the time domain and vice versa. Operations that

are computationally intensive in the time domain, such as convolution, are often less

demanding in the frequency domain.

A time domain signal s(t) and corresponding frequency domain representation S(f) are

related by the one-dimensional Fourier transform and its inverse as follows:

S(f) = F[s(t)] = s(t)e-j2nfdt (2.14)

s(t) = F-[S(f)] = S(f)ej2nftdf (2.15)

We may also take the Fourier transform of sampled signals, this is known as the Discrete

Fourier Transform (DFT)

N-1 . kn

S[k] = I s[n]e N k = 0, 1, ... ,N- 1 (2.16)

n = 0

N-1 -2n
s[n] = N S[ke N n = 0, 1, ... ,N- 1 (2.17)

n = 0

For convenience the following notation will be used to denote the Fourier transform.

s(t) +- S(f) (2.18)
s[n] <-4 S[k]
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Time and frequency are not the only one-dimensional Fourier pair; other examples are

aperture dimension and radiation pattern in radiation theory, and brightness and visibility

in image processing.

2.2.2 The Spatial Fourier Transform

The definition of the Fourier transform is easily extended to an arbitrary number of dimen-

sions. If p and q are vectors in n dimensions

P = [p, p 2, ---, (2.19)

q = [q1, q2, -,

and s(p) is a scalar function of p, then S(q) is the n-dimensional Fourier transform of

s(p)

S(q) = F[s(p)] = _ ... J s(p)e-j2n(p q)dp (2.20)

The inverse transform is

s(p) = F-[S(q)] = f ... f S(q)ej2n (p. q)dq (2.21)

Of particular use is the two-dimensional Fourier transform as applied to image processing.

Given spatial variables x and y, the Fourier transforms are

00 00

S(u,v) = F[s(x, y)] = f s(x, y)e-j2n(ux+vy)dxdy (2.22)

and

s(x, y) = F-I[S(u, v)] = 0 f S(u,v)ej2n(ux+ vy)dudv (2.23)

What are the quantities (u, v) ? When applied to time domain signals the Fourier trans-

form relates time to temporal frequency, measured in cycles per second. Similarly, in the
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spatial domain the Fourier transform relates length in a particular direction to spatial fre-

quency in that direction, measured in cycles per metre.

2.2.3 Aperture Response

Another useful application of the Fourier transform is in the field of antenna theory. Given

a two-dimensional aperture S' with source illumination E(x', y') and carrier wavelength

X, the electric field away from the aperture can be approximated as [Ramo et al., 1984]

.2ir

E(x, y, z) = je- r fE(x', y')eXr dx'dy' (2.24)

This solution is valid for small angles from boresight in the Fraunhofer region. The first

term accounts for the variation in electric field with range. The integral can be recognised

as the two-dimensional Fourier transform of the aperture geometry. In this case we trans-

form from source space to radiation space. The Fourier pair in this case is

<-* sin 0 (2.25)

When describing aperture response it is usual to disregard the variation with range and

evaluate only the integral portion of (2.24). A change of coordinates may be useful; spher-

ical coordinates are often used. Two commonly used aperture distributions are given

below [Ramo et al., 1984]:

For a uniformly illuminated rectangular aperture of width D, E(O) is

i rDsin0

Erectangular() = D' nDsinO (2.26)
X nDsinx

For a uniformly illuminated circular aperture of diameter D, E(O) is
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_D( + cos O) jlinA j
Ecircular(0) = x ' +Dsin (2.27)

x

The aperture response can also be interpreted as the response of an aperture to a point

source, that is, the impulse response of the aperture. In image-processing the absolute

value of the aperture response is often referred to as the Point Spread Function (PSF).

Points that are closer together than half the angular separation of the first nulls of the PSF

cannot be identified as separate points. This defines the resolution of the aperture. Energy

that is located in the side lobes of the PSF overlays energy in the main lobe, so that the

reconstructed image is smeared.

2.2.4 Brightness and Intensity

The intensity, IV, of a radiation source is the radiated energy flow per unit area, per unit

time, per unit frequency bandwidth, and per unit solid angle.

W
[IV] = (2.28)

m2 -Hz-sr

In radio astronomy the term brightness is usually used instead of intensity. Brightness (B)

is the intensity over a certain field of view and is commonly measured as a function of

angle. A brightness map is a standard image.

The visibility, V, of a radiation source is the spatial frequency content of the image and is

measured as a function of spatial frequency.

Brightness and visibility are a Fourier transform pair. In the one-dimensional case where

0 is small the quantities are related as follows
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V(u) = F-1 [B(0)] = f__B(0)e-j 2 nuOdO

(2.29)

B(O) = F[V(u)] = f V(u)ej2nusinOdu

In the two-dimensional case the quantities are related by the two-dimensional Fourier

transform

B( , rj) <-+ V(u, v) (2.30)

where ( = sinG and 1 = sinp.

In general, measurements of brightness and visibility are discrete, in this case the DFT and

inverse DFT (equations 2.16 and 2.17) are used.

2.3 Fundamentals of Interferometry

The resolution that can be obtained using a single aperture is closely related to its size.

Points that are simultaneously covered by the main lobe cannot be differentiated. Resolu-

tion is therefore dependent on the width of the main lobe, or the beamwidth. For example,

the 3-dB beamwidth of a uniformly illuminated circular aperture is approximately [Stim-

son, 1998]

0 3dB = 1.02 (2.31)

where X is the carrier wavelength and D is the aperture diameter. The larger the aperture

the higher the resolution.

The field-of-view of an aperture indicates how large the area observed by the aperture is.

It is equivalent to the individual aperture beamwidth. In ground-mapping applications the

area where the field-of-view and the ground intersect is usually referred to as the footprint.

As the field-of-view is increased the footprint size is also increased.
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Broad coverage, or large field-of-view, requires a wide beamwidth, while high resolution

requires a narrow beamwidth. Single aperture systems are therefore a compromise

between high resolution and broad coverage.

In contrast, multiple aperture systems can provide coverage corresponding to the diameter

of a single aperture and resolution proportional to the maximum separation between indi-

vidual apertures.

We begin by examining the response of a single slit aperture and then comparing it to the

response of the simplest interferometer, consisting of two point apertures. This illustrates

the key concepts. Next we introduce the point spread function of an interferometer and

examine its properties.

2.3.1 Single Slit Aperture

Consider a uniformly illuminated one-dimensional aperture, formed by a slit of width d,

as shown in Figure 2.6.

E(x')

d d-
2 2

x

Figure 2.6 Single Slit Amplitude Distribution

The amplitude distribution across the one-dimensional slit is

44



Fundamentals of Interferometry 45

E(x') =

10

2

d
lxi > 2

2

(2.32)

Applying the integral part of (2.24) to the source distribution, the point spread function

(PSF) is

. dxsinir T-
(x) = d d r

dx
Xr

(2.33)

The PSF is more conveniently expressed as a function of angle from boresight, 0

sinO = '
r

(0) =

(2.34)

(2.35)

Figure 2.7 shows the PSF for d = 0.1 m and X = 0.03 m

The PSF has a clearly discernible main lobe and several side lobes that are much smaller

in amplitude. The null-to-null beamwidth of the main lobe is

6nn = 2 asin X
d

(2.36)

With the given parameters, On, ~ 35*.

Points that are angularly separated by On/2 or more can be discerned from one another.

The resolution of the slit is therefore

so that
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resolution= asin (2.37)

The beamwidth decreases as the aperture size is increased relative to the carrier wave-

length. As mentioned earlier, the width of the main lobe determines the maximum achiev-

able resolution. The side lobes bring ghost images in from outside the main lobe. These

ghosts corrupt the constructed image; the lower the relative side lobe level the less effect

they will have on the image. Clear, high-resolution images can be obtained if the PSF has

a narrow main lobe and low side lobes. Unfortunately, one attribute generally has to be

traded with the other.

Single Slit Response with d = 0.1 m

0 .8 . .. . . . .. . . . . .. . .. .. .. .

0.4 -. ... . .. .

0.2-

08 -- -- - -- - - - - - - - - - - - - - - - -

-1r5708 -07854 0 0.7854 1.5708
6 (radians]

Figure 2.7 Single Slit Aperture Point Spread Function

2.3.2 Single Baseline Sparse Array

The single slit aperture can be thought of as an array of an infinite number of pinhole aper-

tures. The simplest interferometer consists of two pinhole apertures. Let us examine how

well an array of two pinholes located a distance d apart, as shown in Figure 2.8, approxi-

mates the single slit aperture.
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E(x')

2 2

Figure 2.8 Two Pinhole Amplitude Distribution

The amplitude distribution is given by

E(x') = 8(x' + ) + 8(x' - ) (2.38)

The distance between the two pinholes is referred to as the baseline.

Applying the integral part of (2.24) to the source distribution, the PSF is

(x) = 2cos ( dx (2.39)

Expressed as a function of angle from boresight

(0) = 2cos 7E sin0O (2.40)

Figure 2.9 shows the PSF for d = 0.1 m and X = 0.03 m .

This PSF does not have a main lobe; all the lobes have equal amplitude. The null-to-null

width of the centre lobe is

Onn = 2 asin (2.41)
d
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0.6

.0

Two Pinhole Response with d = 0.1 m

0
0 [radians]

1.5708

Figure 2.9 Two Pinhole Point Spread Function

This is the same as the null-to-null width obtained with the single slit (2.36). However, the

side lobes of the response pattern all have the same amplitude as the main lobe. Since all

the lobes have equal amplitude, energy originating from the centre lobe is indistinguish-

able from energy originating from the side lobes. The resulting image will contain aliased

copies, or ghosts, from the off-centre lobes. Despite having the same resolution as the sin-

gle slit aperture, the image quality is significantly worse.

For the general case of 2n apertures distributed evenly across a distance d, the amplitude

distribution is

n

Eeven(x') = (8(x' + ) + S dx' -
ni ni

i = 1

The associated PSF is

n

Eeen(O) = 2 cos 9 dsinO6

i = 1

(2.42)

(2.43)
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For the general case of (2n + 1) pinholes distributed evenly across a distance d, the

amplitude distribution is

n
(, dd

ni n PEod~~~~~x)~ = 1(' jx+ +6x-(.4

The associated PSF is

n

Eodd(6) = 2+d2 cos) sin (2.45)

i= 1

Taking the limit as n tends to infinity in either (2.43) or (2.45), we obtain the PSF of the

slit (2.35).

By adding additional pinholes to the sparse array, the synthesized aperture response will

more closely approach that of the slit, and the quality of the image will improve.

2.3.3 Image Construction using Interferometry

Now that we have seen how the two point-aperture interferometer works we can genera-

lise the discussion to an interferometer consisting of an arbitrary number of apertures,

which are distributed in two dimensions. In the case where the apertures are distributed

across three dimensions, the discussions can be applied by projecting the apertures onto a

plane. We turn to Fourier theory for aid in understanding the interferometer.

The discrete Fourier transform acts as a bank of narrowband filters. Given the DFT of a

band-limited time-domain signal, and assuming that the sampling frequency is high

enough to prevent aliasing, we can reconstruct the time-domain signal with increasing

accuracy as the spacing between the filters is decreased. This corresponds to increasing

the sampling interval

fA-=1 (2.46)
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An interferometer can be thought of as a DFT. In this case the centre frequencies of the

bank of filters correspond to the spatial frequencies, (ug, v;) sampled by the interferome-

ter. The sampled spatial frequency in a particular dimension is the component of the aper-

ture spacing projected normal to the line-of-sight (LOS) to the footprint. It is measured in

carrier wavelengths, X

x - x
u, = -*cos 0 (2.47)

where xi is the spatial coordinate of the ith aperture and 0 is the projection angle.

A two-dimensional aperture configuration samples spatial frequencies in two dimensions

Ei+ 1-~x.
u+ = -i cos0

(2.48)
Vi Yi+ Ii Co0
v; = -cos0

where (xi, y) are the spatial coordinates of the i'h aperture.

The resolution of the interferometer is determined by the greatest spacing (baseline)

between apertures

resolution= asin- ~ (2.49)B B

An image of the scene being mapped is constructed by interpolating between the discrete

spatial frequency measurements. As more unique spatial frequencies are introduced the

constructed image more closely approaches the true scene.

2.3.4 The Point Spread Function of an Interferometer

An individual aperture's behaviour is conveniently characterised by its antenna pattern, or

point spread function. The idea carries through to an interferometer, for which the PSF is
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particularly useful, as we shall see in subsequent chapters. In this section we discuss the

construction and characteristics of the PSF of an interferometer.

Construction

The PSF of an interferometer is a separable function of the individual aperture response as

well as the distribution of the apertures in space. If we assume that the aperture responses

are identical, as is the case for most interferometers, the interferometer PSF can be conve-

niently calculated using Fourier transform techniques, as shown for a one-dimensional

interferometer in Figure 2.10.
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Figure 2.10 Calculation of the PSF using the Fourier Transform

An array of identically illuminated apertures is formed by convolving the individual aper-

ture illumination with impulses placed at the aperture positions. By first taking the Fourier

A
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transforms (2.22) of the aperture positions and illumination, the convolution operation is

transformed into multiplication. The PSF can therefore be written as the product of two

functions

PSF = array_factor x aperture-response (2.50)

The Fourier transform of the aperture positions is referred to as the array factor, while the

Fourier transform of the aperture illumination is just the individual aperture response.

The array factor for a two-dimensional interferometer is the two-dimensional Fourier

transform of the aperture positions

Nsats .2I ,
-Jgj(xxn' +YYn )

array _factor(x, y, z) = E 8(x -x' y - yn')e dx'dy'

s',n = 1N 1(2.51)
Nsats

E -J T-(xxn,+yyn)= e

n = 1

where the individual aperture positions are given by (xn,yn). After transformation to azi-

muth-elevation coordinates (Vaz'Vel), the array factor can be expressed as [Kong, 1998]

Nsats - (xnsin az+ y sinJe)
array_factor(Waz, 'gel) = e (2.52)

n = 1

Since the array factor is the sum of complex exponentials, it is periodic in Waz and ei.

The PSF for a two-dimensional interferometer is therefore given by

Nsats

I(Maz' Vei) = [E( eaz' i)' exP - (xnnsin Waz + YnsinWe)) (2.53)

n =1I
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where E(Vaz, w'e) is the individual aperture response. Figure 2.11 shows the construction

of the PSF for an unrestricted minimum redundancy (see Section 4.4) array of five uni-

formly illuminated rectangular apertures.

Unrestricted Cluster Array [0 3 4 9 111

0 .9 - - -- ---- ---- -- -. ..---- --. .-- -.-.- --.-- --

0 .8 - -- -- --. --. ..-. .- - - - - . .- . .. .----.- -. -

0.7

0.6-

0 .5 - - - - - - - -

0 .3 - -- . .. - . --.. - .. . . . . . . .. . . . . .-. .-. .*. . .. .* -. .-- - -

0 .2 - -- .. -. .- -. . -. . .. .----- --*. . .. .. ..*. . . .-. . . . . . .-.-.-.- -

Array Factor

0.1--- ure Response

-6 - -2 0 2 4 6
Angle from Boright [radian 13

Figure 2.11 Construction of the PSF

PSF Design Parameters

For a given carrier wavelength, the aperture response is a function of the aperture geome-

try and illumination, while the array factor is a function of the array configuration and

baseline. We can therefore isolate the effects of changing the array from the effects of

changing the aperture response.

The carrier wavelength determines the scale with which the system is sampled, and is usu-

ally determined on the basis of physical size and atmospheric attenuation constraints.

Therefore we assume that it is fixed and the PSF must be designed for best performance at

the chosen wavelength.



Since the aperture diameter is much smaller than the array baseline, the resolution of the

interferometer is determined by the baseline. The the field of view is determined by the

individual aperture response.

The width of the aperture response mainbeam is inversely proportional to the aperture

diameter. Increasing the aperture diameter therefore decreases the field of view and vice

versa. For a uniformly illuminated rectangular aperture, the null-to-null field-of-view is

FOVrectangular = [-asin(l ,asin (] (2.54)

The array configuration determines the shape of the PSF, and is examined in detail in

Chapter 4. The array baseline determines the resolution and period of the PSF. As the

baseline is increased the resolution is increased and the period is decreased. Figure 2.12

shows the array factor for two identical array and aperture configurations, one with a base-

line of 500 m, the other with a baseline of 1000 m. Doubling the baseline halves the period

of the array factor, and halves the widths of the main lobes.

-8 -4 -2 0 2
Angle from Boresight [radians]

-6 -4 -2 0 2
Angle from Boresight [radians]

4 8

X 10-

4 6

x 10

Figure 2.12 Effect of Array Baseline on the PSF

54 RADAR INTERFEROMETRY

1

.8

.6

.4

.2

Unrestricted Cluster Array [0 3 4 9 11]

- -Baseline =500m

a
0

-0

10

0

0

20

2 0

. -

Baseline =1000~m



Fundamentals of Interferometry 55

Sampling the PSF

In many applications it is necessary to sample the PSF. We define the sampling frequency

as the number of samples per radian. Figure 2.13 shows a PSF that has been sampled at

two different rates, one ten times faster than the other. Sampling at too low rate (under-

sampling) clearly results in an inaccurate reconstruction of the PSF.

1

0.9

0.8,

0.7

0.6

0.5

0.4

0.3

0.2

0.1

Unrestricted Cluster Array [0 3 4 9 11],10OOm Baseline,2m Aperture

-1.5 -1 -0.5 0 0.5
Antgle from Boresight [radians]

1 1.5

X 10-
4

Figure 2.13 PSF Sampled at Two Different Rates

What is the minimum sampling rate that will allow accurate reconstruction of the PSF? To

answer this question we refer to time domain signal processing and the Nyquist theorem.

The theorem states that a band-limited signal can be accurately reconstructed provided

that the sampling frequency is at least twice as high as the signal bandwidth.

(2.55)fs > 2 -fbandwidth

The signal can then be reconstructed from the samples by means of the interpolation equa-

tion [Oppenheim et al., 1999]

-.. ... -. ..... -... -. .-.-

- - -------+ - -- -

- - - - - - - -.-.- -.-.-.
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Xrnt sin [in(t - nT 5)/T5 ] (2.56)
0 = E x nT(t -nT)/Ts

n = -oo

where T, = - is the sampling period.
fs

The highest spatial frequency sampled by an interferometer in a particular dimension is

equal to the maximum spacing (baseline) divided by the carrier wavelength

BB
(UmaxVmax) = ( , ) (2.57)

Therefore the Nyquist sampling frequencies in the two dimensions are

2BX 2B
(uNyquistr Nyquist , ) (2.58)

Accordingly, the required spacing between adjacent samples is

(6,,0,) = ( , ) (2.59)
2BX 2B,

Figure 2.14 shows an example of a PSF, and the Nyquist sampled points.

Given the field of view of the antenna, the required number of sampling points in the PSF

can be determined.

I2B I
npoin,,= -FOV (2.60)

The approximate resolution that can be obtained by a PSF sampled with npoints not neces-

sarily corresponding to the Nyquist rate is

2B
X X .FV 2-FOV

Ores ~ - (2.61)
B npoints npoints
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Unrestricted Cluster Array [0 3 4 9 11],100m Baseline,4m Aperture
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Angle from Baresight [radians] X 1o-

3

Figure 2.14 Sampling the PSF

We shall see in the next section that undersampling the PSF corresponds to underutilising

the system.

2.3.5 Interferometer System Design

By definition, an interferometer consists of two or more apertures. These apertures may be

physically connected, or separated in space. When the desired baseline is small, physically

connecting the apertures is feasible and is often the simplest solution. However, for large

baselines, the apertures must be physically separated in space. In this case the system will

consist of at least two spacecraft. Accurate knowledge, and in many cases, control, of the

spacecraft positions and velocities is essential for good quality image generation.

Resolution on the order of tens of metres using an X-band radar system requires baselines

on the order of kilometres. MTI interferometric radar systems therefore require at least

some physically disconnected apertures. A group of spacecraft performing a common pur-

pose is referred to as a spacecraft cluster.
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A cluster can be described in terms of its orbit, the number of spacecraft, and its distribu-

tion in space. This section provides a high-level discussion of these characteristics as

applied to interferometric systems.

Vcluster

h cluster

.4

W

Figure 2.15 Side-looking Linear Cluster

Cluster Orbit

Selection of the cluster orbit to meet the mission requirements is complex and involves

trading off a number of different parameters. The mission lifetime, costs for each phase of

the mission, space environment and viewing geometry are dependent on the orbit. In the

case of an observation system, orbit selection directly affects payload performance. Dis-

cussion of this task is not within the scope of this thesis. [Wertz and Larson, 1999] pro-

vides an excellent introduction to orbit selection.

1 rrond1 9 %%
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Number of Spacecraft

Interferometric systems with physically isolated apertures are inherently distributed in

nature. Selection of the number of spacecraft is driven by performance requirements, reli-

ability, and cost constraints.

From an image quality viewpoint, a larger number of apertures provides greater freedom

in the design of the PSF. Although the resolution of the PSF is determined by the base-

line(s), the shape of the PSF depends on the placement of any additional apertures within

the baseline. When all other parameters are held constant, better quality images can be

obtained by interferometers with a larger number of apertures.

From a reliability viewpoint, a system consisting of multiple satellites is more reliable and

can be upgraded, or degrades, gracefully, as opposed to a monolithic system design. Read-

ers interested in the reliability of distributed space systems are referred to [Jilla et al.,

1997].

The number of spacecraft is driven by the desired image quality and the required overall

system reliability. In the absence of other considerations, systems with the largest number

of spacecraft are preferred. However, cost constraints drive designers to trade the size and

complexity of spacecraft versus the number of spacecraft in a cluster. Stated differently, a

few big, complex satellites cost as much as many small simple satellites.

Cluster Shape

An interferometer can be spread across one, two, or three dimensions. We restrict the dis-

cussion to one- or two-dimensional interferemeters. The first shape characteristic of the

interferometer is its baseline in each dimension. Once the baseline is determined, the dis-

tribution of the apertures must be determined. This is not a trivial process, and some

approaches for SPIR systems are suggested in Chapter 4. This section provides some geo-

metric relations that are useful in determining interferometer baselines.
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As we have seen, the resolution of an interferometer in a particular direction is determined

by its baseline B in that direction

eresolution - (2.62)

If we define rground as the range to the centre of the footprint from the centre of the clus-

ter as shown in Figure 2.15, the cross-range resolution on the ground is

Across =rgroundB (2.63)

For the side-looking linear cluster shown in Figure 2.15, there is only one baseline, which

determines the resolution in the cross-range direction. In this case the range resolution is

determined by the compressed pulse width, as discussed in Section 2.1.1. The number of

resolution cells on the ground in the cross-range direction is determined by dividing the

angular resolution into the field of view

n_cellscross = FOV= - FOV (2.64)
rs [X/B JLX

If we refer back to (2.60) we see that this corresponds to half the required number of sam-

pled points for the PSF. The minimum sampling rate for the PSF ensures that the maxi-

mum possible resolution is obtained. The PSF must be sampled at twice the desired

ground resolution to ensure accurate image reconstruction. Undersampling the PSF results

in a loss of resolution. The same loss in resolution results from decreasing the baseline.

The range to the footprint, rground, depends on the grazing angle, W and the cluster alti-

tude, assuming that the Earth's curvature can be ignored.

rground - hcluster (2.65)
sin W

The width of the footprint in the cross-range direction is
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w = rground FOV (2.66)

where FOV is the field of view of the individual apertures.

The length of the footprint in the range direction ignoring the Earth's curvature, is

= w (2.67)
sin

2.4 Interferometric Techniques

Radar interferometry is not new. Several techniques exist and have been successfully

implemented. In this section we discuss two techniques that are used in MTI radar. Dis-

placed Phase Centre Antenna (DPCA) was implemented on analog systems long before

the advent of digital systems. Space-time adaptive processing (STAP) is a more sophisti-

cated technique, which became popular in the 1980s.

2.4.1 Classical Displaced Phase Centre Antenna (DPCA)

DPCA is a technique used to eliminate ground clutter observed by air- or spaceborne

pulse-doppler radars. The doppler shift of ground clutter is entirely determined by the rel-

ative velocity between the radar platform and the ground. Instead of appearing as a narrow

peak at zero doppler shift, clutter is spread around a frequency corresponding to the rela-

tive platform motion. If the radar platform appears to be stationary, the clutter doppler

shift will be reduced to a narrow band around zero frequency. The clutter doppler shift is

observed as a stretching or compression of the interpulse period. For any two pulses, shift-

ing the antenna phase centre so that the second pulse appears to come from the same loca-

tion as the first pulse reduces the observed clutter doppler shift.

The required shift in antenna phase centre is typically achieved by using a two segment

electronically steered antenna. The platform's speed is matched to the PRI so that the dis-

tance the aircraft travels during a PRI is equal to the distance between the phase centres of

the two antenna segments.
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dcentres = Vplatform -PRI (2.68)

The distance between antenna segments is constrained by the platform's size and is fixed.

The PRF is therefore limited to a range related to the platform's velocity. Precise control

of the antenna's motion relative to the ground is required. [Stimson, 1998]

2.4.2 Space-Time Adaptive Processing (STAP)

Like DPCA, Space-Time Adaptive Processing (STAP) performs clutter rejection by com-

pensating for the platform's motion. It uses the spectral and time-domain characteristics of

the radar signal to filter out clutter and noise jamming.

When viewed as a function of cross-range and doppler, clutter observed by a side-looking

air- or spaceborne platform appears as a narrow diagonal ridge. Noise jamming appears as

a ridge along the doppler dimension. STAP applies narrow notch filters across the cross-

range and doppler dimensions to attenuate clutter and noise jamming ridges without can-

celling moving targets.

The filter is implemented on the range gated signals from the individual channels of an

electronically steered array. If the interference (clutter, noise jamming) between channels

is highly correlated, some linear combination of the channels will cancel the interference.

Accurate knowledge of the clutter statistics, noise jamming frequencies, and target posi-

tions is required to construct a filter that will reveal the targets.

Although STAP can yield good results, its performance is severely degraded when the

actual clutter differs from the assumed model. Suddenly applied noise jamming and new

targets will not be recognised immediately and several processing cycles may be required

before the filter is sufficiently adapted. [Klemm, 1999]
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2.5 Summary

Scanned Pattern Interferometric Radar uses techniques from both the radar and interfer-

ometry fields. This chapter has introduced background material on signal processing,

radar theory and interferometry that will be used in the remainder of this thesis. Several

useful results applicable to optical and radio frequency interferometers have been derived.

The interested reader is encouraged to consult the references, especially [Stimson, 1998]

(Radar), [Oppenheim et al., 1999] (Fourier Transforms), and [Thompson et al., 1994]

(Interferometry) for a more in depth treatment of each area.
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Chapter 3

SCANNED PATTERN
INTERFEROMETRIC RADAR

Chapter 2 has laid the groundwork for our study of Scanned Pattern Interferometric Radar

(SPIR). Although interferometry is most often thought of as a passive observation tech-

nique, it can also be applied profitably to active observation systems. Our concern is the

observation of earth from space, specifically moving targets. By applying the theory of

interferometry to radar, we develop an intuitively simple method that delivers high resolu-

tion results and is clutter-independent.

This chapter begins with an introductory discussion of the SPIR method. Next, we present

some high level system design considerations. Individual aperture placement for good

SPIR performance is discussed in Chapter 4.

3.1 The SPIR Method

Interferometry can be implemented in a number of ways, depending on the application.

Imaging interferometers cross-correlate the time domain signals from multiple apertures

to measure the magnitude and phase of the spatial Fourier components. The quality of the

constructed image depends on the sampled spatial frequency resolution. Missing (u, v)

components cause grating lobes, which introduce artefacts, resulting in a "smudged"

image.

65



SCANNED PATTERN INTERFEROMETRIC RADAR

Cross-correlation of signals is not the only way to synthesize the sparse array. If the

incoming signals are summed, the resulting signal will have contributions that were spa-

tially weighted by the Point Spread Function (PSF). By introducing appropriate time

delays in the aperture outputs before summing, the direction in which the main lobe of the

PSF is located can be shifted left or right, changing array sensitivity to different regions of

the scene. If the signals are at radio frequencies (X-band and below) the information from

each aperture can be recorded digitally and the scanning of the PSF can be performed dur-

ing post-processing. This is the concept behind Scanned Pattern Interferometric Radar

(SPIR).

3.1.1 A Simplified Model of SPIR

A simple model of the SPIR concept is shown in Figure 3.1.

The three boxes labelled R, G, and B represent three footprint cells, which contain tar-

gets of unknown size. The array of arrows is the discretised PSF with values [1 5 3 2 4] -

As the PSF is placed on the ground in a particular position, each of the gains multiplies the

strength of the signal (radar cross section) from the corresponding cell. Only the summed

signal is detected by the spacecraft. As shown, with the gains [3 2 4] covering the cells,

the summed signal is 27, whereas with [5 3 2] and [1 5 3] covering the cells, the

summed signals are 26 and 20 respectively.

With three samples taken (corresponding to the three unknowns) the problem can be for-

mulated as a matrix equation.

3 2 4 R 27
5 3 2 G =26 (3.1)

P1 5 3 B_ 20

Provided the matrix is invertible, the values within R , G, and B can be determined.
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Figure 3.1 The SPIR Concept
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SPIR performs this same process by effectively scanning the PSF across the footprint. The

"scanning" is performed during post-processing, by time shifting the outputs of the aper-

tures in a coordinated fashion.

Unlike STAP, which must maintain precise aperture position to place nulls over competing

clutter, SPIR's only requirement is knowledge of the PSF matrix, so that knowledge of the

satellites' positions is more important than fine control.

In the next section we present a mathematical derivation of the SPIR method.

Ri

GI
[B

(3.2)

Emmi aa - __ - qW.- _ - - - __ - - -
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3.1.2 Mathematical Derivation of SPIR

Having established qualitatively the concept of SPIR, we now present its mathematical

foundation. We perform the analysis for one range strip as viewed from a linear interfer-

ometer array. In the case of an interferometer with apertures distributed in two dimensions,

the analysis is easily extended.

We assume that one satellite transmits and all the satellites receive the reflected signal.

Multiple satellite transmits can be thought of as a series of single transmitter results. Such

results may be combined to increase the probability of detection while decreasing the false

alarm rate.

The transmitting satellite transmits a signal of the form:

Stransmit(t) = A(t)d(M'(3.3)

where A(t) is an amplitude factor (modulation), which varies much more slowly than the

carrier e"'. To avoid unnecessarily complicating this analysis we set A(t) = 1.

The received signal at satellite i is a scaled, time and doppler spread version of the trans-

mitted signal.

The scale factor is given by the inverse of range squared (for signal amplitudes). We

assume that the variation in scaling factor between satellites is negligible.

The time delay from a particular footprint cell to the ith satellite is the sum of the transmis-

sion and reflection delays. Time delays are measured relative to the time delay to the

transmitting satellite.

In terms of wavelengths, the received signal is delayed by

x.
Awavelength; = iisin0 = uisinO (3.4)XP
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as shown in Figure 3.2.

xi

xisin 0

Figure 3.2 Relative Signal Delay

where 0, is the angle to the ground and u, is the spatial wave number corresponding to

the ith satellite's position, x;, relative to the transmitting satellite.

The doppler shift of a footprint cell as observed by a given satellite is a function of the rel-

ative velocity between the transmitting and receiving satellite and the footprint cell. Each

cell will have a range of doppler frequencies associated with it, representing the variation

in line-of-sight velocity across a cell. In the case where a cell contains a target, the target's

line-of-sight velocity is represented as an additional doppler frequency component for that

cell.

In pulse-doppler radar systems the doppler frequency is obtained by digitally sampling N

points of the time signal at the pulse repletion frequency (PRF) and taking the discrete

Fourier transform. This gives a discrete set of frequencies for each cell

(0oppler = [ 0 2 (3.5)
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The radar cross-section (RCS) of a footprint cell or target represents how much of the

incoming radar signal is reflected back to the transmitting aperture(s). As a first order

approximation, we assume that the RCS of any given footprint cell or target is constant

with respect to time and viewing angle. For short integration periods (<50 ms) this is a

good approximation [Stimson, 1998].

The RCS is represented by the amplitude factor a. For convenience we define a to be a

function of position and frequency such that it is zero at frequencies where there is no dop-

pler return.

a = a(position,Doppler) (3.6)

Noting that a digitally sampled frequency can be represented as

.= 2- (3.7)N

we replace the sum of the carrier and doppler frequencies with

k
Mc + WDoppler ' 

2 nk (3.8)

The signal received by satellite i from the entire footprint in the absence of noise is there-

fore given by

N-1 k

si(t) = eiO)t E(0,) I a(0,,k)e N e- j 2 n uisinSed0 (3.9)

OP k=0

The single aperture response is a function of angle and is given by E(0) .

In order to focus on a particular cell Oq in the footprint, the received signals at each satel-

lite are time shifted and added
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Nsats ~

s(0q4t) = E()

R2 = 1 -

N- k

a(0P,k)e jNej2nuisinPd0P ej2nusinoq

k

Discretising the footprint into cells gives

Nsats [Nrelns - I

S(0qt) =

i=1 _ p=O0

N-I

E(0, ) E (0,,k)ek

k

2 t -j2nu,(sin0, - sin q)
NeJ

Discretising the time variable and assuming that we have N samples in total

Nsats Nree - 1 N -1 j2 km -j27tu,(sinO- sinOq)
s(Oqm) = R2 E(0,) E a(0,,k)e N e

i=1 p=O k

Taking the discrete Fourier transform (DFT) to obtain the frequency response

N - 1 Nsats Nees - 1

S(Oq= ) p=0

- IN-1

N- 1 j2nkm -j2nu,(sinOp

E(0 ) Y Cy(0,,k)e Ne

k=0

N-i

1E(0P)a(0 Pk)ei 2 7rui(siflP- j2n (k - 1)

NR2 
si Oq E 

Eea0,kejn, siNsn,

i=1 p=O k=0 m=0

Evaluating the summation over m

N-i
1 N Ij2nL(k -1)

Neiis - 1

S(Oq Y = R ,

0 k# 1

1 elsewhere

Nsats

)Ie-j2nui(sine, - sineq)

p=0 i=1

(3.10)

(3.11)

(3.12)

N

(3.13)

Therefore

(3.14)

(3.15)

i e
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Set

Nsats

G(Op0q) = E(O,) I e-j2nui(sin ,-sin0,) (3.16)

i = 1

Note that |G(Op,Oq)| is the PSF for a one-dimensional interferometer, focused on a point at

angle 6q.

Then

Nreis - 1

s( q' 1) = 1 (3.17)I G(OpOq)a(Opl)
p = 0

In matrix notation:

S = GE
R2

where

I,= a(O,,,l)

is the RCS matrix as a function of cross-range and doppler frequency and

Gqp = G(Op0q)

is the PSF evaluated at (Op. Oq) and is referred to as the PSF matrix.

(3.18)

(3.19)

(3.20)

Therefore the RCS-doppler profile of the one-dimensional strip can be recovered using the

constructed signal s(Oq, t) and the PSF of the aperture, G(0,, Oq).

3.2 SPIR Implementation

The previous section has shown that it is indeed possible to recover the true ground scene

by deconvolving the PSF from the appropriately time-shifted and summed received signal.
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In this section we discuss how to implement the SPIR method as part of a GMTI radar sys-

tem.

3.2.1 Basic Processing Steps

The SPIR method is combined with some of the standard radar techniques introduced in

Chapter 2 to generate ground maps. Figure 3.3 illustrates the basic steps that are required.

Figure 3.3 Basic SPIR Implementation
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3.2.2 Transmit/Receive Configurations

To maximise the reconfigurability of the system, each aperture should be equipped with

both a receiver and a transmitter. Many different transmit/receive configurations are then

possible, but in this section we consider the two extreme configurations.

The simplest SPIR system has one aperture transmitting to the ground, while all the aper-

tures receive the reflected signal, as shown in Figure 3.4. In this case a single image is

constructed during each "look". The same aperture may transmit all the time, or apertures

can take turns.

W9

Figure 3.4 Single Transmitting Aperture

At the other extreme each aperture transmits, and then receives its own reflected signal as

well as the reflected signals from all the other apertures, as shown in Figure 3.5. This con-

figuration can be seen as a superposition of the single transmitting aperture configuration.

Consider each aperture's transmission individually. An image is generated corresponding

to each transmission in the "look". These images can then be non-coherently combined to
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increase the signal-to-noise ratio. Unfortunately the processing load increases as the num-

ber of transmitting apertures is increased.

V

Figure 3.5 All Apertures Transmit and Receive

3.2.3 GMTI and the SPIR Method

The output of the SPIR process is a "data cube", which specifies the position in range and

cross-range, and the doppler frequency of the targets, as shown in Figure 3.6. Ground clut-

ter appears as a plane in the cube, as a result of the geometric relationship between clutter

position and doppler frequency. Moving targets (circles on the figure) have different dop-

pler shifts from the clutter and appear off the plane.

The degree to which targets can be discerned from one another and ground clutter depends

on the resolution of the system in range, cross-range and doppler frequency.
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DoppleI

O

Range

Cross Range

Figure 3.6 SPIR Data Cube

Processing a Two-Dimensional Footprint

The discussion till now has assumed that the PSF is scanned in the cross-range direction,

but what about the range direction? There are two ways of dealing with this:

The first is to range gate the radar return before applying the SPIR method. The returns

from each range gate can then be SPIR processed as one-dimensional strips (iso-range)

across the footprint.

Alternatively, two-dimensional mapping can be performed as an extension of the one-

dimensional case, where instead of only scanning the point spread function in the cross-

range direction, it is scanned in both range and cross-range. This of course requires that

the cluster have apertures distributed in two dimensions.

Range Ambiguities

The two-dimensional processing capability allows for the elimination of the problem of

range ambiguities. Consider the case where the PRF is high enough that the length of the
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footprint contains two range ambiguities, as shown in Figure 3.7. If range gating is per-

formed, the data from the two ambiguous ranges will overlap. However, if two-dimen-

sional processing is performed only on the cells that comprise the ambiguous ranges then

sufficient data can be collected to separate the information coming from each range.

2RU

RU

Figure 3.7 Footprint with a Single Range
Ambiguity

The processing load required to remove range ambiguities is a function of the number of

cross range cells and the number of ambiguities. Since the system (3.18) must be solved

for each range ambiguity, the processing load scales with the square of the number of

range ambiguities (see Section 3.2.4). Therefore this approach quickly becomes computa-

tionally expensive. Of course, range ambiguities can be eliminated by making the PRF

sufficiently low. This introduces doppler ambiguities.

Doppler Ambiguities

In a similar manner to standard radar processing (see Section 2.1.1), doppler ambiguities

can be removed by jittering the PRF.

Doppler ambiguities occur when the PRF is lower than the target doppler frequency. It is

manifested by "ghost" targets in the data cube, which result from the repetition of the dop-
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o Ghost #1

DopplerA A Real Target
Ghost #2

o Target 4

A 0
* A

0 Target 3 Q
A

arget 1 Target 2 Range

Cross Range

Figure 3.8 Using PRF Jitter to Eliminate Doppler Ambiguities

pler frequency spectrum at the PRF, as shown in Figure 3.8. The position of the ghosts

along the doppler axis is dependent on the PRF, whereas the doppler position of the real

target does not. By using multiple PRFs, ghosts can be identified by their tendency to

move around. By non-coherently summing successive data cubes, entries corresponding

to true targets will add up constructively, while entries corresponding to ghosts will not.

The summed true targets will therefore have a higher amplitude than the ghosts.

The processing load using PRF jitter scales linearly with the number of selected PRFs (see

Section 3.2.4). Therefore doppler ambiguity resolution using PRF jitter is less computa-

tionally intensive than range ambiguity resolution.
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3.2.4 SPIR Processing Load

The expected processing load can be calculated based on the equations in Section 3.1.2.

To provide a feel for the numbers involved, we calculate the loads for a representative sys-

tem, with the following values for the parameters defined in the processing load calcula-

tion:

TABLE 3.1 Representative System for Processing Load Calculation

Parameter Description Value

M Samples per range gate 4

Napertures Number of apertures 5

Ncross Number of cross-range cells 2000

NFFT Number of FFT points 1024

NPRF Number of PRFs 10

Npui,,s Number of pulses 1000

Nsamples Number of samples 4000

Nrange Number of range gates 2000

As in the derivation in Section 3.1.2, it is assumed that one satellite transmits and all the

satellites receive. Computational loading for other schemes can be calculated in a similar

manner to that shown below.

Processing Load for a Single Ambiguous Solution

We begin by calculating the load associated with solving the system (3.18) once.

The first step is to range gate the signals received by each aperture. Each range gate con-

sists of a number of samples, while successive range gates may overlap. There are Nrange

range gates with M samples each, therefore range gating requires approximately NrangeM

complex additions and Nrange complex multiplications.

The next step is to delay each satellite's signal by the appropriate amount to focus on a

particular cross-range cell. This is done by multiplying the range gated signal by a com-
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plex exponential, as shown in equation (3.10). The values for the complex exponentials

can be calculated beforehand. This step requires Nrange complex multiplications per satel-

lite. The total number of complex multiplications for this step is therefore

NaperturesNrange -

The next step combines these signals by adding them. This requires

Nsamples(Napertures - 1) complex additions.

For each range gate we take an NFFT point discrete Fourier transform. The number of

pulses taken per image is Nui,,, and we can use the Fast Fourier Transform (FF') by

using zero-padding and setting

NFFT = 2 [lo 2Nu1ses] (3.21)

The FFrs across all the range gates require Ngates ' NFFT Og2NFFT complex multiplica-
2lo

tions and Nrange - NFFT1og2NFFT complex additions. Taking the absolute value squared

for each FFT point in each range gate requires an additional NFFTNrange complex multi-

plications. These are the steps required to generate one cross-range entry across the range

and doppler dimensions. Generating the composite signal S as given by (3.18) for each

range gate results in a total of NcrssNrangeNFFT points requiring a total of

[[Napertures + N 7FTog 2NFFT + NFFT] - Ncross + I . Nrange (3.22)

complex multiplications and a total of

[[ (Napertures - 1 ) + N FF To 2NFFT] - Ncross + M] - Nrange (3.23)

complex additions.

Each complex multiplication requires four real multiplications and two real additions,

while each complex addition requires two real additions. The total number of real multi-

plications to generate one composite signal is

80



SPIR Implementation 81

4* [ + (log 2NFT )N T] Ncross + I] N rne(3.24)4 Napertures + log 2FFT + 1 -NF F T-Nrs+1-Nrange -

and the total number of real additions is

2. [2Napertures- 1+ 3log2NFFT+ 1 -NFFT] Ncross+M+ 1 Nrange (3.25)

The PSF matrix can be inverted and stored before processing begins. Solving the system

(3.18) for each range gate requires approximately NrangeNFFTN2 cross real multiplications

and NrangeNFFTNcross(Ncross - 1) real additions.

Therefore the total processing load to solve the system once, without ambiguity resolu-

tion, is

RM = 4[[Napertures + (2log2NFFT + Ncross + 1 N cF7 Neross + 1 Nrange (3.26)

~ 2crossNrangeNFFT for Napertures small

real multiplications, and

RA = 2 [[ 2Napertures - 1 + log2NFFT+ cross + 1 NFFTNeross + M + 1 Nrange
2 (3.27)

N crossNrangeNFFT for Napertures small

real additions. Increasing the number of range and/or cross-range cells has a dramatic

effect on the processing load, which for an equal number of cells in each dimension,

increases as the number of cells cubed. Large footprints with high resolution require a lot

of computation. For the example system given in Table 3.1, where the number of cells in

each dimension is 2000, approximately 8.1920x10 12 real multiplications, and

4.0960x102 real additions are required.

It is assumed that the system is designed to have either range or doppler ambiguities, but

not both.
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Doppler ambiguities are automatically resolved during non-coherent integration. Since

non-coherent integration is required to increase the SNR in any case, Doppler ambiguity

resolution comes at no extra computational cost. Less computationally demanding sys-

tems result if the PRF is chosen to avoid range ambiguities.

Computation Cost of Doppler Ambiguity Resolution

If doppler ambiguity resolution is used, and assuming that NPRF PRFs are used to remove

the ambiguities, the system (3.18) must be solved NPRF times. Therefore we set

Nsoves = NPRF (3.28)

In the case of doppler ambiguity resolution, non-coherent post-integration of N,,,ves solu-

tions requires an additional NcrossNrangeNFFT(Nsoves - 1) real additions. The total pro-

cessing load is

N solves, RM (3.29)

real multiplications and

Nsolves - RA + NrossNrangeNFFT(Nsolves - 1) (3.30)

real additions.

For the example system (Table 3.1), 8.1920x1013 real multiplications and 4.0997x10 13

real additions are required.

3.2.5 Distributed SPIR Processing

Large amounts of data must be processed in order to generate high-resolution images

using radar interferometry. Processing can be performed on-board or at ground stations.

Processing the raw data at ground station(s) requires low error and high bandwidth com-

munication to Earth. Furthermore, the cluster can only transmit data when it is in view of a

ground station. Ground station processing places difficult requirements on the satellites'

communication systems, and the image rate is constrained by the cluster visibility to
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ground stations. If processing is performed on-board, only the reconstructed images need

be transmitted to the ground. The communication link to the ground can be lower band-

width, and images can be constructed even when the cluster is not in view of a ground sta-

tion.

In the case of on-board processing, efficient distribution of the processing load across the

satellites in the cluster is required to ensure minimal image generation delay as well as

effective use of on-board resources. In this section we examine candidate communication

architectures that enable distributed processing.

This discussion considers only homogenous clusters in which the processing capabilities

of each satellite are identical. Centralised processing architectures are possible but are sus-

ceptible to single-point failures.

Three hardware capabilities are required for image generation: processing, memory, and

communication. Processing capability indicates how "quickly" the image is generated and

is usually measured in FLOPS (floating point operations per second). Memory capacity

indicates how much data can be stored. Satellites typically have a combination of standard

computer memory and mass-storage devices. Communication ability measures how much

data can be transmitted (capacity) and by how many routes (connectivity). The require-

ment for each capability depends on the processing distribution scheme.

There is a fundamental inefficiency in distributing computation between multiple proces-

sors. Ideally, a task that takes a time T, on a single processor would take time T,/N when

distributed between N processors. Unfortunately, there is always some overhead incurred

in distribution. This can take the form of either extra time spent doing computation, or

extra communication. Thus, parallel algorithms should only be employed when memory

or timing requirements preclude the use of serial algorithms.
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We begin by examining how SPIR processing can be distributed between satellites. Next,

we propose two system architectures that illustrate different approaches to on-board pro-

cessing.

SPIR Digital Processing

At a minimum, each satellite receives, performs any required analog conditioning, and

digitizes the reflected signal. Once the received signals have been digitized radar process-

ing can begin.

The first part of the digital radar processing is range gating. In general, range gating

results in a reduction in the number of samples (Section 2.1.1). Furthermore, range gating

can be performed independently by each satellite, it does not require knowledge of the sig-

nals received at other signals. Therefore range gating of a signal should be performed by

the receiving satellite.

SPIR processing lends itself to distribution. Assuming there are N satellites, each satellite

can either perform 1 of the processing required to generate an image, or it can generate
N

every Nth image. The first option promises a shorter lag between the initial reception of

raw data and completion of the reconstructed image, but has a possible loss of efficiency

due to the distribution overhead. The second option allows use of the most efficient serial

algorithm, but there is a long lag between the initial reception of raw data and completion

of the reconstructed image.

An independent cross-range/doppler data set is generated for each range gate. The pro-

cessing load for a single image is conveniently distributed by assigning a set of range

gates to each satellite.

The final processing step is thresholding (Section 2.1.1). CFAR thresholding schemes typ-

ically use information from adjacent cells to determine whether a particular cell contains a

target or noise. If load distribution is by range gate, assigning a "block" of contiguous

range gates to each satellite allows distributed thresholding of most range gates. Range
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gates inside each block can be thresholded using only local data. An exchange of bound-

ary data is required to permit thresholding of edge range gates. Figure 3.9 shows an exam-

ple where the processing load to generate a single image is distributed among four

satellites by range gate.

Figure 3.9 Processing Load Distribution by Range Gate
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Distribution of the processing requires some kind of communication network between sat-

ellites. In the next two sections we discuss two popular architectures, broadcast and point-

to-point.

Broadcast Communication

In a broadcast communication architecture, transmission from a single source node (satel-

lite) can be received by all other nodes, as shown in Figure 3.10. An example is a cluster

where all the satellites communicate using omnidirectional RF antennas.

Figure 3.10 Broadcast Communication

Each node has a single high-rate transceiver, which handles in-going and out-going data

traffic. Time, code, or frequency division multiple access must be used to create multiple

data channels. Unless satellites are equipped with redundant transceivers, a transceiver

failure will completely isolate a satellite from the cluster.

Since by the nature of the system each satellite receives data from all the other satellites,

division of the processing is preferred.
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Point-to-Point Communication

In a point-to-point communication scheme, fixed links connect pairs of processing nodes

(satellites). This connectivity may be implemented with laser cross-links or directional RF

antennas. Data travelling from one satellite to another may need to be relayed through sev-

eral links. To eliminate single-point failures, each satellite should have more than one link.

Nodes can be connected in simple, linear strings, or more complex network topologies.

More sophisticated schemes introduce multiple links on each satellite to create redundant

data pathways. For example, hypercube networks are easy to analyse and provide a good

balance between the required number of links and robustness. Examples of four and eight

element hypercubes are shown in Figure 3.11. A hypercube of N nodes has Nlog 2N links.

Each node has log 2N links; non-adjacent nodes can be reached in a maximum of log 2N

hops.

Figure 3.11 Four and Eight Element Hypercubes

Hypercube satellite communication networks are robust to failure of a transceiver, since

each satellite has more than one transceiver. Data traffic to and from a satellite can be

divided between the links, resulting in lower per-link traffic.

Although broadcast communication can be achieved in a point-to-point network, it is not

recommended, as it requires data traffic duplication.
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The choice between I and Nth processing is not as clear as in broadcast communication,N

and requires more detailed study of system requirements.

3.3 Summary

This chapter has introduced a new method for processing multiple aperture GMTI radar

data. Unlike other systems it does not require prior knowledge of the targets, and is inde-

pendent of the clutter characteristics.

Commonly used radar processing techniques complement the SPIR method; their integra-

tion with SPIR was discussed.

High-resolution systems are computationally expensive. The processing load associated

with SPIR in different configurations was determined, and ways of alleviating the system

requirement by distributing the load between satellites were discussed.

In the next chapter we discuss how to design clusters to provide optimal SPIR perfor-

mance.
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Chapter 4

POINT SPREAD FUNCTION DESIGN

Section 3.1.2 has shown that it is indeed possible to recover the true ground scene by

deconvolving the PSF of the array from the constructed return signal. We introduced the

concept of a PSF matrix, in this chapter we discuss how to design the PSF for good SPIR

performance.

This chapter begins by discussing characteristics of the PSF that can be used to predict

SPIR performance. To gain an appreciation of the relationship between the PSF and the

accompanying PSF matrix, we then discuss construction of the PSF matrix. An under-

standing of the construction process leads to desirable characteristics for the PSF. We use

these to derive design parameters.

Minimum redundancy arrays are popular for interferometric applications. The mathemati-

cal background is discussed from an interferometry point of view. Unfortunately, MRAs

do not result in invertible PSF matrices. We propose an alternative design procedure,

based on the characteristics of the PSF.

4.1 PSF Performance Measures

Performance of a SPIR system is highly dependent on the PSF of the aperture array. Some

performance measures of the PSF are resolution, field-of-view, and peak side lobe level.
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The resolution is the smallest distance between two points at which they can be resolved

as being separate. Points that are closer together than the angular separation of the first

nulls of the PSF cannot be identified as separate points. The angular null separation

defines the resolution of the aperture.

The requirement for high-resolution can be met by using a large baseline. Unfortunately,

this decreases the spatial period of the array-factor as qualitatively discussed in

Section 2.3.4. We shall see that array factors with short spatial periods may result in PSF

matrices that are not full rank.

The field-of-view is determined by the width of the main lobe of the aperture response.

The intersection of the field-of-view with the ground is defined as the interferometer foot-

print. A wide field-of-view permits coverage of a large ground area, but has higher pro-

cessing requirements. In general, the field-of-view of an aperture is inversely proportional

to its diameter.

Fading occurs when targets at the edge of the footprint are sampled with the outer parts of

the main lobe, which have low relative gain. As a result, the targets may appear artificially

small. Therefore, an aperture response with a sharply defined main lobe is preferred.

The peak side lobe level predicts the clarity of the image. Information that is located in the

side lobes of the PSF overlays information in the main lobe, so that the reconstructed

image is obscured. Low PSF side lobes result in clearer images.

Our goal is thus to obtain high-resolution PSFs with long spatial periods and low side

lobes.

4.2 Construction of the PSF Matrix

The PSF matrix is defined by (3.20). It is a square matrix with the number of rows and col-

umns equal to the number of cross-range cells.
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The PSF matrix is constructed by placing the main lobe of the array factor on successive

cross-range cells in the footprint. The footprint is defined by the intersection of the aper-

ture response main lobe with the ground. The aperture response remains at a constant posi-

tion on the ground. Figure 4.1 illustrates the construction of a 4 x 4 PSF matrix.

Array Factor Row 1

Row 2

Row 3

Row 4 -Aperture Response

Figure 4.1 Construction of a 4 x 4 PSF Matrix

In this case the period of the array factor is greater than the field-of-view, therefore each

row of the resulting PSF matrix is unique. Each point on the ground will be sampled once,

and only once, by the main lobe of the PSF.

Figure 4.2 illustrates the effect of an array factor that repeats within the field-of-view. The

last row of the PSF matrix is identical to the first row. Shifting the PSF to sample the point

at very the right of the footprint also samples the point at the very left of the footprint. The

result is ambiguity in the cross-range direction.

In Section 4.3.1 we determine the relationship between the array construction and the PSF

period.
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Array Factor Row 1

Row 2

Row 3

.Aperture Response
(FOV) 

P

Figure 4.2 Construction of a 4 x 4 Ambiguous PSF Matrix

4.3 PSF Design Parameters

4.3.1 PSF Spatial Period

As we have seen the spatial period of the PSF determines whether or not the PSF matrix

will be invertible. In this section we develop an expression for the spatial period, based on

the aperture positions in a one-dimensional array.

A linear aperture array can be uniquely defined by specifying the relative aperture spacing

(configuration) and some characteristic length 1, such as baseline or minimum spacing. At

a given wavelength X, a fully specified array samples a particular set of spatial frequen-

cies. These spatial frequencies scale inversely with I and proportionally with X. Therefore

the spatial period y, of the array factor scales according to

xF

In particular,

x
'lP __ (42

(4.1)

92

(4.2)
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where B is the array baseline.

The constant of proportionality can be derived from the array configuration and is deter-

mined as follows:

The array factor (2.52) of a linear array is the sum of a sequence of complex exponential

terms, which each have a maximum projection of one onto the real axis. Therefore the

array factor is bounded above by the total number of apertures, N

N -2nj sinx

array_factor(y) = e < 1 -N

n = 1

(4.3)

By taking the squared norm of

nential terms can be seen

|arrayfactor(g)l 2

the array factor, the interaction between the complex expo-

N 2nj sini~ N 2 sin

=e e

.n . n = 1

N NL~

=Cos (2nji 1M X sin N N2

-m=1In=1I

(4.4)

Each aperture pair spacing IXm - xn samples a spatial frequency. The maxima Xymn for a

particular spatial frequency occur when

x X n2n7r " sin Mmn = 2 nkkmn (m # n) e {1...N} (4.5)

where kmn is a positive integer referred to as the spatial frequency number.

Solving for sinmn

k
sinWn = I'"" ((m #n) 11 {...N}J (4.6)
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Successive values for k,, give the positions of successive maxima corresponding to the

spatial frequency sampled by the aperture pair (x,, x).

The array factor global maxima occur when the maxima of all the sampled spatial fre-

quencies coincide, that is, whenever all the cosines evaluate to one. The first global maxi-

mum occurs at W = 0; successive global maxima occur at multiples 1 of the period y,.

Setting , = l, and eliminating sin(ly,) from (4.6) gives a set of relations between

the aperture positions and the kmn

k12 k23 kIN (47)

xI 21 |X2- -X 31 |X1-XN

which can be rewritten as

km |xM - xn|
kmn Jp _ IXm (m#n) e {1...N} (4.8)

The set {kmn} of smallest kmn that will satisfy equations 4.6 with Wm,, = y, is deter-

mined by simplifying each Xm - X"l to irreducible rational form, such that the greatest com-

mon divisor for each pair (kmn, kpq) is minimised. If at least one kmn does not have a

GCD of one with all the other kpq, then the entire set is reducible and the period of the

array is reduced according to (4.6).

W, is found by solving equations 4.6 with the set {kmn}

siny = X k12 =IN (4.9)
1 |x -X21 1X -XNJ

Recognising that IXN - X1 is the array baseline B, and setting

kmax = kIN (4.10)

the array factor period can be found from
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sin p = kmax -X
B

Alternatively, defining the minimum spacing as xmin, and setting

kmin = min[{kmn}]

the array factor period can also be found from

sin wp = kmin *
min

If kmin is greater than one, the behaviour of the array factor is less well defined. Interac-

tion between different spatial frequencies may result in low frequency terms that decrease

the period of the array factor from the design value Ag,. Therefore arrays with kmin = 1

are preferred.

4.4 Minimum Redundancy Arrays

Minimum Redundancy Arrays (MRAs) are a type of linear

ric applications. In this section we discuss the theory of

application to interferometry. We shall see that, contrary

result in invertible PSF matrices for large-baseline arrays.

array popular for interferomet-

minimum redundancy and its

to expectation, MRAs do not

Since an interferometer constructs an image by sampling spatial frequencies, it is to be

expected that image quality can be improved by sampling a large number of spatial fre-

quencies in each dimension. Performance in different dimensions can be decoupled, there-

fore we consider the problem of designing a linear aperture array that samples all the

For small W,

(4.11)

y, ~ kwa - XP max B (4.12)

(4.13)

(4.14)
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desired spatial frequencies while minimising duplication. Such an array is deemed to dis-

play minimum redundancy.

The simplest type of linear array has identically spaced apertures. We refer to these arrays

as regular linear arrays. By analogy with optical diffraction gratings, the term grating

array is also used. The (u, v) sample space of a linear aperture array is defined by the set

of all differences between the elements in the array. Regular linear arrays will therefore

duplicate many spatial frequencies. This section discusses the design and evaluation of

arrays that display minimum redundancy.

4.4.1 Difference Bases

Leech [Leech, 1956] investigated this problem from a purely number theoretic viewpoint;

this section summarises the relevant parts of his work.

A set of integers (a,, a2, ... , ak) is called a difference basis with respect to a difference

base generator n if every positive integer v such that 0 < v n can be represented in the

form v = a, - aj. Let k(n) denote the minimum value of k for given n. It can be shown

that

2.424... lim k2(n) 2.664... (4.15)
n - n

A restricted difference basis (a 1, a2, ... , a,) with respect to n satisfies

0 = al <a24 --- <a, = n (4.16)

In this case l(n) denotes the minimum value of 1 for given n. It can be shown that

2.434... lim 12(n) 3.348... (4.17)
n o n

The limits given in equations 4.15 and 4.17 place bounds on the efficiency with which

large sparse arrays can sample spatial frequencies, as we shall see in the next section.
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Construction of difference bases is not trivial, and becomes increasingly difficult as n

increases. Table 4.1 and Table 4.2 show general (unrestricted) and restricted difference

TABLE 4.1 Unrestricted Difference Bases, up to 11 Apertures

Apertures n Configuration Redundancy

0

1

3

6

9

{*}

{*1*}

{*1*2*}

{*1*3*2*}

{*3*1*5*2*

{*4*1*2*6*

0

0

0

0

0.1111}
}

6 13

7 18

8 24

9

{*4*1*1*7*3*}

{*6*1*2*2*8*}

{*1*3*6*2*5*}

{*1*7*3*2*4*}

{*6*3*1*7*5*2*}

{*8*1*3*6*5*2*}

{*14*1*3*6*2*5*}

{*13*1*2*5*4*6*}

{*8*10*1*3*2*7*8*}

none

10 37 {*16*1*11*8*6*4*3*2*22*}

{*7*15*5*l*3*8*2*16*7*}

11 45 {*18*1*3*9*11*6*8*2*5*28*}

1

2

3

4

5

0.1538

0.1667

0.1667

0.2162

0.2222
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TABLE 4.2 Restricted Difference Bases, up to 11 Apertures

Apertures n Configuration Redundancy

{*} 0

{*1*}

{
{
{
{

0

0

0

0

1

3

{*1*1*9*4*3*3*2* }

{*1*3*6*6*2*3*2*}

{*1*1*12*4*3*3*3*2*}

{*1*3*6*6*6*2*3*2*}

{*1*2*3*7*7*4*4*1*}

10 36 {*1*2*3*7*7*7*4*4*1*}

11 43 {*1*2*3*7*7*7*7*4*4*1*}

0.1111

0.1538

{*1*2*}

{*1*3*2*}

{*1*3*3*2*}

{*1*1*4*3*}

{*1*1*4*4*3*}

{*1*5*3*2*2*}

{*1*3*1*6*2*}

*1*1*4*4*4*3*}

*1*1*1*5*5*4*}

*1*1*6*4*2*3*}

*1*1*6*4*3*2*}

1

2

3

0.2353

0.2174

0.2414

0.2500

0.2791

4 6

5 9

6 13

7 17

8 23

9 29
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bases for n = 3, 4, ... , 11. The numbers (aperture positions) in each basis are represented

by * and the differences (aperture spacings) between them by the numbers in the table

entries.

4.4.2 Application to Linear Antenna Arrays

We refer to a linear aperture array corresponding to an unrestricted difference basis as an

unrestricted minimum redundancy array. Such an array maximises the total number of

sampled spatial frequencies. For example, given the six-element unrestricted difference

base with elementary differences {3;1;5;2}, the complete set of difference pairs is

{1 - 1 -2-3 -4-5 -6-7-8-9 - 11}. Since 9 is the largest contiguous number, this

difference base is defined with respect to 9. However, an additional spatial frequency, cor-

responding to 11, is also sampled.

Similarly, we refer to a linear aperture array corresponding to a restricted difference basis

as a restricted minimum redundancy array. Such an array maximises the total number of

contiguous sampled spatial frequencies, but does not guarantee uniqueness of the sampled

spatial frequencies. For example, given the five-element restricted difference base with

elementary differences {1;3;3;2 }, the complete set of difference pairs is

{1 - 2 - 3 - 3 - 4 - 5 -6 - 7 - 8 - 9}. Like the five-element unrestricted difference base

above, this base is defined with respect to 9. In this case, however, 9 is the largest differ-

ence arising from the base, and the spatial frequency corresponding to 3 is sampled twice.

In order to compare different minimum redundancy arrays, we define two metrics, spread

and redundancy.

Spread

We define the spread of an aperture array as the normalised largest contiguous spatial fre-

quency sampled by the array. The normalisation factor is the smallest difference pair, this

permits comparison between arrays with different baselines.
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In the case of minimum-redundancy arrays the spread corresponds to n; for regular linear

arrays the spread is equal to the number of array elements minus one. Figure 4.3 shows the

spread for both regular linear and minimum-redundancy arrays of up to eleven elements.

Minimum-redundancy arrays achieve a larger spread than regular arrays for the same

number of elements, as expected, since the spacing between elements is not restricted to

be uniform.

35

30

25

20

15

Array Spread as a Function of Number of Apertures for Linear Arrays

6
Number ot Apertures

12

Figure 4.3 Array Spread

Redundancy

We define the array redundancy, R, of an array as follows

R = pairs 1n
(4.18)

where npairs is the number of difference pairs (not necessarily distinct) and n is the asso-

ciated difference base generator.

100



Minimum Redundancy Arrays 101

Zero redundancy indicates that each difference pair is unique, i.e. no spatial frequencies

are sampled more than once. Bracewell [Bracewell, 1962] provides an elegant proof that

there are only four linear arrays with zero redundancy; these are given in Table 4.1.

The limits in equations 4.15 and 4.17 suggest that as the number of array elements is

increased, the minimum achievable value for R increases, therefore large arrays will

always have some degree of redundancy.

For a regularly spaced linear array of N> I elements, the redundancy is

Rrga- N 1  N > 1 (4.19)Rregular *-2

Linear arrays become increasingly redundant as their size is increased.

Given a difference basis (a,, a 2, ... , ak) with respect to n, the number of difference pairs

is Ik(k - 1). Moffet [Moffet, 1968] gives the redundancy, R, of a minimum-redundancy

linear aperture array as

1-k(k - 1)
RMoffet -2 1 (4.20)

Under our definition the redundancy of a minimum-redundancy linear array is therefore

1-k(k - 1)
2

RMRA= n- (4.21)
n

Figure 4.4 shows the relationship between number of apertures and redundancy for mini-

mum-redundancy and regular arrays; these numbers are also provided in Table 4.1 for ref-

erence.

The performance of linear arrays in terms of spread and redundancy degrades linearly

with an increase in the number of apertures. Unrestricted arrays provide slightly better
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Number of Apertures

Figure 4.4 Array Redundancy

redundancy and spread performance than restricted arrays but generally have longer base-

lines.

Solutions for minimum redundancy arrays with a large (k 11) number of apertures are

discussed by [Ishiguro, 1980]. We do not consider such arrays because their cost makes

them infeasible at the present time.

4.4.3 Application of MRAs to SPIR

Examination of the PSFs corresponding to MRAs reveals that they have periods that are

significantly lower than the field-of-view. MRAs are constructed to sample spatial fre-

quencies with minimum redundancy. Since all MRAs have kmin = 1, kmax is always rel-

atively small. The period of the PSF is therefore small, and multiple points in the footprint

are simultaneously sampled by array factor mainlobes. This causes ambiguity in the con-

structed signal.
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4.5 A Design Approach to Reduce Ambiguity

Armed with equation 4.11, we can design an array that has a PSF with a given spatial

period and hence reduce ambiguity in the constructed signal. The first step is to determine

kmax, based on the system requirements. The number of apertures N is chosen based on

high-level system requirements. Given kmax and N, the positions of the remaining

(N - 2) apertures must be determined.

4.5.1 Determining the Maximum Spatial Frequency Number

The field-of-view of an aperture can be expressed as

FOV = 2a - - (4.22)
D

where D is the aperture diameter and a is a shape factor such that a rectangular aperture

of width

Deff D (4.23)

has the same field-of-view as the actual aperture. For uniformly illuminated rectangular

apertures a = 1 and for uniformly illuminated circular apertures aX = 1.22.

The PSF matrix will be invertible if the period of the array factor is greater than the field-

of-view of the aperture

P > F OV (4.24)

Substituting equation 4.12 into this relation gives

kmax > FOV . (4.25)

The baseline is chosen to satisfy the cross-range resolution requirement Across, according

to
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B = X. rground (4.26)
Across

where rground is the range to the ground from the array.

The limiting case is taken by setting

kmax = smallest ingeger > FOV -B (4.27)

Once kmax is determined, B and/or FOV must be adjusted to satisfy

B
FOV - = kmax - 1 (4.28)

By substituting (4.22) into the design relation (4.27), we obtain

B
kmax = smallest ingeger> D / (4.29)

so that kmax is independent of the wavelength.

Given kmax and the number of apertures, how do we place the remaining (N - 2) aper-

tures? In the next section we introduce a type of array that is guaranteed to result in a PSF

with the desired period.

4.5.2 Optimally Irreducible Arrays

The period of the array factor is independent of the position of the array in space, therefore

we place the first aperture at kI = 0, and the Nh aperture at kN = kmax, with no loss of

generality. From the earlier discussion (Section 4.3.1) on the reducibility of the kmn, the

only way to ensure irreducibility is to place the remaining (N - 2) apertures such that

kmin =1 ((4.30)
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The resulting array configuration, {k I;k2 ;-.. ;kN}, will have an array factor with period

W, given by (4.11). We will refer to such an array as being (kmax, N) optimally irreduc-

ible. A (kmax, N) array that does not satisfy (4.30) will have a smaller period than the

desired design value W,.

The requirement that kmin = 1 means that the two most closely spaced apertures physi-

cally overlap. This limitation can be overcome by using phased-array antennas.

Arrays that have the same PSF are referred to as being similar; this is indicated by

array, - array2 . Arrays that are mirror images of each other

{0;k 2 ;...;kN - 1;kmax -f;kmax N-I max k2 ;kmax (4.31)

are similar and are discarded when determining the configuration solution space.

With N = 2 apertures, there is only one difference pair k12 = kmax and the irreducibility

condition requires kmax = kmin = 1. Therefore there is one unique solution, {0;1}. The

array factor has the same shape regardless of X and the baseline. The period is given by

PI = X (4.32)
N= 2 B

However, the design relation (4.29) between kmax and B implies that for kmax = 1 we

must have Deff = 2B, which is physically impossible. Therefore the two-element opti-

mally irreducible array cannot be implemented in a real system.

With N = 3 apertures, one unique solution exists for each kmax, namely {0;1 ;kmax}. It

is always possible to design an array with the required period, but the shape of the array

factor is defined by kmax*

For 4 N 5 kmax there is always at least one solution. The additional degrees of freedom

provided by the fourth and higher apertures allows shaping of the array factor to the most

desired form.
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4.5.3 Aperture Placement

Minimum redundancy arrays provide good spatial frequency sampling, while optimally

irreducible arrays guarantee invertible PSF matrices. All minimum redundancy arrays

have kmin = 1 , by appending an extra aperture to provide the desired k.ax, an array with

good spatial frequency sampling and PSF matrix characteristics should emerge.

[MRA | ka] (4.33)

4.6 Evaluation of Arrays

The design method suggested in the previous section guarantees that the resulting PSF has

the desired period. Intuitively, placing an MRA inside the optimally irreducible array

should result in good spatial frequency sampling. We begin by selecting a nominal set of

system requirements to be used as a baseline when comparing different array designs, as

shown in Table 4.3.

TABLE 4.3 System Parameters

Parameter Value

Carrier wavelength X (m) 003

Desired field-of-view y, 0.06

Cross-range resolution Acrossrange (M) 100

Range to ground rground (km) 1000

Using the design relations given in Section 4.5.1, the baseline and kmax are

B = 600 m

kmax = 1201 (34)

Note that the shape of the PSF array factor is independent of the baseline and wavelength

and is entirely determined by the placement of apertures relative to one another, as dis-

cussed in Section 2.3.4.
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The simplest array consists of two apertures, which requires kmax = 1 and is physically

impossible, as shown in Section 4.5.2. We therefore begin with the smallest optimally irre-

ducible array, consisting of three apertures.

4.6.1 Three Apertures

With three apertures, there is one unique array, namely {0;1;1201}. This corresponds to

the two element minimum redundancy array with kmax appended at the end. The array

factor is shown in Figure 4.5. The array factor has a clearly discernible envelope, with

period equal to the design value M.,. The highest spatial frequency that is sampled is X/B

and gives rise to the high frequency variation inside the envelope.

Optimaly Iedulible Army [O 1 1201]

0.0

0.7 - . -.-

0.4

0.3 -- -- -----

0.20 -0 i -00 -0 00 .1 0.2 00 .4 00

Figure 4.5 {0;1;1201} Three Element Optimally
Irreducible Array

4.6.2 Four Apertures

With four apertures there is one additional degree of freedom, which gives rise to a large

solution space. To gain an appreciation for the variability in the array factor, we begin by

arbitrarily placing the free aperture. Some examples are shown in Figure 4.6 through

Figure 4.8.



108 POINT SPREAD FUNCTION DESIGN

Four Ap.160p1Y Iifeudbis AM01612

-006 -0o04 -.0 02 0~z o04 0.06

Figure 4.6 {O;l1;38;1201 } Four Element Optimally
Irreducible Array

0. -

0.6

0.7

0.2

0.A

-006 -004 -002 NV . 0 0.. 02 004 0.06

Figure 4.7 {0;1 ;14;1201} Four Element Optimally
Irreducible Array

In each case there is a clearly discernible envelope, with period equal to the design value

y, By changing the position of the third aperture in the array, the shape of the envelope is

changed and additional lower frequency terms are introduced.

The {0;1 ;3;1201 } array shown in Figure 4.8 has the narrowest envelope main lobe of the

examples. Closer examination reveals that it contains a three-element MiRA, with aperture

positions { 0; 1;3 }. What happens if we move the free aperture slightly to the left or the

right? The resulting array factors are shown in Figure 4.9 and Figure 4.10.
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Figure 4.8 {0;1;3;1201} Four Element Optimally
Irreducible Array

OpUmallylnedulbl Any [0 I 2 1201]

0.8.. . . . . .

0 .7 --- --- -- -- --

10.6 ... w..w

0.4-

o.3 - - -. .

.2-

-0.06 -0.0 -003 -002 -001 0 0-01 0- 000 004 0 -0
Angie ..- So..g [..do ms .

Figure 4.9 {0;1;2;1201} Four Element Optimally
Irreducible Array

Moving the free aperture one elementary spacing to the left decreases the envelope side

lobes, but increases the width of the main lobe. Conversely, moving the free aperture one

elementary spacing to the right increases the envelope side lobes, but decreases the width

of the main lobe. The array containing the three-element MRA is a compromise between

these two configurations: the main lobe is fairly narrow while the side lobes are not exces-

sively high.

Opumaly l"nducbleAnay 10 1 3 12011

...... ... .. . ... ....

-0.02 -0.01 0 001 0.02 0.02 0.4 0.06
Angie from Swmght (radians
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op~mdy Inedotge Arm'y[O 1 4 12011

.7

-0.06 -0.04 -0.03 -0.03 -0.01 0 0.01 0.02 0.03 0.04 0.00
An.gie trw. Bomesight radans)

Figure 4.10 {0; 1;4; 1201} Four Element Optimally
Irreducible Array

4.6.3 Five Apertures

With five apertures there are two additional degrees of freedom, which gives rise to an

even larger solution space. Once again, we begin by arbitrarily placing the two free aper-

tures. Two examples are shown in Figure 4.11 and Figure 4.12.

I

Figure 4.11 {0;1;4;20;1201} Five Element
mally Irreducible Array

The main lobe in both cases is not well defined, while the side lobes are high. Can we

obtain a "better" array factor using a four element MRA for the first four apertures? The

110

Opti-



Evaluation of Arrays 111

-0.06 -0.04 -0.0 -0.02 -0.01 0 0.01 0

Figure 4.12 {0;1;10;30;1201} Five Element Opti-
mally Irreducible Array

resulting array factor is shown in Figure 4.13. The main lobe is well defined and narrow

and the side lobes are quite low. Once again, the configuration containing a minimally

redundant subarray yields the best results.

Oplimaly Ineduile Aay [0 1 4 6 1201]

0.

06$

0.7

02
0 .2 -- - - -- -

-0.06 -002 -0.03 -0.0 -0.01 0 001 0.02 0.- 004 006
Angle frm 0"11 BOSI redan

Figure 4.13 {0;1;4;6;1201 } Five Element Optimally
Irreducible Array

Appendix A provides results for optimally irreducible arrays of up to twelve elements.
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4.6.4 Discussion

Intuition indicates that optimally irreducible arrays with minimum redundancy subarrays

should yield PSF with the desired period and with good spatial frequency sampling char-

acteristics. Minimum redundancy arrays of up to eleven elements exist and are tabulated

in Table 4.1 and Table 4.2. Qualitative comparison of these arrays with optimally irreduc-

ible arrays having non-minimum redundancy subarrays indicates that minimum redun-

dancy subarrays also result in PSFs with narrow main lobes and low side lobes. Although

PSFs with narrower main lobes or lower side lobes can be found, the suggested arrays pro-

vide the best compromise between main lobe width and side lobe level. Increasing the

number of apertures decreases the width of the main lobe and decreases the side lobe lev-

els.

4.7 Summary

The physical configuration of the satellite cluster directly impacts SPIR performance.

Beginning with an analysis of the point spread function (PSF), we obtained an understand-

ing for the relation between PSF shape and cluster configuration. Minimum redundancy

arrays are regarded as good candidates for linear interferometric system clusters; we

showed that they can introduce ambiguity in the constructed signal.

An alternative design approach, based on the PSF characteristics, was proposed. The

resulting arrays are guaranteed to have PSFs with the desired period. The design approach

specifies the position of three apertures in the cluster. Any remaining apertures can be

placed to yield the desired PSF shape. Placing these apertures so that the Naperture array

has a minimum redundancy (Naperture - 1) subarray results in PSFs with narrow main

lobes and low side lobes.
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SPIR SYSTEM MODELING

As we have seen in Chapter 3, deconvolution reveals the true ground scene, at least in the

ideal case. In this chapter we discuss the numerical issues related to performing deconvo-

lution.

5.1 Solution of the SPIR System

In this section we re-examine the SPIR problem from a linear algebra perspective. We

begin with an interpretation of deconvolution as a matrix operation. Next, we discuss solu-

tion of the system using conventional linear algebra techniques. In practice SPIR systems

are so poorly conditioned that these techniques do not work. Section 5.2 presents a possi-

ble solution method.

5.1.1 SPIR as a Matrix Operation

The rows of the constructed signal matrix, S, are created by superposing scaled and

shifted versions of the complex interferometer response (the point spread function in com-

plex form). A target or clutter ground cell located at cross-range angle 01 and frequency

index k1 with RCS a(0 1, kj) creates a row in S at frequency index k1 , as defined by

(3.15)
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Nsats

S(Oqki) = a(0jki) E(01) e j 2 nui( sinO, - sinlo)
R=2

Oq e FOV (5.1)

The term in parentheses is the complex PSF, shifted by sinO . Additional targets at the

same frequency index ki add additional shifted and scaled versions of the complex PSF to

s(oqg,)

Neens -1/ Nsats

S(Oqgki) = 1a(0,kj) E(Op) e j2nu(sinP- sinO)

p=0o =

o6 e FOV (5.2)

Each row of the complex PSF matrix is also a shifted version of the complex PSF. There-

fore the target and clutter cross-range/doppler positions can ideally be recovered by multi-

plying S with the inverse of the complex PSF matrix.

A simple example serves to illustrate this concept. Define

cally permuted rows

8 1 6
A= 1 6 8

6 8 1

This represents the PSF matrix of the SPIR system.

Now define a 3 x 5 matrix B such that

a 3 x 3 matrix A with cycli-

(5.3)

81800 10600 9 0 1400
B = 1 0 1 0 0 + 6 0 8 00 7 0 9 00

60600 8 0 1 00 140 7 00
(5.4)

This represents the constructed signal for a particular ground scene.
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The first column of B is the sum of the first and second rows of A, while the third column

is the sum of the first and third rows of A. The position and contents of the rows of B can

be recovered by solving AP = B. If the inverse of A is well-defined,

10100
P = A B= 1 0 0 0 0 (5.5)

L0 0 1 0 O

The columns of P correspond to columns of B. The rows of P correspond to entries of

A .

The row position of each non-zero element indicates the row of B that contains a particu-

lar entry, while the column position indicates which entry of A it contains. In a SPIR sys-

tem, the column position of each non-zero element represents the doppler shift, while the

row position represents the cross-range position, of each target.

5.1.2 Deconvolution and System Conditioning

SPIR images are constructed in a similar way, using (3.18), restated here for convenience

S = G1 (5.6)

Provided that G is well conditioned, and that S is accurately constructed, targets and clut-

ter can be accurately recovered according to

x = R2G~ S (5.7)

Noting that the entries of I are real and positive, and taking the norm on both sides of

(5.7)

Z = R2 G~1 S (5.8)

If I only has one non-zero entry per column (doppler frequency), this is equal to
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I = R2 G| 1 ISI (5.9)

IGI is the PSF matrix. The optimally irreducible arrays proposed in Chapter 4 provide the

ability to design PSFs with a desired period. By setting the period to be just greater than

the field-of-view of the apertures, the associated PSF matrix should be full rank. This is

not always the case. This PSF matrix is susceptible to quantization effects. Although sam-

pling the PSF at the Nyquist spatial frequency defined in Section 2.3.4 ensures that all the

spatial frequency content is observed, it does not mitigate loss of accuracy due to quanti-

zation. It is necessary to experiment with values greater than the minimum number of cells

required for sampling to find PSF matrices with full rank absolute values.

If the PSF matrix has full rank, the solution of (5.9) reveals the true ground scene when

there is only one target per temporal frequency. If there is more than one object (target or

clutter) at a particular doppler frequency, (5.9) is not valid, and (5.8) must be used instead.

The requirement to keep G and S in complex form for the deconvolution operation has

severe consequences. The optimally irreducible arrays proposed in Chapter 4 yield full-

rank |G| matrices, but unfortunately the complex form G has very low rank.

By looking at the singular values of a matrix, underlying properties may be revealed.

Appendix B discusses the theory of singular value decomposition. Figure 5.1 shows the

singular values of a typical G matrix, formed with three apertures, and with 119 cells. G

has three singular values on the order 101, while the remaining 116 are smaller than

10~10. The cutoff between the significant and non-significant singular values is clear and

the resulting effective rank of G is 3. In contrast, the singular values for |G| are more

evenly distributed. In this case it is not so easy to determine which singular values, if any,

are not significant. One approach is to keep all the singular values except the last two or

three, which are an order of magnitude smaller than each preceding singular value. This

gives the rank as 116 or 117.
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Figure 5.1 Singular Values for G and IGI

SVD is often used to reduce poorly conditioned systems and obtain approximate solutions,

as discussed in Appendix B. Arrays with a low number of apertures have few significant

singular values. The resulting reduced system has too few significant singular values to

yield accurate results using conventional linear algebra techniques.

5.2 Deconvolution using CLEAN

The previous section has shown that the ill-conditioning of SPIR systems impairs alge-

braic deconvolution. Fortunately, this problem occurs in astronomical interferometry sys-

tems too, and alternative methods of solution have been found that yield good results. A

particularly popular and effective technique is the CLEAN algorithm, which was devel-

oped to construct images using radio interferometers. We begin with a description of the

algorithm. Next, we discuss its application to SPIR.

5.2.1 The CLEAN Algorithm

As we have seen, a sparse interferometer array with few apertures results in a poorly con-

ditioned system. What does this mean in a physical sense? Sparse arrays sample selected

spatial frequency components in the (u, v) plane. Incomplete filling of the (u, v) plane

introduces artifacts and distortion in the image (ground scene). This is manifested as low

0
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rank in the G matrices. We therefore seek a technique that compensates for poor (u, v)

plane coverage.

One such technique is the CLEAN algorithm, which was first proposed by Hagbom in

1974 [Thompson et al., 1994]. It has been extensively and successfully used in astronomi-

cal interferometry. There are many variations, and we present the simplest version here.

The algorithm conceptualises the image source (ground scene) as a collection of point

sources against a dark background. Each point source has a complex point spread function

associated with it, which appears in the constructed signal, shifted and scaled according to

the position of the point source. Astronomical systems refer to the synthesized signal as

the "dirty" signal. The goal is to determine the location and size of the point sources, or

the "clean" signal. The main steps of the algorithm are shown in Figure 5.2.

The process begins by looking for the largest value, M, in the dirty signal. It is assumed to

result from the convolution of a point source with the PSF. The amplitude of the point

source is assumed to be My, where y is a damping factor. The damping factor, also

referred to as the loop gain, determines how deep the "CLEAN" goes, and is selected

based on the type of signal. Experimentation with known signals of the expected type is

usually necessary to determine the best value. A shifted and scaled PSF corresponding to

the assumed point source is now subtracted from the dirty signal. Construction of the clean

signal begins by placing a point source (delta function) of amplitude My in the clean sig-

nal at the location of the maximum value. The process is repeated with the new dirty sig-

nal. The algorithm terminates when the maximum value of the dirty signal is less than a

threshold value, F. Finally, the residual contents of the dirty signal is added back to the

clean signal.
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Add residual to cleaned signal
Sc = Sc + SD(last)

Add M to Clean Signal,
Sc = Sc + Mey .S(X-Xm)

Figure 5.2 The CLEAN Algorithm
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5.2.2 Application of CLEAN to SPIR

SPIR systems first determine range and temporal frequency using range gating and dop-

pler filtering, respectively. Deconvolution is then used to determine the cross-range posi-

tion of objects. Both range and temporal frequency may be ambiguous, the techniques

discussed in Chapter 2 are used to resolve any ambiguities.

We begin by applying CLEAN to a cross-range strip at a single range and frequency. By

examining the results under various source configurations, and with different values for y

and E , we gain a quantitative appreciation of CLEAN performance. For display purposes

the number of cells is limited by setting the cross-range resolution to be only 1000 m. The

pertinent system parameters are shown in Table 5.1.

TABLE 5.1 System Parameters

Parameter Value

Carrier wavelength X (m) 0-03

Desired field-of-view W, 0.06

Cross-range resolution Acrossrange (m) 1000

Range to ground rground (km) 1000

Baseline B (m) 30

kmax 61

Number of cross-range cells 119

Recall that the number of cross-range cells is chosen to correspond to the required sam-

pling rate for the PSF (2.60). The actual resolution that can be obtained is determined by

the array baseline, so that the number of cross-range resolution cells is half the number of

points in the PSF (2.64). It is important not to confuse apparent resolution, which is an

artifact of simulation, with the resolution that can be obtained with a real system. Accord-

ingly, when testing SPIR performance using CLEAN, targets are placed with at least one

empty cell between them.

Performance using CLEAN is unpredictable and can vary greatly between similar scenar-

ios, as shown in the next sections.
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Accurate Object Recovery

Ideally, objects are resolved at the resolution determined by the array baseline. An opti-

mally irreducible array of three apertures in a {0;1;kmax } configuration is used. There are

two identical (equal amplitude) targets, spaced one cross-range cell apart, in cells 40 and

42. The damping factor y is set to 0.1, and the threshold E is 0.1. Figure 5.3 shows the

PSF, constructed (dirty) signal, and the recovered (clean) signal. The positions of both tar-

gets are accurately determined, but the amplitudes of the recovered targets differ slightly.

This happens because the algorithm detects one peak at a time. If the damping factor is

increased the amplitudes of the two recovered targets will approach each other more

closely. In this case the difference is about 4%, well within the noise level that would be

experienced in a real system.

Point Spread Function

05

0 20 40 60 80 100
Constructed Signal

0.5

0

0 20 40 60 80 100
Recovered Signal

1- . * True Position
Recovered Position

0 .5 --- - - --- ---

0.........-.-.-. ..-- -- ----- - --- -. ... ..

0 20 40 60 80 100
Cross-Range Cell

Figure 5.3 CLEAN Recovery of Two Closely Spaced Targets (Cells 40 and 42) (3 Apertures)
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Inaccurate Object Position Recovery

If we change the positions of the two targets slightly, the performance degrades consider-

ably. In Figure 5.4, the targets are now placed at cross-range cells 40 and 45. The recov-

ered signal has two significant peaks, but these occur in cells 42 and 43, between the

actual target positions.

Constructed Signal

080 .4 -- -.-- -.-- -. .-.-. - - - -

0 -2 - -. . . . . . .- . ..-. .. . . .-.-. ..-.-- -. ..- -.- -. - - - - -

0 20 40 80 10

Recovered Signal

e 1 - -- - 1 - -- Recoveed Position-

0 .8 -. -.. . - ..-. . . .-.-.-. .-.-.- -.-.-. .-.-.- -.-.-. .-.-.- - .-.- ..- .- .

0 .4 - --. .. . .. . .-.-.-- -- -- -- -. .-- -. .-- - -.-. .- - .

0 .2 - - ---. .. .. .-. . .. .-. . . . .. . . . .-.-- - -- -- -.- -. .- -.-- - --.- -. .-.-. .- - .

0 -- - - - - - _- - - --- - _ - - ------- - - - ------ ---_- - -- - ----- ------- - ----- . .. . . . .. .

0 20 40 Cross-Range Cell 8 0

Figure 5.4 CLEAN Recovery of Two Closely Spaced Targets
(Cells 40 and 45) (3 Apertures)

Unwanted Components

Figure 5.5 shows the constructed and recovered signals when there is one target at each

edge of the footprint. The additional components of the recovered signal result from addi-

tion of the residual to the cleaned signal. By decreasing the threshold value E these com-

ponents can be attenuated. Decreasing E, increases the computation time since more

passes through the CLEAN loop are required before termination occurs.

Figure 5.6 shows the result when E = 0.01. The unwanted components have been

reduced by a factor of about five. There is a computational price to pay however. Whereas
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seven iterations were required to solve the system with E

twenty-nine iterations.

0
z

= 0.1 . this

Constructed Signal

Recovered Signal

system required
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Figure 5.5 CLEAN Recovery of Two Targets at the
Footprint (3 Apertures)
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Figure 5.6 CLEAN Recovery of Two Targets at the Edges of the
Footprint with Smaller Threshold (3 Apertures)
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Failure to Recover Targets

In some cases CLEAN may not recover all the targets. Targets close to the centre of the

cross-range strip result in poor recovery of other objects, as shown in Figure 5.7. In

Figure 5.8 there are two targets at roughly equal intervals from the centre of the strip. Nei-

ther target is recovered, instead there is a false single target in between the true targets.

Constructed Signal

~0 .8 . . . .. .. .. .o .... ... . .. .
0.8 - - - - -- -- - - - - -

0.4 -

0 -2 -.... -...-- - -.. - - - -

02

0 20 40 1

R(3overed Signal

0.8CL A-P-o-a--- - l-t- E -nv ir o n e Poston

aliasig. Itis threfor necesary o disinguih betenvera objct inagvncos

0.A - ----- -

0 .4 - - - - - - - - - - - - - - - - - - - -

0-2.... -.-..-..-- -- -- --- -- --........-..... -..

00 20 40 6 80 0
Cross-Range Ce||

Figure 5.7 CLEAN Recovery with a Target at the Footprint Centre
(3 Apertures)

CLEAN Performance in the Clutter Environment

Radar return from the ground will contain not only targets, but also clutter. Depending on

the PRF, the clutter may appear several times at the same frequency and range, due to

aliasing. It is therefore necessary to distinguish between several objects in a given cross-

range strip. In our next example, we assume that clutter appears three times in the cross

range strip, which also contains two targets. We begin by assigning equal sizes to both

clutter and targets.The clutter resides in cells 30, 70 and 110, and the targets are in cells 20

and 22. The result is shown in Figure 5.9. The clean signal has little resemblance to the

true target and clutter positions.



Deconvolution using CLEAN

.8- -
0.6-

0.4-

0.2

60 80 100

Recovered Signal

-ecRver Position

0 - -- -- - - -- ---- - - - - -- -- ---- -- - --- - -LI.. .

0 20 40 60 80 100
Cross-Range Cell

Figure 5.8 CLEAN Recovery with Centre Targets (3 Apertures)
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Figure 5.9 CLEAN Recovery with Targets and Clutter (3 Aper-
tures)

By increasing the number of apertures, the result can be improved. Figure 5.10 shows the

result with an optimally irreducible array of eight apertures. Two of the clutter spikes are

accurately recovered. The remaining spike does not appear in the clean signal. One of the

targets is recovered, but with a significantly smaller amplitude. The other target is not

125
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recovered. The energy from the lost clutter spike and target appears in unwanted signal

components.

Point Spread Function
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Figure 5.10 CLEAN Recovery with Targets and Clutter (8 Apertures)

Since the cross-range position of clutter at a given frequency is known, and clutter ampli-

tude is effectively indeterminate, accurate recovery of the clutter amplitude is not critical.

It is important that clutter energy appear in the correct cross-range cells, to avoid generat-

ing false targets.

Discussion

Target recovery performance using SPIR and CLEAN is highly variable. Certain positions

and combinations of objects are accurately recovered. In other cases some targets may not

be recovered at all, or appear in completely the wrong positions. The more complex the
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ground scene is, the more likely the clean signal is to be confused. By increasing the num-

ber of apertures, the performance can generally be improved, but consistently satisfactory

performance remains elusive. The best choice of y and E depends on the target and clutter

positions. As the number of objects is increased, the clean signal is more likely to be con-

fused.

We can gain a qualitative understanding of the behaviour by considering how the CLEAN

algorithm works. As discussed in Section 5.1.2, poor spatial frequency sampling in the

cross-range direction results in ambiguous PSFs. The CLEAN algorithm attempts to com-

pensate for missing spatial frequencies. These components correspond to the nullspace of

the system. The aperture array is blind to their contribution, and any values can be

assigned at the missing spatial frequencies. CLEAN attempts to "guess at" the missing fre-

quency content. When many spatial frequencies are sampled, this works well, but with

few spatial frequencies there is too little information. The result is poor reconstruction of

the image.

5.2.3 Improving SPIR Performance Using CLEAN

In practice, the results obtained using CLEAN are inconsistent and unpredictable. In this

section we discuss some approaches to improving performance.

Evaluating Performance

The first step towards developing an effective system is to develop a means of evaluating

the performance of candidate algorithms and parameters with respect to known inputs.

For a given aperture array, ground scene and set of tuning parameters, we could assign a

numerical score based upon the following factors:

. The number of true detections

e The number of false detections

" Position error for each detection

- Amplitude error for each detection
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By combining these measures into a single performance metric, performance for a specific

scenario different system configurations can be evaluated. Using a consistent performance

evaluation, an understanding of how well the system is likely to behave under a given sce-

nario can be attained.

Clutter Reduction

As we have seen, the CLEAN algorithm is less effective when there are many sources in

the dirty signal. The cross-range position of clutter is defined by its range and doppler fre-

quency. Both clutter and targets create features in the synthesized (dirty) signal. Although

the magnitude of the clutter is unpredictable, its position is known a priori. By adapting

the CLEAN algorithm to first remove contributions from known locations, target recovery

can be improved.

The adapted algorithm is shown in Figure 5.11. A clutter "mask" is used to mask out cells

in the dirty signal that do not contain clutter. CLEAN is then used to locate the clutter

sources in the dirty signal, and construct a new dirty signal that has been largely cleared of

clutter, referred to as the reduced clutter signal. The new dirty signal has fewer sources, so

that applying CLEAN to it is more effective.

This approach is applied to the example in Figure 5.10, and the two targets are revealed.

Figure 5.12 shows the cleaned target signal as well as the cleaned clutter signal. The

cleaned target signal has the targets in the correct positions. The recovered targets' ampli-

tudes are smaller than the input targets, but they are still clearly discernible. The cleaned

clutter signal has clutter in the correct positions, although the amplitudes are not correct.

Clutter amplitude is random in any case, so this is not a great concern. The amplitudes of

the recovered clutter cells are significantly larger than those of the recovered targets. This

is because the clutter cells are cleaned first.
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Figure 5.11 Clutter Reduction using CLEAN
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Figure 5.12 Improved CLEAN Recovery with Clutter (12 Aper-
tures)
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When the ground resolution cells are large, the clutter cross-section may be significantly

larger than the RCS of any targets. Figure 5.13 shows the results when the clutter is ten

times larger than the targets.
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Figure 5.13 Improved CLEAN Recovery with Large Clutter (12
Apertures)

In addition to being larger than the targets' amplitudes, the clutter amplitude is expected to

vary randomly from one clutter cell to the next. The improved CLEAN algorithm does not

require the clutter amplitude to be constant either, as shown in Figure 5.14.

We have assumed that the clutter from a particular ground cell has a single doppler fre-

quency component. This is an idealisation, since the continuous extent of the ground pro-

duces a continuous band of doppler shift for each cell. In a cross-range strip, the clutter

therefore appears as bands. The number of bands depends on the PRF. The clutter compo-

nents that make up a band in cross-range are aliased from different parts of the clutter

spectrum and therefore bear no relation to each other. Figure 5.15 shows the recovered tar-

get and clutter signals when the clutter is assumed to be spread across three cells at each

aliased doppler shift. The cleaned signal has components corresponding to the targets, and
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components in the clutter cells. There are some false responses of similar or greater mag-

nitude, which will be mistaken for targets.
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Figure 5.14 Improved CLEAN Recovery with Targets and Ran-
domly Varying Large Clutter (12 Apertures)
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Figure 5.15 Improved CLEAN Recovery with Targets and Ran-
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Target Recovery Improvement

Target recovery can be improved by ensuring that CLEAN does not look for targets in

cells where targets cannot occur, and by forcing CLEAN to look for targets in cells where

targets were previously found.

First we determine whether there are any cross-range "dead" cells, where targets cannot be

found. The maximum speed of the ground moving targets defines the doppler shift band-

width within which targets will appear. This bandwidth is centered about the centre clutter

doppler shift for a given ground resolution cell. For a side-looking configuration, the

bandwidth of frequencies that a target can appear in is given by

2sin [vluster ± Vmax] (5.10)

where vmax is the maximum possible target velocity and 0 is the angle from the interfer-

ometer boresight, or cross-range angle. At a particular clutter centre frequency fd, targets

will appear in an angle range [0min' 0max] given by

sinOmmn =f - 2 (Vcluster+Vmax) (5.11)

sinOmax = fd 2 v -
(Vcluster - Vmax)

Due to aliasing, there are multiple target bands, centered about each aliased clutter fre-

quency component, as shown in Figure 5.16. Note that the bands may have different

widths, since they correspond to different fd that appear in the same frequency bins due to

aliasing.

If the PRF is chosen sufficiently high that these bands do not overlap, there will be sec-

tions of each cross-range strip that contain only noise. By forcing CLEAN to ignore these

sections, target recovery performance may be improved.
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Figure 5.16 Target Appear in Bands Centered about Clutter

Further improvement could be attained using prior target position information. Using a

similar technique to the clutter reduction discussed earlier, the CLEAN algorithm first

searches for maxima in the vicinity of known previous target positions. If the number of

unknown signal sources is reduced, CLEAN is less likely confuse the remaining sources.

5.3 Summary

This chapter has discussed the numerical difficulties of solving SPIR systems. The numer-

ical conditioning of SPIR systems is poor, so that conventional linear algebra techniques

cannot be used.

The CLEAN algorithm, developed in the field of radio interferometry, was suggested as

an alternative. In tests, the performance of CLEAN is highly varied. Using the geometric

relationship between clutter doppler frequency and position, a clutter reduction technique

was developed. This technique significantly improves CLEAN performance. The cross-

range cells in which a target can appear are also determined by geometry. By forcing

CLEAN to ignore cross-range cells that cannot contain targets, further improvement is

possible. Prior target information can be used to improve target recovery, in a similar man-

ner to clutter reduction.



134 SPIR SYSTEM MODELING



Chapter 6

SUMMARY AND FUTURE WORK

This thesis has developed and analysed a new spaceborne radar interferometry system to

be used for Ground Moving Target Indication (GMTI).

6.1 Summary

Spaceborne radar systems offer significant advantages over airborne systems. Airborne

systems require large support infrastructures and significant deployment time and risk the

safety of pilots. In contrast, spaceborne radar can offer nearly continuous global coverage

without appreciable operator risk.

Monolithic spaceborne systems are expensive, and subject to single-point failure. Interfer-

ometric radar systems use several spacecraft to deliver reliable and cost-effective perfor-

mance. Whereas single aperture systems have to compromise between resolution and

field-of-view, multiple aperture interferometers can provide both high resolution and wide

coverage. The resolution of the interferometer is determined by the maximum distance

(baseline) between apertures, while the field-of-view is determined by the individual aper-

ture response.

This thesis has discussed a novel processing algorithm for use in interferometric radar,

referred to as Scanned Pattern Interferometric Radar (SPIR). SPIR uses the concept of

deconvolution, borrowed from radio interferometry, to reconstruct the actual ground

135
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scene. Deconvolution is the process of compensating for the effect of the interferometer

response, or point spread function (PSF), on the received signals. Radar return from the

ground can be characterised in terms of its range, cross-range and doppler shift. SPIR pro-

cessing uses radar techniques to determine the range and doppler shift of the return signal.

Deconvolution is used only to determine the cross-range target positions at each range and

doppler frequency.

The theory behind SPIR is derived from the fields of radar and interferometry. Chapter 2

provided the required background with a summary of basic radar principles, Fourier tech-

niques and the fundamentals of interferometry. SPIR is not the only interferometric tech-

nique. Two other techniques, Classical Displaced Phase Centre Antenna (DPCA) and

Space Time Adaptive Processing (STAP) were reviewed.

In Chapter 3 the SPIR concept was introduced. Following an intuitive discussion, a math-

ematical derivation was presented. Next, the implementation of a SPIR system was dis-

cussed. Techniques for dealing with range and frequency ambiguities were proposed. High

resolution ground scenes require heavy computation. Efficient distribution of the process-

ing and communication requirements is essential to ensure timely image generation, and

some possible schemes were discussed.

The physical configuration of the satellite cluster determines the PSF and therefore

directly impacts SPIR performance. Chapter 4 discussed the relation between cluster con-

figuration and PSF shape. Minimum redundancy arrays are generally regarded as good

candidates for linear interferometric system clusters, but were shown to result in undesir-

able PSFs for SPIR systems. An alternative cluster design approach, based on an under-

standing of the construction of the PSF, was proposed.

Chapter 5 discussed the numerical solution of SPIR systems. Attempts to generate true

ground scenes using example SPIR systems revealed that the associated systems of linear

equations are ill-conditioned. Conventional linear algebra solution techniques are there-

fore not appropriate. An alternative solution technique, the CLEAN algorithm, which was
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developed for use in astronomical interferometry, is used instead. In practice, the perfor-

mance of CLEAN is highly varied. Some techniques to improve performance were pro-

posed. These include using the geometrically determined clutter position, as well as prior

target information, to improve the recovery of both existing and new targets.

6.2 Future Work

The results obtained using simplified SPIR simulations have been promising, but further

work is required to more accurately analyse and improve SPIR performance. To this end,

an implementation of SPIR on a real-time testbed is currently in process.

The effect of noise has not been explicitly considered. Accurate estimation of the expected

noise level under different scenarios is required so that an effective noise mitigation strat-

egy can be developed.

Aperture response side lobe levels were assumed to be negligible. This is in general not

the case, and the effect of side lobe energy on the reconstructed ground scene must be con-

sidered.

The conditioning of the complex PSF matrix is poor, but the reason for this is not well

understood. In-depth analysis of the interferometer cluster and associated PSF is required

to determine why the conditioning is poor. Better understanding may enable the design of

better conditioned systems.

This thesis has highlighted some of the issues that cause poor performance. In future

work, strategies to improve performance should be investigated. These can be divided into

two main areas, system level strategies and computational strategies.

System level strategies adapt the system configuration to deliver the best performance.

One possibility is to use a multiple look strategy to increase the number of apparent aper-

tures in the cluster. Preliminary analysis indicates that increasing the number of measure-

ments during a look will improve the system conditioning. Another possibility is to
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change the cluster shape in real time, to more completely sample the (u, v) plane.

Improved (u, v) plane coverage should result in improved ground scene reconstruction.

Computational strategies are aimed at improving the algorithms used to reconstruct the

ground scene. This thesis has focused on the deconvolution step, but other areas, such as

thresholding, should be considered in conjunction with deconvolution. Some strategies to

improve CLEAN performance were proposed. These need to be developed further to

assess their impact.
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Appendix A

EXAMPLE LINEAR CLUSTERS

This appendix illustrates the Point Spread Functions (PSFs) for arrays of six to twelve

apertures. Arrays containing both restricted and unrestricted minimum redundancy subar-

rays are shown.

System parameters are as given in Table 4.3.

Note that the shape of the array factor does not change significantly between different

minimum redundancy subarrays. As the number of apertures is increased the width of the

main lobe decreases and the side lobes become lower.
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opmely rMduchle Array (o 3 4 9 11 12011

Figure A.1 {0;3;4;9;11;1201} Six Element Opti-
mally Irreducible Array (Unrestricted)

Opmaey Irdutc1 Aay [0 4 5 7 13 1201]

-0.06 -0.04 -0.03 -0.02 -0.01 0 001 0.02 0.03 0.04 o.06
Angle Irot Bosight [rachanal

Figure A.2 {0;4;5;7;13;1201} Six Element Opti-
mally Irreducible Array (Unrestricted)
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A.1 Six Apertures

A.1.1 Unrestricted
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A.1.2 Restricted

Anle from Boelt [radiane]

Figure A.3 {0;1;4;7;9;1201} Six Element Optimally
Irreducible Array (Restricted)

0.9

0.8

0.7

10.6

0.5

0.3 --
0. -

0.2-

01

Opimally Irredudble Aray [0 1 2 6 9 1201)

I'

. FI

-0. -0.0 -0.0 - .01 0 0.01 0.02 0.03 0.04 0.05
An from Boeot (fanar

Figure A.4 {0;1;2;6;9;1201} Six Element Optimally
Irreducible Array (Restricted)
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A.2 Seven Apertures

A.2.1 Unrestricted

opemally Inducile Anay [0 4 6 6 13 16 1201]

Figure A.5 {0;4;5;6;13;16;1201} Seven Element
Optimally Irreducible Array (Unre-
stricted)

2 -0.01 0 0.01 0.02 0.03 0.04 0.00
Anl from 6omo~0 h lmdanal

Figure A.6 {0;6;7;9; 11; 19;1201} Seven Element
Optimally Irreducible Array (Unre-
stricted)
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Opmly lreducible Array [0 1 4 10 12 17 1201]

....... . 1. . ..J....
.1 h~.i

piry,
I II

-0.05 -0.04 -0.03 -0.02 -0010 0.01 0.02 0.03 0.04 0.05
An 6cm Borsoot (rda

Figure A.7 {0;1;4;10;12;17;1201} Seven Element
Optimally Irreducible Array (Unre-
stricted)

OpiayirreducbeAnay[0 1 8 11 13 17 1201]
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d h1
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.11,1 *'I
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0.7
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0.6

0.4.

0.3

02 -

0,

-0.06 -0.04 -003 -002 -0.01 0 0.01 0.02 0.03 0.04 0.06Anl -8-gt-a-

FigureA.8 {0;1;8;11;13;17;1201}
Optimally Irreducible
stricted)

Seven Element
Array (Unre-
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I

I

-0.06 -0.04 -0.03 -0.03 -0.01 0 0.01 0.03
Ari. W-om 9Wgh [aid-Iw

Figure A.9 {0;1;2;6;10;13;1201} Seven Element
Optimally Irreducible Array (Restricted)

0.9

0.8

0.7

0.6 --

10.4

0.3-

0.2-

0.1 -

-

OpanuyW d Id Array [0 1 6 9 11 13 12011

-h ----- - U - -- --
I. I I

-006 -0.04 -0.03 -0.02 -0.01 0 0.01 0.00 0.03 0.04 0.06
Angle Imm Boresght [faliww]

Figure A.10 {0;1;6;9;11;13;1201} Seven Element
Optimally Irreducible Array (Restricted)
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A.2.2 Restricted
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Opmally Ireducile Array [0 1 4 6 11 13 12011

0 .9 - -- -- - -- --- -- - - - -.

086

0.7

0 .6 - - - - - - - - -- - - ---- - -- -

05

10. .. U....0. 1-91 -. - - - -

Angle immon Boesight [radians]

Figure A.11 {0;1;4;5;11;13;1201} Seven Element
Optimally Irreducible Array (Restricted)
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A.3 Eight Apertures

A.3.1 Unrestricted

-0.05 -0.04 -0.03 -0.02 -0.01 0 0.01 0.02
An*gi from Bor*Wgt [mdaool

Figure A.12 {0;6;9;10;17;22;24;1201}
Optimally Irreducible
stricted)

Eight Element
Array (Unre-

I
II

II

Figure A.13 {0;8;9;12;18;23;25;1201} Eight Element
Optimally Irreducible Array (Unre-
stricted)
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0 .6 - - - - - - -- - - - - - - - - -

0.

-006 -004 -0.0 -0.02 -0.01 0 0.01 0.02 Os 0.04 0.0
Angle ft- So-igt [mdanel

FigureA.14 {0;14;15;18;24;26;31;1201} Eight Ele-
ment Optimally Irreducible Array (Unre-
stricted)

FigureA.15 {0;13;14;16;21;25;31;1201} Eight Ele-
ment Optimally Irreducible Array (Unre-
stricted)



{0;1;2;6;10;14;17;1201} Eight Element
Optimally Irreducible Array (Restricted)

1 2 3 8 13

i
II

I

{0;1;2;3;8;13;17;1201} Eight Element
Optimally Irreducible Array (Restricted)
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A.3.2 Restricted

I

Figure A.16

Figure A.17
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OpbmaNy Irrducible Array [0 1 2 8 12 14 17 1201)

Angle rom Bormeght [mdlan-]

Figure A.18 {0;1;2;8;12;14;17;1201} Eight Element
Optimally Irreducible Array (Restricted)

Figure A.19 {0;1;2;8;12;15;17;1201} Eight Element
Optimally Irreducible Array (Restricted)
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A.4 Nine Apertures

A.4.1 Unrestricted

2 -0.01 0 0.01 0.02 0.00 0.04 0.06
Arg f-m B-oig (ro-]

Figure A.20 {0;8;18;19;22;24;31;39;1201} Nine Ele-
ment Optimally Irreducible Array (Unre-
stricted)

A.4.2 Restricted

Figure A.21 {0;1;2;11;15;18;21;23;1201} Nine Ele-
ment Optimally Irreducible Array
(Restricted)
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Angle from Boresight [radians

FigureA.22 {0;1;4;10;16;18;21;23;1201} Nine Ele-
ment Optimally Irreducible Array
(Restricted)
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A.5 Ten Apertures

A.5.1 Unrestricted

There are no nine element unrestricted minimum redundancy arrays.

A.5.2 Restricted

Opulmlnndu ble Anay [0 1 2 14 18 21 24 27 29 1201)

0.9

0 .7 --- - .- -. -. ..-.-- - - - - - -- - -

0 .4 -.. --..-.-.--- -.-.-

0.3

0.2

0.1
-0.05 -0.04 -0.0s -0.02 -0.01 0 0.01 0.02 0.0 s . 0.05

Angle kIm Bresight [cIm n]

Figure A.23 {0;1;2;14;18;21;24;27;29;1201} Ten Ele-
ment Optimally Irreducible Array
(Restricted)

Optimaly Inedudble Anfay [o 1 4 10 16 22 24 27 29 12D1]

0 .8 -- -- -- -- -- -- -- -

0.2

104

02

0.1

-o. 0 -004 -o2 -o2 -0.01 O 0.01 0.02 0.02 0.04 0.0
Ane from Boresight [madiua

Figure A.24 {0;1;4;10;16;22;24;27;29;1201} Ten Ele-
ment Optimally Irreducible Array
(Restricted)
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Optimally Inedudble Array [ I 1 3 6 13 20 24 28 29 12011

-0.06 -0.04 -0.03 -0.02 -0.01 0 001 0.02 0.00 0.4 0.06
Anl from Soresight (raians]

Figure A.25 {0;1;3;6;13;20;24;28;29;1201} Ten Ele-
ment Optimally Irreducible Array
(Restricted)
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A.6 Eleven Apertures

A.6.1 Unrestricted

I
I

"18e ft on~Bmoo [radane]

Figure A.26 {0;16;17;28;36;42;46;49;51;73;1201}
Eleven Element Optimally Irreducible
Array (Unrestricted)

i
I,

Figure A.27 {0;7;22;27;28;31;39;41;57;64;1201}
Eleven Element Optimally Irreducible
Array (Unrestricted)
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A.6.2 Restricted

2 -0.01 0 0.01 0.02 0.03 0.04 0.06
Age- oreo [4m~ht mda

Figure A.28 {0;1;3;6;13;20;27;31;35;36;1201} Eleven
Element Optimally Irreducible Array
(Restricted)

A.7 Twelve Apertures

A.7.1 Unrestricted

0.9-

0.8-

0.7-

0.6-

10.5 6 
-

0.4 - - 1 11

Figure A.29 {0;18;19;22;31;42;48;56;58;63;91;1201}
Twelve Element Optimally Irreducible
Array (Unrestricted)
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A.7.2 Restricted

0 .6 -. *. -.-- -..--..- -

0 .5 -. --- -. -. .-- -- -- .

0.3 -

-006 -004 -0.03 -0 --0.01 0 001 02 0.03 0.0 006
" .is f.oos &--ot [-o " oo]

Figure A.30 {0;1;3;6;13;20;27;34;38;42;43;1201}
Twelve Element Optimally Irreducible
Array (Restricted)
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SINGULAR VALUE DECOMPOSITION

The singular value decomposition (SVD) is a matrix factorisation that reveals underlying

matrix properties [Trefethen, 1997]. It is particularly useful when dealing with poorly con-

ditioned systems. In this appendix we introduce the theory behind SVD and its application

to systems of linear equations.

B.1 The Singular Value Decomposition

SVD is motivated by the geometrical observation that the image of the unit sphere under

any m x n matrix is a hyperellipse. It is applicable to both real and complex matrices, but

for the sake of visualisation, we assume that the matrix is real. A hyperellipse is the gener-

alised form of an ellipse, in m dimensions (91m). An ellipse in two dimensions is defined

by its major and minor axes. Similarly, a hyperellipse in 91m can be defined by a set of

principal semiaxes s , ... , sm, which determine the extent of the hyperellipse in m orthog-

onal directions u1, ... , un e %m, where Iui = 1. The number of non-zero principal

semiaxes is equal to the rank of the matrix.

It is not obvious that the unit sphere maps onto a hyperellipse under an m x n matrix.

Figure B. 1 illustrates the concept for a 2 x 2 matrix A, which is assumed to be full rank.

Let S be the unit sphere in gin, and take any A e 91m" with m n. The image AS is a

hyperellipse in 91m. Some properties of A can be defined in terms of the shape of AS.
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Figure B.1 SVD of a 2x2 Matrix (adapted from [Trefethen, 1997])

The n singular values of A are the lengths of the principal semiaxes of AS, s, ... ,s

The convention is to write the singular values in descending order, s, 1 S2 ... > sn. The

mapping AS extends into as many dimensions of 91m as there are non-zero singular val-

ues. For the 2 x 2 A shown in Figure B.1, if s 2 = 0, the ellipse becomes a line along the

direction u1 . Each zero singular value corresponds to a dimension in 91'm that cannot be

reached. The relative size of the singular values in comparison with each other indicates

the relative gain that different components in 91n are subject to under the mapping to 91'.

The unit vectors { u1, u2, ... , u, } are the n left singular vectors of A. These are the unit

vectors along the direction of each principal semiaxis of AS, numbered to correspond to

the singular values. The vector sgu, is the ith largest principal semiaxis.

The unit vectors {v1, v2, ..., v, } e S are the n right singular vectors of A. These are the

unit vectors that are the preimages of the principal semiaxes of AS, numbered so that

A v, = su1  1:5j! n (B.1)

This collection of vector equations can be expressed as

AV = 0$S (B.2)
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If we assume that A is real and has full rank, S is an n x n diagonal matrix with positive

real entries, U is an m x n matrix with orthonormal columns, and V is an n x n matrix

with orthonormal columns. Therefore V is unitary, with V = V and we obtain

A = USV* (B.3)

This is the reduced singular value decomposition of A. The full decomposition is con-

structed by appending an additional m -n orthonormal columns onto U, so that the

appended matrix U is unitary and its columns form a basis for 91m. Since 0 has changed,

S must change too. To keep the product unaltered, appended columns in U must be mul-

tiplied by zero. S is constructed by appending m - n additional rows of zeros to the bot-

tom of S. The new full decomposition is

A = USV (B.4)

Under the full decomposition we can discard the assumption that A is full rank. If A has

rank r < n there are r non-zero singular values, and only r of the left singular vectors u,

are determined by the geometry of the hyperellipse. The unitary matrix U is now con-

structed by adding m - r arbitrary orthonormal columns to the r orthonormal columns of

0. Similarly, n - r arbitrary orthonormal columns replace the last n - r columns of V.

The first r columns of U span the column space of A and the remaining m - r columns
T

span the nullspace of A . The first r columns of V span the row space of A and the

remaining m - r columns span the nullspace of A.

If A is square and full rank, the inverse is

A- 1 = VS. 1 U (B.5)

For non-square A with all non-zero singular values, replacing S 1 with SX = diag(s,-)

yields the pseudoinverse Ax.
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Singular Values and Eigenvalues. In general, the singular values are not the eigenvalues

of A .The squares of the singular values, s2 , are the eigenvalues of A TA (and AA ).

These are symmetric matrices, and their orthogonal eigenvectors are the left or right sin-

gular vectors of A. If A is Hermitian the eigenvectors of A are orthogonal and the singu-

lar values are the same as the eigenvalues.

Singular Values and Matrix Rank. We have seen that the rank of a matrix is equal to

the number of non-zero singular values. Some singular values may be very small relative

to the largest singular values. It is important to realise that these singular values do not

contribute significantly to the rank of the matrix. Examination of the full set of singular

values is necessary to determine which singular values contribute to the rank. In cases

where the singular values are smoothly distributed over a wide range, the rank may not be

well defined. Calculation of the singular values for large poorly conditioned matrices may

result in a large range of singular values. Singular values which should be zero are

assigned very small values by the numerical calculation. It may be impossible to deter-

mine which singular values are zero and which are very small.

B.2 Solution of Non-Full Rank Systems using SVD

Approximate solutions to non-full rank systems of the type

Ax = b (B.6)

can be found by eliminating the insignificant singular values. Determining which singular

values are significant depends on the specific problem and the distribution of singular val-

ues. The idea is to discard singular values which are orders of magnitude smaller than the

largest singular values. Where there is a clear jump in the distribution of singular values

selection of the significant singular values is obvious. However, where the range of singu-

lar values is large but the distribution is smooth, selection is not so obvious.
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We discuss the case where A is n x n. The process is illustrated in Figure B.2. Begin by

selecting the r significant singular values in S (the grey part of the diagonal). The r col-

umns in U and V which correspond to these singular values are also selected.

A U V

A
T

UV

T

Figure B.2 Singular Value Removal

Components of input vectors x which fall in the space spanned by { Vr + 1, v,} experi-

ence low relative gain under the mapping A. Similarly, the output vector b does not have

significant components in the space spanned by { Ur + 1, ., un

Recall from the earlier discussion that only the first r columns are determined by the

geometry of the hyperellipse. The remaining n - r columns of U span the left nullspace
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of A. Vectors Xh that fall in the nullspace can be added to (B.1) without affecting the

result, since Axh = 0

A(x+ xh) = Ax = b (B.7)

Retaining only the first r singular values, the "cropped" matrix A is now given by

AC = UCSCVT (B.8)

Its inverse is given by

AJ4 = VCSf Ue (B.9)

The original system Ax = b can now be written as

UCSCV Tx = b (B.10)

and x can be found from

x = VeSc U Tb (B.11)

The solution x is not unique. Additional vectors xh that fall in the span of { vr + 1, . vn}

can be added to x and still satisfy (B.10). Components of b that fall in the span of

{Ur+ 1, .. * u,} cannot be captured when solving for x using (B.11).

Systems with few significant singular values are ambiguous since information is lost in

the forward mapping Ax as well as the reverse mapping A~I b.
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MATLAB CODE

CA Master File

%evalonefreq.m
%Karen Marais

%August 2001

%Evaluate SPIR performance at a single frequency

close all

newpsf = input('new psf? ');

if new-psf == 1

clear all

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%

%psf matrix

ii = sqrt(-l);

%setup

lambda = 0.03;

f_c = 10E9; %carrier frequency, H2

r_ground = 1000E3;

d_cross = 1000;

D = 1;
B = lambda*r-ground/dcross

tion (min value)

FOV = 2*asin(lambda/D);

k_max = ceil(FOV*B/lambda)
B = (k-max-l)*lambda/FOV

%sample at the sampling rate

%this set based on resolu-
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n1cells = floor(2*/lambda*FOV);
%n_cells = floor(B/lambda);
n_cells = ncells + 1 - mod(n-cells, 2) %force number of

cells to be odd, this ensures psi = 0 is included

%unrestricted

%3 apertures

%xraw = [0 1
%4 apertures

%xraw = [0 1

%5 apertures

%xraw = [0 1
%6 apertures

%xraw = [0 3

%xraw = [0 4

%7 apertures
%xraw = [0 4

%xraw = [0 6

%xraw = [0 1

%xraw = [0 1

%8 apertures

%xraw = [0 6

%xraw = [0 8

%xraw = [0 14

%xraw = [0 13

%9 apertures
%xraw = [0 8

%11 apertures
%xraw = [0 16
%xraw = [0 7

%12 apertures
x_raw = [0 18

%restricted

%6 apertures
%xraw = [0 1

%xraw = [0 1

%7 apertures

%xraw = [0 1
%xraw = [0 1

%xraw = [0 1

%8 apertures
%xraw = [0 1

%xraw = [0 1
%xraw = [0 1

%xraw = [0 1

%9 apertures
%xraw = [0 1

%xraw = [0 1

k_max];

4 kmax];

4 6 k-max];

4

5

5

7

4

8

9
9

15

14

9 11 k max];
7 13 k-max];

6

9

10

11

10

12

18

16

13 16 k max];
11 19 kmax];
12 17 k max];

13 17 k-max);

17 22 24
18 23 25
24 26 31
21 25 31

k_max];

k_max];

k_max];

k_max];

18 19 22 24 31 39 kmax];

17 28 36 42 46 49 51 73 kmax];
22 27 28 31 39 41 57 64 k_max];

19 22 31 42 48 56 58 63 91 kmax];

4 7
2 6

2
6

4

2

2

2

2

6

9
5

6

3

8

8

9 k-max];
9 k-max];

10

11

11

10

8

12

12

13

13

13

14

13

14

15

k_max];

k_max];

k_max];

17 k max];
17 k-max];
17 k max];
17 kjmax];

2 11 15 18 21 23 kmax];
4 10 16 18 21 23 k_max];

%58

%123

%123

%123

%123!!!
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%10 apertures
%xraw = [0 1 2 14 18 21 24 27 29 k-max];
%xraw = [0 1 4 10 16 22 24 27 29 k-max];
%xraw = [0 1 3 6 13 20 24 28 29 k-max];
%11 apertures
%xraw = [0 1 3 6 13 20 27 31 35 36 k-max];
%12 apertures
%xraw = [0 1 3 6 13 20 27 34 38 42 43 kmax];
x_raw

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%

%PSF Generation
N_sats = length(x-raw); %number
of apertures
x = (x-raw*B./(max(x-raw) - min(x-raw)))';

psi = linspace(-0.5*FOV, 0.5*FOV, ncells + 2);%once FOV
psi = psi(2:end - 1);

psimat = repmat(sin(psi), [n-cells 1]);
psf_mat = zeros(n-cells);

for isat=1:length(x) %add the contributions from each aper-
ture

psfmat = psfmat + exp(+ii*2*pi/

lambda*x(i-sat)*(psimat - psi-mat'));
end

psfmat = sinc(D/lambda*psijmat) .*psf mat;
psfmat2 = psf-mat';

end %new psf

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%

%Signal Generation
% -----------------------------------------------------------

%construct the rcs vector sigma
randn('state',sum(100*clock));
cluttercells = [29 30 31 69 70 71 109 110 111];
cluttersize = 10*abs(randn(length(clutter-cells),l));

tgtcells = [20 22];

tgtsize = [1 2];

sigma = zeros(n-cells, 1);
sigma(tgt-cells) = tgt-size;
sigma(cluttercells) = clutter_size + sigma(cluttercells);
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% -----------------------------------------------------------

%Construct the composite time signal
%remember m is a vector!

rr = find(sigma > 0);

spq = zeros(n-cells, 1);
for i = 1:length(rr)

spq = spq + sigma(rr(i))*psf-mat(:, rr(i));
end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%
%Target Recovery
gamma = 0.1;
e = 0.01;

%for clutter cancellation
mask = zeros(n-cells, 1);
mask(clutter cells) = 1;

[cleaned , cluttered] = cleanclutter(real(spq),
real(psf-mat), gamma, e, mask);
cleaned = abs(cleaned);
cluttered = abs(cluttered);

%cleannocomp = clean(spq, psfjmat, gamma, e);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%

%plotting
subplot(311)
psfvec = abs(psf mat(floor(ncells/2), :));
psf-vec = psf-vec/max(psfyvec);
plot(psf-vec, '-x')
title('Point Spread Function')
%xlabel('Cross-Range Cell')
%ylabel('Normalised Amplitude')
grid on
axis([0 n-cells 0 1.2])

subplot(312)
plot(abs(spq)/max(abs(spq)), 'b-x')
%xlabel('Cross-Range Cell')
ylabel('Normalised Amplitude')
title('Constructed Signal')
grid on
axis([0 n-cells 0 1.2])

subplot(313)
sigma2 = sigma;
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sigma2(find(sigma == 0)) = NaN;
plot(sigma2, 'o', 'MarkerEdgeColor','b','MarkerFaceColor',
'b', 'MarkerSize', 8)
hold on
%plot(cleaned, 'r-x')
stem(cleaned, 'rx')
legend('True Position', 'Recovered Position')
%ylabel('Amplitude')
xlabel('Cross-Range Cell')
grid on
axis([1 n-cells 0 1.2])
title('Recovered Signal')
axis([0 n-cells 0 1.2])

% -----------------------------------------------------------

figure
sigma2 = sigma;
sigma2(find(sigma == 0)) = NaN;
plot(tgtcells, sigma2(tgtcells), 'o', 'MarkerEdge-
Color','b','MarkerFaceColor', 'b', 'MarkerSize', 8)
hold on
plot(clutter_cells, sigma2(clutter-cells), 'd', 'MarkerEdge-
Color','g','MarkerFaceColor', 'g', 'MarkerSize', 8)
%plot(cleaned, 'r-x')
stem(cleaned, 'rx')
legend('True Target Position','True Clutter Position'
,'Recovered Position')
%ylabel('Amplitude')
xlabel('Cross-Range Cell')
grid on
axis([1 n-cells 0 1.2])
title('Recovered Signal')
axis([O n-cells 0 1.2*max(sigma)])

% -----------------------------------------------------------

figure
subplot(211)
plot(abs(spq)/max(abs(spq)), 'b-x')
%xlabel('Cross-Range Cell')
ylabel('Normalised Amplitude')
title('Constructed Signal')
grid on
axis([0 n-cells 0 1.2])

subplot(212)
sigma2 = sigma;
sigma2(find(sigma == 0)) = NaN;
plot(sigma2, 'o', 'MarkerEdgeColor','b','MarkerFaceColor',
'b', 'MarkerSize', 8)
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hold on
%plot(cleaned, 'r-x')
stem(cleaned, 'rx')
legend('True Position', 'Recovered Position')
ylabel('Normalised Amplitude')
xlabel('Cross-Range Cell')
grid on
axis([1 ncells 0 1.2])
title('Recovered Signal')
axis([O n-cells 0 1.2])

% -----------------------------------------------------------

figure
subplot(211)
plot(tgtcells, sigma2(tgtcells), 'o', 'MarkerEdge-
Color','b','MarkerFaceColor', 'b', 'MarkerSize', 8)
hold on
stem(cleaned, 'rx')
legend('True Target Position','Recovered Position')
%ylabel('Amplitude')
%xlabel('Cross-Range Cell')
grid on
axis([1 n-cells 0 1.2])
title('Recovered Target Signal')
maxval = max(max(sigma2(tgtcells)),max(cleaned))
axis([O n-cells 0 1.2*maxval])

subplot (212)
plot(clutter-cells, sigma2(cluttercells), 'd', 'MarkerEdge-
Color','g','MarkerFaceColor', 'g', 'MarkerSize', 8)
hold on
stem(cluttered, 'rx')
legend('True Clutter Position' ,'Recovered Position')
%ylabel('Amplitude')
xlabel('Cross-Range Cell')
grid on
%axis([l n-cells 0 1.2*max(sigma)])
title('Recovered Clutter Signal')
maxval = max(max(sigma2(clutter_cells)),max(cluttered))
axis([0 n-cells 0 1.2*maxval])
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C.2 Implementation of CLEAN
function Y=clean (spq, psf-mat, gamma, e)

%Karen Marais
%August 2001
%Implementation of CLEAN algorithm

[cross, doppler] = size(spq);
I_clean=zeros(cross,doppler);

for idopp = 1:doppler

%each frequency is CLEANED independently

vectoclean = spq(:, idopp);

vecin-progress = vecto-clean;
maxvalue = max(abs(vectoclean));

maxvaluelocation = find(abs(vectoclean) ==

max-value);

maxvaluelocation = maxvaluelocation(l); %when

there are two points with same max

maxvalue = vectoclean(max valuelocation);

flag = 0;

loop-cnt = 0;

while ((abs(max-value) > e) & flag == 0)

loopcnt = loopcnt + 1;
oldmaxvalue = max-value;
psf_vec = psf-mat(:, max-valuelocation);
psfvec = psf-vec/max(abs(psf-vec));

I_clean(max-valuelocation, i-dopp) =

I_clean(maxvaluelocation, i-dopp) + max-value*gamma;
vecin-progress = vecjin-progress

maxvalue*gamma*psf-vec;
maxvalue = max(abs(vec-in-progress));

maxvaluelocation = find(abs(vec_in-progress) ==

max-value);

maxvaluelocation = maxvaluelocation(l); %when

there are two points with same max

maxvalue = vec_inprogress(max-valuelocation);

if (abs(max-value) > abs(oldmaxvalue))
flag = 1;
disp('unstable')

end

end

I-clean(:, idopp) = I_clean(:, i-dopp) +
vec_in_progress;

end

%close

loop-cnt
Y = Iclean;
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C.3 Implementation of CLEAN with Clutter Reduction

function [Y,Z]=cleanclutter(spq,psfjmat,gamma,e, mask)

%Karen Marais

%August 2001

%Implementation of CLEAN algorithm

[cross, doppler] = size(spq);
I_clean=zeros(cross,doppler);

I_clutter=zeros(cross,doppler);

for i-dopp = 1:doppler
%each frequency is CLEANED independently

vectoclean = spq(:, idopp);
vecin progress = vecto-clean;
maskedvec = mask.*vec_inprogress;

maxvalue = 0;

oldmaxvalue = Inf;

[max-value maxvaluelocation] = max(maskedvec);
maxvalue = masked-vec(maxvaluelocation);

loopcntl = 0;

flag = 0;
disp('clutter')

%locate clutter

while ((abs(max-value) > e) & flag == 0)

loop-cntl = loop-cntl + 1;

psf-vec = psf mat(:, max-valuelocation);
psf-vec = psf-vec/max(abs(psf-vec));

I_clutter(max-valuelocation, idopp) =

I_clutter(maxvaluelocation, idopp) + max-value*gamma;
vecinprogress = vecin-progress

maxvalue*gamma*psf-vec;

maskedvec = mask.*vecin_progress;
oldmaxvalue = max-value;
[maxvalue maxvaluelocation] = max(masked vec);
max-value = maskedvec(max valuelocation);

% plot(abs(maskedvec))

% drawnow
% maxvalue
% %maskedvec(max-valuelocation)

% pause

if (abs(max value) > abs(oldmaxvalue))
flag = 1;
disp('unstable clutter')
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end
end
Iclutter(:, idopp) = Iclutter(:, i-dopp) + maskedvec;

%renormalise
temp-norm = max(abs(vecin-progress));
vecinprogress = vec_inprogress/temp-norm;

maxvalue = 0;
old-max value = Inf;
[max-value maxvaluelocation] = max(vecin-progress);
maxvalue = vecjin_progress(maxvaluelocation);

%locate targets
loop-cnt2 = 0;
flag = 0;
disp('targets')
while ((abs(max-value) > e) & flag == 0)

loop-cnt2 = loop-cnt2 + 1;
psf-vec = psfjmat(:, max-valuelocation);
psf-vec = psf-vec/max(abs(psf-vec));

I_clean(max-valuelocation, idopp) =

I_clean(maxvaluelocation, idopp) + maxvalue*gamma;
vecinprogress = vecin_progress

max-value*gamma*psfvec;
oldmaxvalue = max-value;

[maxvalue maxvaluelocation] =

max(vec_in_progress);
maxvalue = vecin-progress(max-valuelocation);

if (abs(max-value) > 1.1*abs(old-maxvalue))
flag = 1;
disp('unstable targets')

end
end

I-clean(:, i-dopp) = I_clean(:, i-dopp) +
vec-in-progress;
end

%close
loopcnt1
loop-cnt2

%normalise to retain relative amplitudes
normfactor = (sum(ILclutter.^2) + sum(I-clean.^2))/
sum(abs(spq).^2);

Z = Iclutter*norm-factor;
Y = Iclean*normfactor*tempnorm;
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