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## Chapter 1

## Introduction

### 1.1 Historical introduction

In the last two decades, there has been a growing interest in the use of probability in finite groups. Probabilistic methods have proved useful in the solutions of several problems concerning finite groups, mainly involving simple groups and permutation groups. We refer to Dixon [Dix02] and Shalev [Sha98a, Sha01] for more detailed surveys.

Our subject apparently begins with a series of seven papers (see [ET65, ET67a, ET67b, ET68, ET71, ET70, ET72]) of Erdős and Turán in which they studied the properties of random permutations. For example, they showed that most permutations in the symmetric groups $\operatorname{Sym}(n)$ have order about $n^{\frac{1}{2} \log n}$ and have about $\log n$ cycles. Dixon used ErdősTurán theory to prove in [Dix69] an old conjecture of Netto that two randomly chosen elements of the alternating group $\operatorname{Alt}(n)$ generate $\operatorname{Alt}(n)$ with probability tending to 1 as $n \rightarrow \infty$. Dixon then conjectured that for every finite simple group $S$, the probability $P(S, 2)$ that two random elements generate the group $S$ tends to 1 as $|S| \rightarrow \infty$. Using the classification of finite simple groups, the latter conjecture was proved by W. M. Kantor and A. Lubotzky in [KL90a] for the classical and small exceptional groups of Lie type, and by M. Liebeck and A. Shalev in [LS95] for the remaining ones (see [Sha98a] for more details).

Whereas for finite groups we can compute the probability by simply counting the number of elements, this is not so for infinite groups. Let us start with a simple problem (see [Man04]). We will abuse the word "probability" before having a correct definition. We will need, as it will be explained later, to move from abstract groups to their profinite
completions. Let $G=\mathbb{Z}$, the infinite cyclic group. This group can be generated by one element, but as only two elements of its infinitely many elements are such generators, the probability that one element generates $\mathbb{Z}$ seems to be 0 . So let $p=P(\mathbb{Z}, 2)$ be the probability that two elements generate $\mathbb{Z}$. Choosing two elements at random, they generate some subgroup $n \mathbb{Z}$. Again, the probability that $n=0$ seems to be 0 , so with probability 1 , our pair of integers generates a non-trivial subgroup. They lie in $n \mathbb{Z}$ with probability $1 / n^{2}$. Once they lie in $n \mathbb{Z}$, recalling that $n \mathbb{Z} \cong \mathbb{Z}$, they generate $n \mathbb{Z}$ with the same probability $p$. Hence

$$
1=p\left(\sum_{n=1}^{\infty} \frac{1}{n^{2}}\right)=p \zeta(2)
$$

where $\zeta(s)$ is the Riemann zeta function. So we have that $p=1 / \zeta(2)=6 / \pi^{2}$. In the same way, we also get that $P(\mathbb{Z}, k)=1 / \zeta(k)$. Applying this to $k=1$ gives a proof of the divergence of the series $\sum_{n} 1 / n$.

With the same argument as above, one obtains that

$$
\sum_{n=1}^{\infty} \frac{a_{n}\left(\mathbb{Z}^{d}\right)}{n^{k}}=\zeta(k) \zeta(k-1) \cdots \zeta(k-d+1)
$$

where $a_{n}\left(\mathbb{Z}^{d}\right)$ is the number of subgroup of index $n$ in $\mathbb{Z}^{d}$ for each $n$.
On infinite groups, in order to compute probabilities, we need probability measures. As we have seen, our argument needs a probability measure defined on $\mathbb{Z}$ that is both translation invariant and countably additive. And it is easy to see that such a measure does not exist. But on a compact group, it exists and it is known as the Haar measure. More precisely, we will be considering profinite groups, i.e., inverse limits of finite groups. Let us first introduce profinite groups and Haar measures on them.

A topological group is a group $G$ which is also a topological space, such that the maps $g \mapsto g^{-1}: G \rightarrow G$ and $(g, h) \mapsto g h: G \times G \rightarrow G$ are both continuous. An easy example of a topological group is a finite group endowed with the discrete topology. A profinite group is a compact Hausdorff topological group whose open subgroups form a base for the neighborhoods of the identity. For such a group $G$, a subgroup is open if and only if it is closed and has finite index. Hence the family of all open subgroups of $G$ intersects in $\{1\}$. Moreover, a subset of $G$ is open if and only if it is a union of cosets of open normal subgroups.

A second definition of profinite groups is based on the concept of an inverse limit. We recall briefly what it is. A directed set is a partially ordered set $(I, \leq)$ with the property that for every $i, j \in I$, there exists $k \in I$ such that $k \geq i$ and $k \geq j$. An inverse system of sets (or groups, rings or topological spaces) over $I$ is a family of sets (or groups, etc.) $\left(G_{i}\right)_{i \in I}$ with maps (respectively homomorphisms, continuous maps) $\phi_{i j}: G_{i} \rightarrow G_{j}$ whenever $i \geq j$, satisfying $\varphi_{i i}=I d_{G_{i}}$ and $\varphi_{j k} \circ \varphi_{i j}=\varphi_{i k}$ whenever $i \geq j \geq k$, where $" f \circ g$ means do $g$ first, then $f^{\prime \prime}$. The inverse limit

$$
\lim _{\leftrightarrows} G_{i}=\lim _{\leftrightarrows}^{\leftrightarrows}\left(G_{i}\right)_{i \in I}
$$

is the subset (or subgroup, etc.) of the Cartesian product $\prod_{i \in I} G_{i}$ consisting of all $\left(g_{i}\right)$ such that $\varphi_{i j}\left(g_{i}\right)=g_{j}$ whenever $i \geq j$. Hence, if for each $i$, we let $\pi_{i}$ be the projection from $\lim _{\rightleftarrows} G_{k}$ to $G_{i}$, then for $i \geq j$, we have that $\varphi_{i j} \circ \pi_{i}=\pi_{j}$. The inverse limit is universal in the sense that if $Y$ is an object with projections $\lambda_{i}: Y \rightarrow G_{i}$ satisfying $\varphi_{i j} \circ \lambda_{i}=\lambda_{j}$ then there is a unique morphism $\phi: Y \rightarrow \underset{\rightleftarrows}{\lim } G_{i}$ such that $\pi_{i} \circ \phi=\lambda_{i}$ for each $i \in I$.

If each $G_{i}$ is a finite group endowed with the discrete topology and $\prod_{i \in I} G_{i}$ is given the product topology, then $\lim _{\leftarrow} G_{i}$ becomes a topological group, and this topological group is profinite.

If $I$ is a family of normal subgroups of finite index of a given group $G$ which is closed under taking finite intersections, we may order $I$ by reverse inclusion, i.e., $N \geq M$ whenever $N \subseteq M$, and obtain an inverse system $(G / N)_{N \in I}$. The maps $\varphi_{N, M}$ are the natural epimorphisms $G / N \rightarrow G / M$ for $N \subseteq M$. We now come to the equivalence of the two definitions of profinite groups.

Proposition 1.1.1. DdSMS99, Proposition 1.3] If G is a profinite group then $G$ is (topologically) isomorphic to $\lim _{{ }_{L} \triangleleft_{0} G}(G / N)$ where $N \triangleleft_{o} G$ means that $N$ is an open normal subgroup of $G$. Conversely, the inverse limit of any inverse system of finite groups is a profinite group.

For a given abstract group $G, \underset{\leftarrow}{\lim }(G / N)$, where $N$ ranges over all normal subgroups of $G$ of finite index, is called the profinite completion of $G$, denoted by $\widehat{G}$. If $G$ is residually finite, i.e., the intersection of all above N's is trivial, then $G$ is embedded into its profinite completion (see [Wil98], Proposition 1.4.4).

A typical example for a profinite group is $\mathbb{Z}_{p}$, the group of $p$-adic integers, where $p$ is
a fixed prime. We can express $\mathbb{Z}_{p}$ as the following.

$$
\mathbb{Z}_{p}=\lim _{{ }_{n}} \mathbb{Z} / p^{n} \mathbb{Z}=\left\{\left(x_{n}\right)_{n \geq 0} \in \prod_{n \geq 0} \mathbb{Z} / p^{n} \mathbb{Z}: \text { for all } n, x_{n+1} \equiv x_{n} \bmod p^{n}\right\}
$$

The profinite completion $\widehat{\mathbb{Z}}$ of $\mathbb{Z}$ is

It is also true that

$$
\widehat{\mathbb{Z}} \cong \prod_{p} \mathbb{Z}_{p}
$$

Profinite groups are of interest to number theorists since they in fact arise in number theory as Galois groups of (finite or infinite) Galois extensions of fields, with an appropriate topology. Historically, this is the original motivation for the study of profinite groups, and Galois theory remains the main area of applications of results in profinite groups (see [Wil98, Chapter 3]).

On a profinite group $G$, there exist Haar measures and they are different from each other by a multiplicative constant. Hence, up to a positive multiplicative constant, there exists a unique normalized Haar measure $\mu$ such that $\mu(G)=1$. Thus, we can consider $G$ as a probability space. If $H$ is an open subgroup of $G$, then $|G: H|<\infty$ and $H$ is closed, hence measurable. Note that $\mu(H)=\mu(g H)=\mu(H g)$ and since we may write $G=\bigcup H g$ as a disjoint union of right cosets of $H$, we have that $1=\mu(G)=|G: H| \mu(H)$ and so

$$
\mu(H)=\frac{1}{|G: H|}
$$

If $H$ is a closed subgroup of infinite index in $G$, then $H$ is contained in the intersection of a decreasing sequence of open subgroups, say $H_{1}>H_{2}>\cdots$, and thus

$$
\mu(H) \leq \lim _{i \rightarrow \infty} \frac{1}{\left|G: H_{i}\right|}=0
$$

If $X=\bigcup x_{i j} H_{j} \cup K_{l} y_{k l}$ is the union of a finite collection of cosets of open subgroups, which we call basic open sets, we can find an open normal subgroup $N$ contained in $\cap H_{j} \cap \cap K_{l}$, and then $X$ is equal to the union of finitely many, say $n$, cosets of $N$, in which case

$$
\mu(X)=n \mu(N)=\frac{n}{|G: N|}
$$

If $X$ is a union of countable family of basic open sets, we can write $X$ as ascending union $X=\bigcup_{i=1}^{\infty} X_{i}$ where each $X_{i}$ is a finite union as above and obtain

$$
\mu(X)=\lim _{i \rightarrow \infty} \mu\left(X_{i}\right)
$$

In particular, if the set $\mathcal{N}$ of all open normal subgroups is countable, this determines the measure for every open set of $G$. Thus also of every closed sets since $\mu(G \backslash X)=$ $1-\mu(X)$. In this case, $G$ is said to be countably based. This applies for example when $G$ is finitely generated. For a detailed treatment of Haar measure on profinite groups, the reader is referred to [FJ08, Chapter 18].

When talking about generators of a profinite group, we mean generators as a topological group, i.e., $X$ generates $G$ means that $G$ is the smallest closed subgroup of $G$ containing $X$. The closure of an arbitrary subset $X$ is $\bar{X}=\bigcap X N$, with $N$ ranging over all open normal subgroups of $G$. If follows that $X$ generates $G$ if and only if each finite factor $G / N$ is generated by $X N / N$. Thus $G$ is generated by $d$ elements, say, if and only if each finite factor group $G / N$ can be generated by $d$ elements (see [Wil98, Proposition 4.2.1]).

Let $G$ be a profinite group and $\mu$ the normalized Haar measure on $G$ or on some direct power $G^{k}$. Fix $k$ and write

$$
X(G, k)=\left\{\left(x_{1}, \cdots, x_{k}\right) \in G^{k} \mid \overline{\left\langle x_{1}, \cdots, x_{k}\right\rangle}=G\right\}
$$

to denote the set of all $k$-tuples topologically generating the group $G$. Since a subset $T$ fails to generate $G$ if and only if $T$ is contained in some maximal open subgroup of $G$, it is clear that

$$
G^{k} \backslash X(G, k)=\bigcup_{M \max G} M^{k}
$$

where $M \max G$ means that $M$ is a maximal proper open subgroup of $G$. This is an open subset of $G^{k}$ so $X(G, k)$ is closed, and hence measurable. We may therefore define

$$
P(G, k)=\mu(X(G, k))
$$

to be the probability that a random $k$-tuple generates $G$. Thus $0 \leq P(G, k) \leq 1$, and if $P(G, k)>0$ then $d(G) \leq k$, where $d(G)$ is the minimal number of generators of $G$.

Definition 1.1.2. A group $G$ is called positively finitely generated (PFG) if $P(G, k)>0$ for some choice of $k \in \mathbb{N}$.

Hence a PFG group is finitely generated. However, for a $d$-generated group $G$, it does not always hold that $P(G, d)>0$. For example, the group $G=\widehat{\mathbb{Z}}$ is a one-generator group and (see [Bos96])

$$
P(\widehat{\mathbb{Z}}, k)= \begin{cases}1 / \zeta(k) & , k>1 \\ 0 & , k=1\end{cases}
$$

and hence $P(\widehat{\mathbb{Z}}, 1)=0$. Kantor and Lubotzky proved in [KL90a, Proposition 11] that the free profinite group of rank $d$ is not PFG if $d \geq 2$. It was observed by Fried and Jarden in 1986 (first edition of [FJ08]) that procyclic groups are PFG. This was extended by Kantor and Lubotzky in [KL90a, Proposition 12] to finitely generated abelian profinite groups. In his 1996 paper, Mann proved that finitely generated prosoluble groups are PFG ([Man96, Theorem 10]), and so are the profinite completions of the groups $\operatorname{SL}(k, R)$ where $k \geq 3$ and $R$ the ring of integers in an algebraic number field. He also indicated that a similar result holds for other simple arithmetic groups that have the congruence subgroup property ([Man96, Theorem 15]). Moreover, Borovik, Pyber and Shalev showed in [BPS96] that finitely generated profinite groups not involving all finite groups as quotients of open subgroups are PFG.

One could ask for necessary and sufficient conditions for a profinite group to be PFG. The following concept is a useful tool for characterizing PFG groups:

Definition 1.1.3. Let $G$ be a group (not necessarily profinite). We say that $G$ has polynomial maximal subgroup growth (PMSG) if there exists a number $s$, such that for all numbers $n$, the number $m_{n}(G)$ of maximal subgroups of $G$ of index $n$ is at most $n^{s}$.

Mann observed in [Man96, Theorem 3] that if $G$ has PMSG then $G$ is PFG. Let us sketch the proof of this fact. If $k$ elements do not generate the group $G$ then they belong to some maximal $M$ of $G$. The probability for this event is $|G: M|^{-k}$. Hence

$$
1-P(G, k) \leq \sum_{M \max G}|G: M|^{-k}=\sum_{n>1} m_{n}(G) n^{-k}
$$

If $m_{n}(G) \leq n^{\alpha}$ then by choosing $k \geq \alpha+2$ we see that

$$
1-P(G, k) \leq \sum_{n>1} n^{\alpha-k} \leq \sum_{n>1} n^{-2}<1
$$

which implies that $P(G, k)>0$. The converse holds but it is not trivial.

Theorem 1.1.4 ([MS96, Theorem 4]). A profinite group is positively finitely generated if and only if it has polynomial maximal subgroup growth.

Proof. Let us sketch the main stages of the proof. Suppose $G$ is PFG and fix $k$ with $P(G, k)>0$. Our aim is to show that $m_{n}(G)$ grows at most polynomially with $n$.

Step 1 Use the Classification of Finite Simple Groups and the $\mathrm{O}^{\prime}$ Nan-Scott theorem to show that there is a constant $c$ such that the number of core-free maximal subgroups of index $n$ in an arbitrary finite group is at most $c n^{5}$. Here, a maximal subgroup $M$ is called core-free if its normal core $\operatorname{core}_{G}(M):=\bigcap_{g \in G} M^{g}$ is trivial.

Step 2 Since $G$ is PFG, $G$ is finitely generated. Hence $G$ has at most countably many maximal subgroups. We say that two maximal subgroups are equivalent if they have the same normal core. In each equivalence class, choose a representative with minimal index in $G$. Let $\left\{M_{i}\right\}_{i \in \mathbb{N}}$ be the set of representatives and for each $n$, let $q_{n}(G)$ be the number of indices $i$ such that $\left|G: M_{i}\right|=n$.

Apply the Borel-Cantelli Lemma to deduce that $q_{n}(G)$ grows polynomially.
Borel-Cantelli Lemma. Let $X_{i}$ be a series of events in a probability space $X$ with probabilities $p_{i}(i \geq 1)$.
(i) if $\sum p_{i}=\infty$ and $X_{i}$ are pairwise independent then with probability 1 infinitely many of the events $X_{i}$ happen.
(ii) if $\sum p_{i}<\infty$ then with probability 1 only finitely many of the events $X_{i}$ happen.

We explain how to apply the lemma. Let $X$ be $G^{k}$ considered as a probability space, and set $X_{i}=M_{i}^{k}$ for each $i$. It is easy to see that, if the maximal subgroups $M, L$ of $G$ have different cores, then $M^{k}, L^{k}$ are independent events in $G^{k}$. Therefore the events $X_{i}$ are pairwise independent. Obviously, the probability that $X_{i}$ holds is $p_{i}=\mid G$ : $\left.M_{i}\right|^{-k}$.

We claim that $\sum p_{i}<\infty$. Suppose otherwise, then by part ( $i$ ) of the Borel-Cantelli Lemma, with probability 1 , infinitely many of the events $X_{i}$ happen. Hence $x_{1}, \cdots, x_{k}$ lie in infinitely many subgroups $M_{i}$ with probability 1 . This certainly implies $P(G, k)=$ 0 , a contradiction. Therefore $\sum p_{i}<\infty$.

Now, note that

$$
\sum p_{i}=\sum\left|G: M_{i}\right|^{-k}=\sum q_{n}(G) n^{-k}
$$

It follows that $\sum q_{n}(G) n^{-k}<\infty$, so $q_{n}(G)=o\left(n^{k}\right)$.
Step 3 Prove that $m_{n}(G)$ is bounded in terms of $q_{n}(G)$.
If $M$ is a maximal subgroup of $G$ of index $n$ then $\operatorname{core}_{G}(M)=N_{i}$ for some $i$ such that $\left|G: M_{i}\right| \leq n$. The number of possibilities for $i$ is then $q_{2}(G)+\cdots+q_{n}(G)$. Applying Step 1 to $G / N_{i}$, we see that for a given $N_{i}$, the number of such maximal subgroups $M$ is at most $c n^{5}$. On the other hand, by Step 2 we have $q_{n}(G)=o\left(n^{k}\right)$. The number of possibilities for $M$ is then

$$
m_{n}(G) \leq c n^{5}\left(q_{2}(G)+\cdots+q_{n}(G)\right)=o\left(n^{k+6}\right)
$$

Theorem 1.1.4 gives us a characterization of PFG groups in terms of maximal subgroup growth. However, a structural characterization of PMSG groups is still missing.

In the very recent paper [JZP11], Jaikin-Zapirain and Pyber give a semi-structural characterization which really describes which groups are PFG. One of those results is the following:

Theorem 1.1.5. Let $G$ be a finitely generated profinite group. Then $G$ is PFG if and only if there exists a constant $c$ such that for any almost simple group $R$, any open subgroup $H$ of $G$ has at most $l(R)^{c|G: H|}$ quotients isomorphic to $R$, where $l(R)$ is the minimal degree of a faithful transitive permutation representation of $R$.

The full statement of this result with seven equivalent conditions is stated in [JZP11, Theorem 11.1]. Theorem 1.1.5 immediately implies a positive solution of a well-known open problem of Mann ([Man96]).

Corollary 1.1.6. [JZP11, Corollary 12.1] Let H be an open subgroup in a PFG group. Then H is also a PFG group.

In [Man96, Section 5], Mann conjectured that

Conjecture A. For a PFG group $G$, the values $P(G, k)$ could be interpolated to an analytic function $P(G, s)$ defined in some right half-plane of the complex plane.

For example, for $G=\widehat{\mathbb{Z}}$, we have that

$$
P(\widehat{\mathbb{Z}}, k)=\sum_{n} \frac{\mu(n)}{n^{k}}=\frac{1}{\zeta(k)} .
$$

Theorem 1.1.7. Hal36] If $G$ is a finite group, then the conjecture holds, and

$$
P(G, t)=\sum_{H \leq G} \frac{\mu_{G}(H)}{|G: H|^{t}}
$$

where $\mu_{G}$ is the Möbius function defined for all subgroups $H$ of $G$ recursively by $\mu_{G}(G)=1$ and $\sum_{K \geq H} \mu_{G}(K)=0$ if $H<G$.

Proof. Let $\Phi(G, t)$ be the number of ordered $t$-tuples $\left(x_{1}, \cdots, x_{t}\right)$ such that $G=\left\langle x_{1}, \cdots, x_{t}\right\rangle$. Since each $t$-tuple generates a subgroup of $G$, we have that

$$
\sum_{H \leq G} \Phi(H, t)=|G|^{t}
$$

Möbius inversion now yields

$$
\Phi(G, t)=\sum_{H \leq G} \mu_{G}(H)|H|^{t}
$$

and hence

$$
P(G, t)=\frac{\Phi(G, t)}{|G|^{t}}=\sum_{H \leq G} \frac{\mu_{G}(H)}{|G: H|^{t}}
$$

Let $G$ now be a PFG group. As noted already, $k$ elements generate $G$ if and only they do not belong to any maximal subgroup, i.e., they belong to $G \backslash \bigcup_{M \max G} M$. Using the inclusion-exclusion principle, the probability for this is

$$
\begin{equation*}
1-\sum \frac{1}{|G: M|^{k}}+\sum \frac{1}{|G: M \cap L|^{k}}-\cdots \tag{S}
\end{equation*}
$$

where $M, L, \cdots$ range over all maximal subgroups of $G$. This expression makes sense only if each of the infinitely many sums occuring in it converges. We rearrange it as
follows. First, choose a descending subgroup base $\left\{N_{i}\right\}$. Then let $X_{i}$ be the set of maximal subgroups containing $N_{i}$. Then $P(G, k)$ is the limit, as $n \rightarrow \infty$, of the probability that a random $k$-tuple does not lie in a maximal subgroup in the set $X_{n}$. This probability is a finite sum, consisting of the terms in (S) that involve only maximal subgroups from $X_{n}$, and the limit of this sum can be formally rearranged in the form

$$
\begin{equation*}
P(G, k)=\sum \frac{\mu(H)}{|G: H|^{k}} \tag{M}
\end{equation*}
$$

for some coefficients $\mu(H)$, where $H$ ranges over all open subgroups of finite index of $G$, these being ordered by starting with the subgroups in $X_{1}$, and their intersections, arranged in some way, then adding the other intersections of subgroups in $X_{2}$, arranged in some way, then adding the remaining ones coming from $X_{3}$, etc. Note that the group $G$ itself is included, with coefficient 1 . To get a usual Dirichlet series, we have to add together terms corresponding to subgroups of the same index. The probability $P(G, k)$ is actually equal to the sum of the series $(\bar{M})$, provided we group together (in parentheses) for each $i$ the subgroups that are added at the $i$ th stage. Thus a candidate for $P(G, s)$ in Conjecture $A$ is the series $(\bar{M})$, with the above insertion of parentheses, and with $k$ replaced by a complex variable $s$. The question is whether this series converges in some half plane. Different choices of the subgroup basis $\left\{N_{i}\right\}$ lead to different groupings of the terms in $(\bar{M})$, so we have also to know if two different bases lead to the same function. In particular, it is very interesting to know when the series $(\bar{M})$ is convergent as written (without parentheses), or even absolutely convergent.

Since $(\bar{M})$ is obtained by rearranging $(S)$, we see that
(i) a subgroup $H$ can occur in $(\bar{M})$ with a non-zero coefficient only if $H$ is an intersection of finitely many maximal subgroups. Such a subgroup $H$ is called a maximal intersection.
(ii) for such a subgroup, $\mu(H)$ is the difference between the number of ways to express $H$ as the intersection of an even number of maximal subgroups and the way of express it as the intersection of an odd number of maximal subgroups.

Using (ii), it is easily seen that $\mu(H)$ satisfies the defining equalities for the Möbius function $\mu_{G}$, and hence $\mu(H)=\mu_{G}(H)$. Here the Möbius function $\mu_{G}$ is defined on the
lattice of open subgroups of $G$ by $\sum_{H \leq K \leq G} \mu_{G}(K)=0$ unless $H=G$, in which case the sum is 1 . This gives us another proof for Theorem 1.1.7. Another similar evaluation of $\mu_{G}(H)$ is given in [Hal36], namely: $\mu_{G}(H)$ is the difference between the number of chains of subgroups of even length connecting $H$ to $G$ and the number of such chains of odd length.

Let us give another approach to constructing the function $P(G, s)$ by means of infinite products. Let first $G$ be a finite group and let $N$ be a minimal normal subgroup of $G$. If $N \leq \operatorname{Frat}(G)$, where $\operatorname{Frat}(G)$ is the Frattini subgroup of $G$, which is the intersection of all maximal subgroups of $G$, then $P(G, k)=P(G / N, k)$. In the other case, it is shown in [Gas59, Satz 1] that $P(G, k)=P(G / N, k) P_{G, N}(k)$, where $P_{G, N}(k)$ is given by

$$
P_{G, N}(k)=1+\sum_{r>0}(-1)^{r} \sum_{i_{1}<\cdots<i_{r}} \frac{\epsilon_{i_{1}, \cdots, i_{r}}}{\left|G: M_{i_{1}} \cap \cdots \cap M_{i_{r}}\right|^{k}}
$$

Here $M_{1}, \cdots, M_{m}$ are the maximal subgroups of $G$, and $\epsilon_{i_{1}, \cdots, i_{r}}$ has the value 1 or 0 , according as $H N=G$ or not, where $H=M_{i_{1}} \cap \cdots \cap M_{i_{r}}$. Note that $P_{G, N}(k)$ is the probability that a $k$-tuple generates $G$, given that it generates $G$ modulo $N$. By taking a chief series of $G$ and iterating the above formula, we obtain an expression for $P(G, k)$ as a product, indexed by the non-Frattini chief factors in the series. Here a chief series of a finite group $G$ is a series of normal subgroups $G=G_{0} \triangleright G_{1} \triangleright \cdots \triangleright G_{n}=1$ such that each chief factor $G_{i} / G_{i+1}$, for $i=0, \cdots, n-1$, is a minimal normal subgroup of $G / G_{i+1}$. A chief factor $R / S$ of a finite group $G$ is called non-Frattini if it is not contained in the Frattini subgroup $\operatorname{Frat}(G / S)$.

When $G$ is a profinite group, first of all, we have the following interpretation.
Proposition 1.1.8 ([Man96, Theorem 1]). Let $G$ be a profinite group. Then we have that $P(G, k)=\inf P(G / N, k)$ where $N$ varies over all open normal subgroups of $G$. Moreover, if $\left\{N_{i}\right\}$ is a subgroup basis for $G$ consisting of normal subgroups, then $P(G, k)=\inf P\left(G / N_{i}, k\right)$.

Proof. Since open subgroups of profinite groups are of finite index, the groups $G / N$ are all finite. Hence $P(G / N, k)$, for an open subgroup $N$, is simply the ratio of the number of $k$-tuples generating the finite group $G / N$ to the number of all $k$-tuples. Since the set of all $k$-tuples generating $G$, as a subset of $G^{k}$, is contained in the union of the cosets of $N^{k}$ determined by $k$-tuples generating $G / N$, we have $P(G, k) \leq P(G / N, k)$. Thus if
$\inf P(G / N, k)=0$ then certainly $P(G, k)=0$. If $\inf P(G / N, k)>0$, then $G / N$ can be generated by $k$ elements for each open normal subgroup $N$, so is $G$ (see Wil98, Proposition 4.2.1]). Then $G$ has only finitely many open subgroups of a given index (see [RZ10, Proposition 2.5.1]), and only countably many open subgroups in all. Therefore we can find a descending sequence of basic open normal subgroups $\left\{M_{i}\right\}$. Then if $S, S_{i}$ denote the sets of $k$-tuples generating $G$, and generating $G \bmod M_{i}$, respectively, we have that $S=\bigcap S_{i}$ and $S_{i} \supseteq S_{i+1}$. So $\mu(S)=\inf \mu\left(S_{i}\right)=\lim \mu\left(S_{i}\right)$. Since for each open normal subgroup $N$ we have $P(G / N, k) \geq P\left(G / M_{i}, k\right)$ for some $i$, we have that $P(G, k)=\inf P(G / N, k)$. Finally, if we take $\left\{N_{i}\right\}$ to be any subgroup basis, then each open normal subgroup $N$ contains some $N_{i}$, so that $P(G / N, k) \geq P\left(G / N_{i}, k\right)$ and we have $P(G, k)=\inf P\left(G / N_{i}, k\right)$.

Let $G$ now be a finitely generated profinite group, let $\left\{N_{i}\right\}$ be a normal descending subgroup base and refine $\left\{N_{i}\right\}$ to a chief series (see Section 2.1 for definition). By Proposition 1.1.8. $P(G, k)=\inf P\left(G / N_{i}, k\right)$. This reduces many of our considerations to the case that $G$ is a finite group. For each factor $R / S$ in this series, express $P(G / S, k)$ as a product as above. In the expression for $P_{G / S, R / S}(k)$ we can, without changing its value, replace the maximal subgroups of $G / S$ by the corresponding maximal subgroups of $G$.

By Proposition 1.1.8, we can express $P(G, k)$ as an infinite product, indexed by the set of non-Frattini factors in our chief series. Now replace $k$ by the complex variable $s$ to obtain a candidate for $P(G, s)$. We have to know if this product converges, and if products associated to different bases are equal.

The subgroups $H$ that occur inside the factors of the product are maximal intersections, but not all maximal intersections occur. Rather, a maximal intersection $H$ occurs only if it satisfies $H R=G$, where $R / S$ is a factor in the given chief series, and $S$ is the first term in this series that is contained in $H$. The factor $R / S$ is determined by $H$, but $H$ may occur more than once in the corresponding factor of the product, because it may be expressed in more than one way as a maximal intersection. For each such expression $H$ occurs with a coefficient 1 or -1 , according as the number of maximal subgroups involved is even or odd, so $H$ occurs with coefficient $\mu(H)$. We then can write our product as

$$
\begin{equation*}
\prod_{R / S}\left(1+\sum_{G=H R} \frac{\mu_{G}(H)}{|G: H|^{s}}\right) . \tag{N}
\end{equation*}
$$

Since the factors in the product are probabilities, they lie between 0 and 1, and writing the product as $\Pi\left(1+x_{n}\right)$, its convergence is equivalent of the convergence of the sum $\sum x_{n}$. We see that the convergence of our product is equivalent to the convergence of a sum that looks like $(\bar{M})$, but in which only some of the maximal intersections occur.

Proposition 1.1.9. Man96, Proposition 18] Given a descending normal subgroup basis, the series $(\bar{M})$ and product $(\mathbb{N})$ have the same domain of convergence, and in this domain, they define the same function.

Proof. We compare the partial sum $S_{i}$ of the series consisting of the intersections of maximal subgroups from $X_{i}$ and the partial product $P_{i}$ of the factors corresponding to chief factors above $N_{i}$. For an integer $k$, we have $S_{i}(k)=P_{i}(k)=P\left(G / N_{i}, k\right)$. Developing the product $P_{i}$, it and $S_{i}$ are Dirichlet polynomials $\sum u_{n} / n^{s}$, which have the same value at all large integers, therefore they have the same coefficients $u_{n}$, so $S_{i}(s)=P_{i}(s)$ for all $s$. Since the infinite series and product are the limits of $S_{i}$ and $P_{i}$, the Proposition follows.

If $G$ is a finite soluble group then, as remarked in [Gas59], the formula for $P_{G, N}(k)$ becomes particularly simple. A subgroup $H$ occurs only if it is a maximal subgroup complementing $N$, so $P_{G, N}(k)=1-k(N) /|N|^{k}$, where $k(N)$ is the number of complements of $N$ (the exact value of $k(N)$ is given in [Gas59]). Therefore, for a prosoluble group the infinite product associated to a chief series takes the form

$$
\begin{equation*}
P(G, k)=\prod\left(1-k(N) /|N|^{k}\right) \tag{P}
\end{equation*}
$$

where the product runs over all complemented chief factors in this chief series. More generally, for any PFG group the factors corresponding to an abelian $N$ have the same form as in ( $\overline{\mathrm{P}) \text {, and the proof that for prosoluble groups the above product converges ([Man96, }}$ Theorem 19]), shows that for any PFG group, the product of the terms corresponding to abelian chief factors converges.

In a more recent paper (see [Man05]), Mann made the conjecture more precise.
Conjecture B. Let G be a PFG group. Then the infinite series (M) converges absolutely in some right half plane.

Mann also noted in [Man05] the following.

Theorem 1.1.10. The series (M) converges absolutely in some right half plane if and only if $G$ has polynomially bounded Möbius number (PBMN) (see 【Luc11a]), i.e., G has the following two properties:
(1) $\mu_{G}(H)$ is bounded by a polynomial function in the index of $H$;
(2) the number $b_{n}(G)$ of subgroups $H$ of index $n$ satisfying $\mu_{G}(H) \neq 0$ grows at most polynomially in $n$.

Proof. If (M) converges absolutely, then $\mu_{G}(H) /|G: H|^{s} \rightarrow 0$, so $\mu$ grows polynomially. Also, since $\mu_{G}(H)$ is an integer, the subgroups of index $n$ contribute at least $b_{n} / n^{s}$ to the series of absolute values, so $b_{n}$ also grows polynomially. The converse is equally clear.

Corollary 1.1.11. If $(\bar{M})$ converges absolutely in some half plane, then $(\mathbb{N})$ also converges absolutely in some half plane, and the two functions are identical in their common domain of convergence.

Proof. Assume that $(\bar{M})$ converges absolutely, so, by Theorem 1.1.10, $b_{n}$ and $\mu$ are bounded by some power $n^{t}$. Note that in the term corresponding to $N=R / S$ in the series (N), we have for each subgroup $H$ occurring there, $R / S \cdot H / S=G / S$ so $|G: H| \leq|R / S|=|N|$. It follows that if we write that term as $1+x_{N}$, then $\left|x_{N}\right| \leq|N|^{2 t-s}$, and $\sum_{|N| \leq n}\left|x_{N}\right| \leq$ $n^{2 t+1-s}$. Thus for $s$ large enough, we have $\left|x_{N}\right|<1$. Therefore the absolute convergence of $(\mathbb{N})$ is equivalent to that of $\sum x_{N}$, which holds for $s>2 t+2$.

Now developing the products $(\mathbb{N})$ and collecting together terms with the same value of $|N|$, we get a Dirichlet series, and a similar collection process applied to (M) yields another Dirichlet series. Both series have the same value $P(G, k)$ for all large integers $k$, therefore the two series are identical, and define the same function.

Mann also proved in [Man05] that the conditions in Theorem 1.1.10 are satisfied if $G$ is the completion of $\Gamma(R)$ with respect to the congruence topology, with $\Gamma$ a simple algebraic group defined over $\mathbb{Z}$ and $R$ the ring of integers in some algebraic number field. In [Luc07] it is proved that the properties (1) and (2) hold if $G$ is a finitely generated prosoluble group. In recent paper [Luc11b], Lucchini proved that the conjecture holds if $G$ has polynomial subgroup growth (PSG) (or more generally, if $G$ contains a normal
closed prosoluble subgroup $N$ such that $G / N$ has PSG). Moreover, he also showed in [Luc11b] that the conjecture holds if $G$ is a finitely generated adelic profinite group, i.e., a closed subgroup of the cartesian product $\prod_{p} \mathrm{SL}\left(m, \mathbb{Z}_{p}\right), m \geq 2$, with $\mathbb{Z}_{p}$ the ring of the $p$-adic integers.

In [Luc10], it is proved that in order to decide whether a finitely generated profinite group $G$ has PBMN, it suffices to investigate the behaviour of the Möbius function of the subgroup lattice of the finite monolithic groups, that appear as epimorphic images of $G$. Here, a finite monolithic group $L$ is a group with a unique minimal normal subgroup. The $\operatorname{socle} \operatorname{soc}(G)$ of a finite group $G$ is the subgroup generated by the minimal normal subgroups of $G$. We say that $L$ is $\left(\eta_{1}, \eta_{2}\right)$-bounded if there exist two constants $\eta_{1}$ and $\eta_{2}$ such that
(1) $b_{n}^{*}(L) \leq n^{\eta_{1}}$, where $b_{n}^{*}(L)$ denotes the number of subgroups $K$ of $L$ with $|L: K|=n$ and $L=K \cdot \operatorname{soc}(L)$;
(ii) $\left|\mu_{L}(K)\right| \leq|L: K|^{\eta_{2}}$ for each $K \leq L$ with $L=K \cdot \operatorname{soc}(L)$.

In [Luc10] the following is proved. Denote by $\Lambda(G)$ the set of finite monolithic groups $L$ such that $\operatorname{soc}(L)$ is nonabelian and $L$ is an epimorphic image of $G$. A PFG group $G$ has PBMN if and only if there exist $\eta_{1}$ and $\eta_{2}$ such that each $L \in \Lambda(G)$ is $\left(\eta_{1}, \eta_{2}\right)$-bounded. Let now $L$ be a finite monolithic group with nonabelian socle, then $\operatorname{soc}(L)=S_{1} \times \cdots \times S_{r}$, where the groups $S_{i}$ are isomorphic simple groups. In the recent paper [Luc11a], Lucchini showed a stronger reduction theorem, which requires us to deal only with almost simple groups: let $X_{L}$ be the subgroup of $\operatorname{Aut}\left(S_{1}\right)$ induced by the conjugation action of $N_{G}\left(S_{1}\right)$ on $S_{1}$. This $X_{L}$ is a finite almost simple group, uniquely determined by $L$ (see Chapter 2 for more details). It is proved in [Luc11a] that.

Theorem 1.1.12. Let $L$ be a monolithic group with nonabelian socle. If the associated almost simple group $X_{L}$ is $\left(c_{1}, c_{2}\right)$-bounded, then $L$ is $\left(\eta_{1}, \eta_{2}\right)$-bounded with $\eta_{1}=10+2\left(1+c_{1}+c_{2}\right) / r$ and $\eta_{2}=2 c_{2}+8$.

Combined with [Luc10, Theorem 1], we have that.
Corollary 1.1.13. A PFG group has PBMN if there exist $c_{1}$ and $c_{2}$ such that $X_{L}$ is $\left(c_{1}, c_{2}\right)$ bounded for each $L$ in $\Lambda(G)$.

This theorem allows us to reformulate the Conjecture B as follows.

Conjecture C. There exist $c_{1}$ and $c_{2}$ such that any finite almost simple group is $\left(c_{1}, c_{2}\right)$-bounded.

Recently, Colombo and Lucchini proved in [CL10] that this conjecture is satisfied by the symmetric and alternating groups. This implies

Corollary 1.1.14. If $G$ is a PFG group and, for each open normal subgroup $N$ of $G$, all composition factor of $G / N$ are either abelian or alternating groups, then $G$ has PBMN.

So now, leaving out all analytical concerns, we consider the series (M) as a formal Dirichlet series. Since the group $G$ is finitely generated, it has only finitely many open subgroups of a given index (see Hal50, Section 2]), for any $n \in \mathbb{N}$ we may define the integer $a_{n}=\sum_{H} \mu_{G}(H)$, where the sum is taken over all open subgroups $H$ of $G$ with $|G: H|=n$. We thus can rewrite the Dirichlet series (M) as

$$
\begin{equation*}
P_{G}(s):=\sum_{H} \frac{\mu_{G}(H)}{|G: H|^{s}}=\sum_{n \in \mathbb{N}} \frac{a_{n}}{n^{s}} . \tag{F}
\end{equation*}
$$

The reciprocal of this function is called the probabilistic zeta function of $G$ (see [Bos96] and [Man96]). As evidenced by the formula, $P_{G}(s)$ is tied to the subgroup structure of the group $G$. Because of this, one can believe that the algebraic combinatorial properties of the series $(\sqrt{F})$ are enough to get back the structural properties of the group $G$.

As we have seen above, when $G$ is prosoluble, the series ( $F$ ) becomes the series ( $\mathbb{P}$ )

$$
\prod_{N}\left(1-\frac{k(N)}{|N|^{s}}\right)
$$

where $N=R / S$ runs over all non-Frattini chief factors in a chief series of $G$. Note that when $G$ is prosoluble, being a minimal normal subgroup of a finite soluble group $G / S$, $N$ is an elementary abelian group and so $|N|$ is a prime power, say $q_{N}$. Hence we can rewrite our series as

$$
\prod_{N}\left(1-\frac{k(N)}{q_{N}^{s}}\right)
$$

One could ask whether $G$ is a prosoluble group if the associated series of $G$ has the above form. The answer is yes, and in fact we obtain more.

Theorem 1.1.15. Let $G$ be a finitely generated profinite group. Then the following are equivalent (see [DL04b, Theorem 1] and (Man96] )
(1) The group $G$ is prosoluble.
(2) The series $P_{G}(s)$ can be written as the product $\prod_{i}\left(1-c_{i} / q_{i}^{s}\right)$, where $c_{i} \geq 0$ and $q_{i}$ is a prime power for each $i$.
(3) The sequence $\left\{a_{n}\right\}$ is multiplicative, that is, $a_{m} a_{n}=a_{m n}$ whenever $m$ and $n$ are coprime.

In particular, Theorem 1.1.15 holds for finite groups. A lot of interesting results have been obtained when $G$ is a finite group. Let us now focus on examples of information one can gain about a finite group $G$ solely from knowing $P_{G}(s)$. Damian and Lucchini generalized Theorem 1.1.15 to $p$-soluble groups:

Proposition 1.1.16. DL07a] A finite group $G$ is $p$-soluble if and only if $a_{p^{r} d}=a_{p^{r}} a_{d}$ whenever $p$ and $d$ are coprime.

One could ask whether we also have a result as in Theorem 1.1.15 for supersolvable groups. In fact, Detomi and Lucchini also described a condition for supersolvable groups.

Proposition 1.1.17. [DL03b] A finite group $G$ is supersolvable if and only if $P_{G}(s)$ is a finite product of factors of the form $1-c_{i} / p_{i}^{s}$ where each $p_{i}$ is a prime and each $c_{i}$ is positive.

This begs the question whether a similar result exists for nilpotent groups, but Gaschütz demonstrated that no such result can exist. Indeed, the functions $P_{G}(s)$ for $G=C_{2} \times C_{3} \times$ $C_{3}$ (nilpotent) and for $G=\operatorname{Sym}(3) \times C_{3}$ (solvable but not nilpotent) are both equal to

$$
\left(1-\frac{1}{2^{s}}\right)\left(1-\frac{1}{3^{s}}\right)\left(1-\frac{3}{3^{s}}\right)
$$

Therefore, it is impossible to determine nilpotency strictly from $P_{G}(s)$. However, Damian and Lucchini did find the following result on nilpotency.

Proposition 1.1.18. [DL05] A finite group $G$ is nilpotent if and ony if $P_{G}(H, s)$ divides $P_{G}(s)$ for all $H \leq G$, where

$$
P_{G}(H, s)=\sum_{H \leq K \leq G} \frac{\mu_{G}(K)}{|G: K|^{s}}
$$

The next piece of data we can get from $P_{G}(s)$ is the set of primes dividing the order of G.

Proposition 1.1.19. [DL07a] A prime $p$ divides $|G|$ if and only if $p$ divides $n$ for some $n$ with $a_{n} \neq 0$.

We now turn our attention to non-soluble groups, mostly simple groups. The problem of recognizing a simple group from its probabilistic zeta function has been investigated by Lucchini, Damian, Morini in [DL04a, DL06a, DLM04] who proved the following theorem.

Theorem 1.1.20. Let $G$ be a nonabelian finite simple group, let $H$ be a finite group with trivial Frattini subgroup, and assume that $P_{G}(s)=P_{H}(s)$.
(1) If $G$ is an alternating subgroup or a sporadic simple group, then $G \cong H$.
(2) If $G$ and $H$ are groups of Lie type defined over a field of characteristic $p$, then $G \cong H$.

Recently Patassini completed this story for the remaining finite simple groups.
Theorem 1.1.21. Pat11a, Theorem 1] Let $G$ be a finite simple group and $H$ a finite group. If $P_{G}(s)=P_{H}(s)$ then $H / \operatorname{Frat}(H) \cong G$.

In the very beginning of the history of our subject, Boston conjectured in [Bos96] that $P_{G}^{\prime}(1)=0$ whenever $G$ is a nonabelian simple group. This conjecture was proved and generalized by Shareshian in the following theorem.

Theorem 1.1.22. [Sha98b] Let $G$ be a finite group. Then $P_{G}^{\prime}(1)=0$ unless $G / O_{p}(G)$ is cyclic for some prime $p$.

As we have known from [Gas59, Satz 1], for any normal subgroup $N$ of a finite group $G$, the polynomial $P_{G / N}(s)$ divides $P_{G}(s)$ in the ring of finite Dirichlet series and the quotient $P_{G}(s) / P_{G / N}(s)$ is nontrivial if $N$ is not in Frat $(G)$. This implies that $P_{G}(s)$ is irreducible then $G / \operatorname{Frat}(G)$ is a simple group. We wonder whether the converse holds, in particular whether $P_{G}(s)$ is irreducible when $G$ is a simple group. The answer is positive for all abelian simple groups since $P_{\mathbb{Z} / p \mathbb{Z}}(s)=1-1 / p^{s}$ for each prime $p$. Boston showed in [Bos96] that if $G=\operatorname{PSL}(2,7)$ then

$$
P_{\mathrm{PSL}(2,7)}(s)=\left(1-\frac{2}{2^{s}}\right)\left(1+\frac{2}{2^{s}}+\frac{4}{4^{s}}-\frac{14}{7^{s}}-\frac{28}{14^{s}}-\frac{28}{28^{s}}+\frac{21}{21^{s}}+\frac{42}{42^{s}}\right) .
$$

Hence, the converse is not always true for nonabelian simple groups. However, some results were obtained my Damian, Lucchini and Morini as follows.

Theorem 1.1.23. DLM04]
(1) For any prime $p \geq 5$, the polynomial $P_{\operatorname{Alt}(p)}(s)$ is irreducible.
(2) If $p=2^{t}-1$ and $t \equiv 3 \bmod 4$ then $P_{P S L(2, p)}(s)$ is reducible.

These were extended by recent results of Patassini appeared in [Pat] and [Pat11b] in the following theorem.

Theorem 1.1.24. (1) Assume that $k \geq 5$. If $k \leq 4.2 \cdot 10^{16}$ or $k \geq\left(e^{e^{15}}+2\right)^{3}$, then $P_{\text {Alt }(k)}(s)$ is irreducible. If we assume the Riemann Hypothesis, then $P_{\text {Alt }(k)}(s)$ is always irreducible.
(2) Let $S$ be a simple group of Lie type. Then $P_{S}(s)$ is reducible if and only if $S \cong \operatorname{PSL}(2, p)$ for some Mersenne prime $p$ such that $\log _{2}(p+1) \equiv 3 \bmod 4$.

Brown and Bouc found that letting $s=-1$ gives interesting topological information about the group $G$. The $\operatorname{coset}$ poset $\mathcal{C}(G)$ is the poset of the proper cosets of $G$ ordered by inclusion. We can use a simplicial complex $\Delta(\mathcal{C}(G))$ whose simplices are the finite chains in $\mathcal{C}(G)$ to defined the Euler characteristic $\chi(\mathcal{C}(G))$. We may then define the reduced Euler characteristic $\tilde{\chi}(\mathcal{C}(G))=\chi(\mathcal{C}(G))-1$. Thanks to an observation of Bouc (see [Bou00]), Brown pointed the following.

Theorem 1.1.25. Bro00] Let G be a finite group. Then

$$
P_{G}(-1)=-\widetilde{\chi}(\mathcal{C}(G))
$$

It is well-known that if $\Delta(\mathcal{C}(G))$ is contractible, then its reduced Euler characteristic $\tilde{\chi}(\mathcal{C}(G))$ is zero. Hence, if $P_{G}(-1) \neq 0$, then the simplicial complex associated to the group $G$ is non-contractible. In [Bro00], Brown proved the following.

Proposition 1.1.26. If $G$ is a finite soluble group, then $P_{G}(-1) \neq 0$.
Moreover, Brown conjectured that $P_{G}(-1) \neq 0$ for every finite group G. Recently, Patassini has given several positive answers to this conjecture:

Theorem 1.1.27. (1) If $G$ is either $P S L(2, q)$ or a Suzuki group ${ }^{2} B_{2}(q)$ or a Ree group ${ }^{2} G_{2}(q)$, then $P_{G}(-1) \neq 0$ (see Pat09]).
(2) If $G$ is a classical group that does not contain non-trivial graph automorphisms, then also $P_{G}(-1) \neq 0$ (see [Pat11c]).

### 1.2 Thesis problem

Let $G$ be a finitely generated profinite group and $\left\{G_{n}\right\}$ a chief series of $G$. Since the factor $G / G_{n}$ is finite, the Dirichlet series $P_{G / G_{n}}(s)$ is also finite and belongs to the ring $\mathcal{D}$ of Dirichlet polynomials with integer coefficients. As we have seen above for finite groups, the polynomial $P_{G / G_{n}}(s)$ is a divisor of $P_{G / G_{n+1}}(s)$ in the ring $\mathcal{D}$, and so there is a Dirichlet polynomial $P_{n}(s)$ such that $P_{G / G_{n+1}}(s)=P_{G / G_{n}}(s) P_{n}(s)$, where $P_{n}(s)=1$ if $G_{n} / G_{n+1}$ is a Frattini factor, i.e., $G_{n} / G_{n+1} \leq \operatorname{Frat}\left(G / G_{n+1}\right)$. As we will see in Chapter 2, the Dirichlet series $P_{G}(s)$ can be written as an infinite formal product $P_{G}(s)=\prod_{n \in \mathbb{N}} P_{n}(s)$, and if we change the series $\left\{G_{n}\right\}_{n \in \mathbb{N}}$, the factorization remains the same up to reordering the factors.

It is possible that a Dirichlet polynomial can be written as a formal product of infinitely many non-trivial elements of $\mathcal{D}$, for example, $1=\left(1-2^{-s}\right) \prod_{n \in \mathbb{N}}\left(1+2^{-2^{n} s}\right)$. So it is not clear whether the formal series $P_{G}(s)=\prod_{n \in \mathbb{N}} P_{n}(s)$ is finite only when $P_{n}(s)=1$ for all but finitely many $n \in \mathbb{N}$. More generally, we can ask whether one can deduce finiteness properties of $G$ from the fact that $P_{G}(s)$ is finite. It is not true that if $P_{G}(s) \in \mathcal{D}$ then $G$ must be finite. Indeed, as noted in [Hal36, Theorem 2.3,], $\mu_{G}(H) \neq 0$ implies that $H$ is an intersection of maximal subgroups of $G$. Thus $\operatorname{Frat}(G)$ is contained in $H$, where $\operatorname{Frat}(G)$ is the Frattini subgroup of $G$, that is the intersection of the closed maximal subgroups of $G$. It follows that $P_{G}(s)=P_{G / \operatorname{Frat}(G)}(s)$. For example (see [LS03, Chapter 11]), let $G$ be a pro-p group with $d(G)=d$, we have $G / \operatorname{Frat}(G) \cong \mathbb{F}_{p}^{d}$. We can view $\mathbb{F}_{p}^{d}$ as a vector space $V$ of dimension $d$ over the field $\mathbb{F}_{p}$. The generating $k$-tuples in $V$ are represented by $d \times k$ matrices of rank $d$ over $\mathbb{F}_{p}$. Since row rank equals column rank, the number of such matrices is just the number of linearly independent $d$-tuples in $\mathbb{F}_{p}^{k}$, which is

$$
\left(p^{k}-1\right)\left(p^{k}-p\right) \cdots\left(p^{k}-p^{d-1}\right)
$$

(this is zero if $k<d$ ). Dividing by $\left|V^{(k)}\right|=p^{k d}$ we get

$$
P(G, k)=\prod_{i=0}^{d-1}\left(1-\frac{p^{i}}{p^{k}}\right)
$$

and so

$$
P_{G}(s)=\prod_{0 \leq i<d}\left(1-\frac{p^{i}}{p^{s}}\right) .
$$

Hence, this only gives us hope to get back some properties of $G / \operatorname{Frat}(G)$ instead of $G$ from the knowledge of the probablistic zeta function $P_{G}(s)$. Notice that the following are equivalent:

- $G$ has only finitely many maximal subgroups.
- $\operatorname{Frat}(G)$ has finite index.
- Any chief series contains only finitely many non-Frattini factors.

In particular, if $G / \operatorname{Frat}(G)$ is finite then $P_{G}(s)=P_{G / \operatorname{Frat}(G)}(s)$ is a finite Dirichlet series. We would like to ask about the converse. In particular, it was conjectured in [DL06c] the following.

Conjecture. Let $G$ be a finitely generated profinite group. Then $P_{G}(s)$ is rational, i.e., a quotient of two polynomials, only if $G / \operatorname{Frat}(G)$ is a finite group.

As we have seen above, $P_{G}(s)$ can be written as an infinite product $P_{G}(s)=\prod_{n \in J} P_{n}(s)$ where $J$ is the set of indices $n$ such that $N_{n}=G_{n} / G_{n+1}$ is non-Frattini. A tempting argument is that if $P_{G}(s)$ is a finite series then $P_{n}(s)=1$ for all but finitely many $n \in J$ and $G / \operatorname{Frat}(G)$ is finite. However, it is false. The problem becomes difficult and we should be more careful since we can't exclude that a formal product of infinitely many non-trivial finite Dirichlet series is finite. Let us first consider the local version for the case of prosoluble groups. Assume now that $G$ is a finitely generated prosoluble group, and let $p$ be a fixed prime. One could ask what information about $G$ we may obtain if $a_{p^{r}}=0$ for almost all $r \in \mathbb{N}$, and whether $G$ contains only finitely many maximal subgroups of $p$-power index. Notice that the following are equivalent for a prosoluble group $G$ :

- G contains only finitely many maximal subgroups of $p$-power index.
- A chief series of $G$ contains only finitely many non-Frattini factors of $p$-power order.

As we have seen above, $P_{G}(s)$ has an Euler factorization over the set of all prime numbers

$$
P_{G}(s)=\prod_{p} P_{G, p}(s)
$$

where

$$
P_{G, p}(s)=\sum_{r} \frac{a_{p^{r}}}{p^{r s}}=\prod_{n \in \Omega_{p}}\left(1-\frac{c_{n}}{p^{r_{n} s}}\right)
$$

with $\Omega_{p}$ the set of indices $n$ such that $\left|G_{n} / G_{n+1}\right|=p^{r_{n}}$ and $c_{n} \neq 0$. Suppose that the $p$-factor $P_{G, p}(s)$ is a Dirichlet polynomial, or more generally, that $P_{G, p}(s)$ is a rational function of $1 / p^{s}$. Mann asked in [Man96] whether this implies that $G$ has only finitely many maximal subgroups of $p$-power index. However, the answer to this question is negative. Detomi and Lucchini proved in [DL06c] the following.

Theorem 1.2.1. There exists a 2-generated prosoluble group $G$ such that for each prime $p$
(1) $P_{G, p}(s)$ is a Dirichlet polynomial.
(2) G contains infinitely many maximal subgroups whose indices are p-powers.

Proof. Let us sketch the construction of this example. First of all, notice that if $t_{n}$ is the number of irreducible polynomials in $\mathbb{F}_{2}[x]$ of degree $n$, then

$$
1-2 x=\prod_{n}\left(1-x^{n}\right)^{t_{n}}
$$

This implies that

$$
1-2 \frac{p}{p^{s}}=\prod_{n}\left(1-\frac{p^{n}}{p^{n s}}\right)^{t_{n}}
$$

Let $H=\widehat{\mathbb{Z}^{2}}$ be the free pro-abelian group of rank 2 and fix an odd prime $p$. Then

$$
P_{H}(s)=\zeta(s)^{-1} \zeta(s-1)^{-1}=\prod_{p \text { prime }}\left(1-\frac{1}{p^{s}}\right)\left(1-\frac{p}{p^{s}}\right) .
$$

Fix a prime $p$. For every integer $n$, the multiplicative group $\mathbb{F}_{q}^{*}$ of the finite field $\mathbb{F}_{q}$ with $q=p^{n}$ elements acts by right multiplication on the additive group $\left(\mathbb{F}_{q},+\right)$, which can be viewed as a vector space of dimension $n$ over $\mathbb{F}_{p}$. Hence the cyclic group $C_{p^{n}-1}$ has
an irreducible representation of degree $n$ over $\mathbb{F}_{p}$. Since $H$ has at least $p^{n}-1$ normal subgroups $K_{i}$ with $H / K_{i} \cong C_{p^{n}-1}$, there are at least $p^{n}-1$ irreducible $H$-modules, say $M_{p, n, i}$, with $1 \leq i \leq p^{n}-1$.

Notice that $t_{n} \leq 2^{n} \leq p^{n}-1$ if $p$ odd and $t_{n} \leq 2^{2 n}-1$ for each $n$. For each prime $p$ and each $n$, we consider the following $t_{n}$ pairwise non-isomorphic irreducible $H$-modules:

$$
\begin{array}{cl}
M_{p, n, 1}, \cdots, M_{p, n, t_{n}}, & \text { for } p \neq 2 \\
M_{2,2 n, 1}, \cdots, M_{2,2 n, t_{n}}, & \text { for } p=2
\end{array}
$$

Note that $\left|M_{p, n, i}\right|=p^{n}$ for $p \neq 2$ and $\left|M_{2,2 n, i}\right|=4^{n}$, for each $i=1, \cdots, t_{n}$. Now consider

$$
G:=\left(\prod_{\substack{\text { prime} \neq 2, n \in \mathbb{N}, i=1, \cdots t_{n}}} M_{p, n, i} \times \prod_{\substack{n \in \mathbb{N}, i=1, \cdots t_{n}}} M_{2,2 n, i}\right) \rtimes H .
$$

Then $G$ is a 2-generated prosoluble group, with infinitely many non-Frattini chief factors of $p$-power orders: $\Omega_{p}$ is infinite and $G$ contains infinitely many maximal subgroups of $p$-power indices. However

$$
P_{G, p}(s)= \begin{cases}\left(1-\frac{1}{p^{s}}\right)\left(1-\frac{p}{p^{s}}\right) \prod_{n}\left(1-\frac{p^{n}}{\left(p^{n}\right)^{s}}\right)^{t_{n}} & \text { for } p \neq 2 \\ \left(1-\frac{1}{2^{s}}\right)\left(1-\frac{2}{2^{s}}\right) \prod_{n}\left(1-\frac{4^{n}}{\left(4^{n}\right)^{s}}\right)^{t_{n}} & \text { for } p=2\end{cases}
$$

Hence

$$
P_{G, p}(s)=\left\{\begin{array}{cc}
\left(1-\frac{1}{p^{s}}\right)\left(1-\frac{p}{p^{s}}\right) \prod_{n}\left(1-\frac{2 p}{p^{s}}\right) . & \text { for } p \neq 2 \\
\left(1-\frac{1}{2^{s}}\right)\left(1-\frac{2}{2^{s}}\right) \prod_{n}\left(1-\frac{8}{4^{s}}\right) . & \text { for } p=2
\end{array}\right.
$$

This does not answer our first question whether the finiteness of $P_{G}(s)$ implies that $G / \operatorname{Frat}(G)$ is a finite group. Indeed, the group $G$ constructed has the property that $P_{G, p}(s)$ is finite for each prime $p$. However, we also have that $P_{G, p}(s) \neq 1$, so $P_{G}(s)=\prod_{p} P_{G, p}(s)$ turns out to be infinite. Nevertheless, our conjecture holds for prosoluble groups.

Theorem 1.2.2. Let $G$ be a finitely generated prosoluble group. Then the following are equivalent:
(1) $a_{n}=0$ for almost all $n \in \mathbb{N}$.
(2) $P_{G}(s)$ is a finite Dirichlet series in the ring $\mathcal{D}$.
(3) $P_{G}(s)$ is a rational Dirichlet series in the ring $\mathcal{D}$.
(4) G contains only finitely many maximal subgroups.

Proof. Let us recall briefly the proof of this Theorem. This will give us ingredients to deal with the conjecture in more general cases.

Let first $\pi(G)$ be the set of prime divisors of the indices of the open subgroups of $G$. The rationality of $P_{G}(s)=\prod_{p} P_{G, p}(s)$ implies that $\pi(G)$ is finite and $P_{G, p}(s)$ is a rational function of $1 / p^{s}$ for all $p \in \pi(G)$. Fix a prime $p \in \pi(G)$ and let

$$
P_{G, p}(s)=\prod_{n \in \Omega_{p}}\left(1-\frac{c_{n}}{p^{r_{n} s}}\right) .
$$

We notice that for each $n \in \Omega_{p}$, the number $r_{n}$ is the degree of an irreducible representation of the finite soluble group $G / G_{n+1}$ over the field of $p$ elements. We obtain the information about the composition length $r_{n}$ by the following useful result from representation theory.

Proposition 1.2.3. $\overline{D L 06 c}$ Let $n$ be the degree of an irreducible representation of a finite soluble group $X$ over a finite field. Then if $q$ is a prime divisor of $n$ then $q \leq \max \{\pi(X)\}$, where $\pi(X)$ is the set of prime divisors of $X$.

So there is a prime $t$ such that $t$ does not divide any $n$ in $\Omega_{p}$. The proof now relies on the the following fact, which is a consequence of the Skolem-Mahler-Lech theorem (see [DL06c, Proposition 3.2]).

Theorem 1.2.4. Let $I \subseteq \mathbb{N}$ and let $q, r_{i}, c_{i}$ be positive integers for each $i \in I$. Assume that the product

$$
F(s)=\prod_{i \in I}\left(1-\frac{c_{i}}{\left(q^{r_{i}}\right)^{s}}\right)
$$

is rational. In addition, assume that there exists a prime $t$ such that $t$ does not divide any $r_{i}, i \in I$ and that for every $n \in \mathbb{N}$, the set $I_{n}=\left\{i \in I: r_{i}\right.$ divides $\left.n\right\}$ is finite. Then $I$ is a finite set.

Applying Theorem 1.2 .4 , we conclude that $\Omega_{p}$ is finite for each $p \in \pi(G)$. Since $\pi(G)$ is finite, Theorem 1.2 .2 is then proved.

Now, let $G$ be an arbitrary finitely generated profinite group $G$. We can express $P_{G}(s)$ as an infinite formal product $P_{G}(s)=\prod_{n} P_{n}(s)$ where $P_{n}(s)$ is the Dirichlet series associated with the chief factor $G_{n} / G_{n+1}$. We would like to prove that if $P_{G}(s)$ is rational, then $P_{n}(s)=1$ for almost all $n \in \mathbb{N}$. This would imply that $G / \operatorname{Frat}(G)$ is finite. In the prosoluble case, we used the Euler factorization $P_{G}(s)=\prod_{p} P_{G, p}(s)$. However, $P_{G}(s)$ admits an Euler factorization over the set of prime numbers if and only if $G$ is prosoluble. Anyway, we can get a kind of Euler factorization over the finite simple groups by collecting together, for any simple group $S$, all the $P_{n}(s)$ such that the composition factors of $G_{n} / G_{n+1}$ are isomorphic to $S$, as follows:

$$
P_{G}(s)=\prod_{S} P_{G}^{S}(s), \quad \text { where } P_{G}^{S}(s)=\prod_{G_{n} / G_{n+1} \cong S^{r_{n}}} P_{n}(s) .
$$

When we try to work with this generalized Euler factorization, we meet several problems. In the prosoluble case, it is easy to prove that if $P_{G}(s)$ is rational then $\pi(G)$ is finite and $P_{G, p}(s)=1$ for all but finitely many primes. In the general case, $\pi(G)$ is finite if and only if $P_{G}^{S}(s)=1$ for almost all simple groups $S$. Non of these two equivalent facts can be easily deduced from the rationality of $P_{G}(s)$. Even if we know that $P_{G}(s)=\Pi_{s} P_{G}^{S}(s)$ is the product of finitely many Euler factors $P_{G}^{S}(s)$, we cannot easily deduce, as in the prosoluble case, that the rationality of $P_{G}(s)$ implies the rationality of $P_{G}^{S}(s)$ for each $S$. Even if we know that $P_{G}^{S}(s)=\prod_{n \in \Omega_{S}} P_{n}(s)$, where $\Omega_{S}=\left\{n \in \mathbb{N}: G_{n} / G_{n+1} \cong S^{r}\right\}$, is rational, we cannot apply the same trick (the consequence of Skolem-Mahler-Lech theorem) used in the prosoluble case, because the series $P_{n}(s)$ are now more complicated and involve many non-trivial terms. In order to deal with this problem, a clever method is to approximate each $P_{n}(s)$ by $\widetilde{P_{n}}(s)$ to produce a new series $\widetilde{P_{G}}(s):=\prod_{n} \widetilde{P_{n}}(s)$ which is still rational. For this, the following crucial remarks seem helpful.

Lemma 1.2.5. Let $F(s)=\prod_{i \in \mathbb{N}} F_{i}(s)=\sum_{n} a_{n} / n^{s}$ be an infinite product of finite Dirichlet series $F_{i}(s)$. Define, for each prime $p$, the following series

$$
F^{(p)}(s)=\sum_{(n, p)=1} \frac{a_{n}}{n^{s}} \quad \text { and } \quad F_{p}(s)=\sum_{r} \frac{a_{p^{r}}}{\left(p^{r}\right)^{s}}
$$

If $F(s)$ is rational then $F^{(p)}(s)=\prod_{i} F_{i}^{(p)}(s)$ and $F_{p}(s)=\prod_{i} F_{i, p}(s)$ are rational.

Notice that one of these reductions was used in prosoluble case as in Theorem (1.2.2). However, for non-prosoluble cases, these approximations do not ensure that we will get a desired product, i.e., these reductions are still not sufficiently strong to produce subseries $\widetilde{P_{n}}(s)$ of $P_{n}(s)$ for each $n$ such that each $\widetilde{P_{n}}(s)$ is of the form $1-c_{n} /\left(w^{r_{n}}\right)^{s}$ as in prosoluble cases, with $c_{n}$ non-negative and $w$ a fixed positive integer, and such that the product $\prod_{n} \widetilde{P_{n}}(s)$ is still rational. Notice also that each Dirichlet series $P_{n}(s)$ for $G_{n} / G_{n+1}$ nonabelian depends on the structure of $G_{n} / G_{n+1}$. More precisely, since $G_{n} / G_{n+1}$ is a minimal normal subgroup of the finite group $G / G_{n+1}$, there is a number $r_{n}$ and a nonabelian simple group $S$ such that $G_{n} / G_{n+1} \cong S^{r_{n}}$. So the series $P_{n}(s)$ depends strongly on the structure of the simple group $S$. We will be more precise in Chapter 2. In addition, when $G_{n} / G_{n+1} \cong S^{r_{n}}$ is nonabelian, the group $G / G_{n+1}$ permutes $r_{n}$ simple factors isomorphic to $S$, and so $r_{n}$ is the degree of a transitive permutation representation.

By a close investigation of subgroup indices in alternating groups, and some new reduction techniques, Detomi and Lucchini obtained the following result.

Theorem 1.2.6 ([ $\overline{\mathrm{DL} 07 \mathrm{~b}}$, Theorem 6.1,p. 464]). Let $G$ be a finitely generated profinite group such that almost every composition factor is cyclic or isomorphic to an alternating group. Then $P_{G}(s)$ is rational only if $G / \operatorname{Frat}(G)$ is a finite group.

The following four theorems A-D are the main results of the thesis.
Using the same techniques with a deep analysis of the structure of subgroups of simple groups of Lie type over finite fields with same characteristic, we are able to prove the following.

Theorem A. Let $p$ be a fixed prime and let $G$ be a finitely generated profinite group such that almost every nonabelian composition factor is a simple group of Lie type over a finite field of characteristic $p$. If $P_{G}(s)$ is rational then $G / \operatorname{Frat}(G)$ is a finite group.

However, the techniques used in the proof are not sufficient to deal with the case of simple groups of Lie type over finite fields of varying characteristic. In Chapter 6, we give an example supporting this. However, with the same ingredients, it is possible to obtain the result for $\operatorname{PSL}(2, p)$ as follows.

Theorem B. Let G be a finitely generated profinite group such that almost every nonabelian
composition factor is isomorphic to $\operatorname{PSL}(2, p)$ for some odd prime $p \geq 5$. Then $P_{G}(s)$ is rational only if $G / \operatorname{Frat}(G)$ is finite.

For the remaining class of finite simple groups, i.e., sporadic simple groups, we obtain the following result.

Theorem C. If $G$ is a finitely generated profinite group such that almost every nonabelian composition factor is isomorphic to a sporadic simple group and $P_{G}(s)$ is rational, then $G / \operatorname{Frat}(G)$ is a finite group.

The techniques used to prove Theorem B and Theorem C can be used to give an affirmative answer for the conjecture in a more general case by mixing up finite simple groups. In particular, the result is as follows.

Theorem D. Let G be a finitely generated profinite group such that almost every nonabelian composition factor is isomorphic either to $\operatorname{PSL}(2, p)$ for some odd prime $p \geq 5$, or to a sporadic simple group, or to an alternating group Alt $(n)$ where either $n$ is an odd prime or $n$ is a power of 2. If $P_{G}(s)$ is rational then $G / \operatorname{Frat}(G)$ is finite.

## Chapter 2

## Preliminary results

### 2.1 Factorization of $P_{G}(s)$

Let $G$ be a finitely generated profinite group. We associate to $G$ the formal Dirichlet series

$$
P_{G}(s)=\sum_{n \in \mathbb{N}} \frac{a_{n}}{n^{s}} \text { with } \quad a_{n}:=\sum_{|G: H|=n} \mu_{G}(H) .
$$

Here $\mu_{G}$ is the Möbius function defined on the lattice of open subgroups of $G$ recursively by $\mu_{G}(G)=1$ and $\mu_{G}(H)=-\sum_{H<K \leq G} \mu_{G}(K)$ if $H<G$. Since $G$ is finitely generated, $G$ has only finitely many subgroups of finite index $n$ for each $n$ (see [Hal50, Section 2]), and so $a_{n}$ is well-defined for each $n$. Moreover, Nikolov and Segal showed in [NS07] that each subgroup of finite index in $G$ is open.

Given a closed normal subgroup $N$ of $G$, we define a formal Dirichlet series $P_{G, N}(s)$ as follows:

$$
P_{G, N}(s):=\sum_{n \in \mathbb{N}} \frac{b_{n}}{n^{s}} \text { with } \quad b_{n}:=\sum_{\substack{|G: H|=n \\ H N=G}} \mu_{G}(H) .
$$

Notice that $P_{G}(s)=P_{G, G}(s)$. Moreover, $N$ admits a supplement in $G$ if and only if it is not contained in the Frattini subgroup of $G$. It follows easily that $P_{G, N}(s)=1$ if and only if $N \leq \operatorname{Frat}(G)$.

When $G$ is a finite group, we have a factorization (see [Bro00, Section 2.2])

$$
P_{G}(s)=P_{G / N}(s) P_{G, N}(s) .
$$

We have a similar result for the group $G$ in our context. Recall that the convolution product
of two formal Dirichlet series $A(s)=\sum_{n} a_{n} / n^{s}$ and $B(s)=\sum_{n} b_{n} / n^{s}$, denoted by $A(s) *$ $B(s)$, is the Dirichlet series $\sum_{n} c_{n} / n^{s}$ with $c_{n}=\sum_{d \mid n} a_{d} b_{n / d}$.

Theorem 2.1.1 ([DL06b, Theorem 13]). If $G$ is finitely generated profinite group and $N$ is a closed normal subgroup of $G$ then $P_{G}(s)=P_{G / N}(s) * P_{G, N}(s)$.

Proof. Let $n \in \mathbb{N}$. We need to prove that the coefficients of $1 / n^{s}$ in $P_{G}(s)$ and $P_{G / N}(s) *$ $P_{G, N}(s)$ are equal, that is

$$
\begin{equation*}
\sum_{|G: H|=n} \mu_{G}(H)=\sum_{d \mid n}\left(\sum_{\substack{N<H_{1}<G \\\left|G: H_{1}\right|=d}} \mu_{G}\left(H_{1}\right)\right)\left(\sum_{\substack{H_{2} N=G \\\left|G: H_{2}\right|=n / d}} \mu_{G}\left(H_{2}\right)\right) . \tag{2.1}
\end{equation*}
$$

Let $N_{k}$ be the intersection of the open subgroups of $G$ of index $k$. Then $N_{k}$ has finite index in $G$ since

$$
\left|G: N_{k}\right| \leq \prod_{|G: H|=k}|G: H| .
$$

Let $X_{n}$ be the intersection of the open subgroups of $G$ of index at most $n$, i.e, $X_{n}=$ $\bigcap_{k=1}^{n} N_{k}$, then $X_{n}$ is characteristic, and hence normal, in $G$. Since $G$ is finitely generated, $X_{n}$ is a finite intersection (see [Hal50, Section 2]), thus $X_{n}$ is open. We have from [Bro00, Section 2.2] that

$$
\begin{equation*}
P_{G / X_{n}}(s)=P_{G / N X_{n}}(s) * P_{G / X_{n}, N X_{n} / X_{n}}(s) \tag{2.2}
\end{equation*}
$$

If $|G: H| \leq n$ then $X_{n} \leq H$ and $\mu_{G}(H)=\mu_{G / X_{n}}\left(H / X_{n}\right)$. So it follows from (2.2) that the terms in (2.1) are equal to the coefficients of $1 / n^{s}$ in the two series in 2.2.

When $G$ is a finite group with a chief series

$$
G=G_{0} \geq G_{1} \geq \cdots \geq G_{n}=1
$$

then by iterating the above formula, we obtain a factorization of $P_{G}(s)$ as

$$
P_{G}(s)=\prod_{i=0}^{n-1} P_{G / G_{i+1}, G_{i} / G_{i+1}}(s)
$$

In order to obtain such a result for finitely generated profinite groups, we first define a chief factor in a profinite group and an equivalence relation between chief factors.

We say that a section $H / K$ is a chief factor of a profinite group $G$ if $H$ and $K$ are closed normal subgroups of $G$ with $K<H$ and for any closed normal subgroup $X$ of $G$ with $K \leq X \leq H$, either $X=K$ or $X=H$. Notice that if $H / K$ is a chief factor of $G$, then there is an open normal subgroup $N$ of $G$ such that $H / K \cong_{G} H N / K N$. Indeed, $H$ (as well as $K$ ) is the intersection of all open normal subgroups that contain it and so, as $H \neq K, H N \neq K N$ for at least one open normal subgroup $N$ of $G$. This implies that a chief factor $H / K$ is finite and that the action of $G$ on $H / K$ is irreducible and continuous.

A chief factor $H / K$ is called Frattini if $H / K \leq \operatorname{Frat}(G / K)$. Notice that if $H / K$ is a Frattini factor, then $H N / K N$ is Frattini for every closed normal subgroup $N$ of $G$. In particular, by considering a finite image of $G$, we find that a Frattini chief factor is abelian.

Definition 2.1.2. Let $G$ be a profinite group and let $A$ and $B$ be two finite irreducible $G$-groups. We say that they are $G$-equivalent and put $A \sim_{G} B$, if there are two continuous isomorphisms $\phi: A \rightarrow B$ and $\Phi: A \rtimes G \rightarrow B \rtimes G$ such that the following diagram commutes:


It is clear that this is an equivalence relation. A group isomorphism $\phi: A \rightarrow B$ is called $G$-isomorphic if $\left(x^{g}\right)^{\phi}=\left(x^{\phi}\right)^{g}$. If $\phi$ is $G$-isomorphic then $(a g)^{\Phi}=a^{\phi} g, a \in A, g \in G$, defines an ismorphism $\Phi: A \rtimes G \rightarrow B \rtimes G$ which makes the above diagram commutative. Hence two $G$-isomorphic $G$-groups are $G$-equivalent. Conversely, if $A$ and $B$ are abelian and $G$-equivalent then $A$ and $B$ are $G$-isomorphic : for any $g \in G$ there exists an element $b_{g} \in B$ such that $g^{\Phi}=b_{g} g$, so for any $a \in A$ we have $\left(a^{g}\right)^{\phi}=\left(a^{g}\right)^{\Phi}=\left(a^{\Phi}\right)^{g^{\Phi}}=$ $\left(a^{\phi}\right)^{b_{g} g}=\left(a^{\phi}\right)^{g}$. However, for nonabelian G-groups, G-equivalence is strictly weaker than $G$-isomorphism. For example, the two minimal normal subgroups of $G=\operatorname{Alt}(5)^{2}$ are $G$-equivalent without being $G$-isomorphic.

Recall that a finite group $L$ is said to be primitive if it has a maximal subgroup such that its normal core $\bigcap_{x \in L} M^{x}$ is trivial. The socle $\operatorname{soc}(L)$ of a primitive group $L$ can be either an abelian minimal normal subgroup (I), or a nonabelian minimal normal subgroup (II), or the product of two nonabelian minimal normal subgroups (III) (see [BBE06, Theorem 1.1.7]). We say that $L$ is primitive of type I, II, III, respectively, and in the first two cases, we say that $L$ is monolithic.

As in the case of finite groups (see [DL03a]), the G-equivalence relation on chief factors of $G$ is related to the primitive epimorphic images of $G$ :

Lemma 2.1.3 ([DL04b, Lemma 3] ). Let $G$ be a profinite group. Two chief factors $A$ and $B$ are G-equivalent as G-groups if and only if either they are G-isomorphic or there exists an open normal subgroup $N$ of $G$ such that $G / N$ is a primitive monolithic group of type III and the two minimal normal subgroups of $G / N$ are $G$-isomorphic to $A$ and $B$ respectively.

Recall from [RZ10, Corollary 2.6.5] that any profinite group $G$ has a chain of closed normal subgroups

$$
G_{\mu}=1 \leq \cdots \leq G_{0}=G
$$

indexed by the ordinals $\lambda \leq \mu$ such that

- $G_{\lambda} / G_{\lambda+1}$ is a chief factor of $G$ for each $\lambda<\mu$,
- if $\lambda$ is a limit ordinal then $G_{\lambda}=\bigcap_{\nu<\lambda} G_{v}$.

Such a chain will be called chief series of $G$. If $G$ is countably based, in particular, if $G$ is a finitely generated profinite group, then $G$ has a chief series $\sum$ of length $\aleph_{0}$ (see [RZ10, Corollary 2.6.6])

$$
\begin{equation*}
\sum: G=G_{0} \geq \cdots \geq G_{i} \geq \cdots \geq G_{\aleph_{0}}=1 \tag{2.3}
\end{equation*}
$$

For any irreducible $G$-group $A$, let $\delta_{G}(A)$ be the number of factors $G_{i} / G_{i+1}$ in the series $\sum$ which are non-Frattini and $G$-equivalent to $A$. Then $\delta_{G}(A)$ is independent on the chief series. Moreover, we have the following.

Theorem 2.1.4 ([DL04b, Theorem 12]). If $G$ is finitely generated then $\delta_{G}(A)$ is finite for every finite irreducible G-group $A$.

Let $A$ be an irreducible $G$-group and let $\rho: G \rightarrow \operatorname{Aut}(A)$ be defined by $g \mapsto g^{\rho}$, where $g^{\rho}: a \mapsto a^{g}$ for all $a \in A$. The monolithic primitive group associated with $A$ is defined as

$$
L_{A}= \begin{cases}G^{\rho} A \cong A \rtimes G / C_{G}(A) & \text { if } A \text { is abelian } \\ G^{\rho} \cong G / C_{G}(A) & \text { otherwise } .\end{cases}
$$

Observe that $L_{A}$ is a finite primitive group of type I or II, and $\operatorname{soc}\left(L_{A}\right) \cong A$. Note that two $G$-equivalent $G$-groups may have different centralizers in $G$, but their associated monolithic primitive groups are isomorphic.

Let $L_{A}$ now be a finite monolithic primitive group, and let $A$ be its socle. We define

$$
\begin{align*}
\widetilde{P}_{L_{A}, 1}(s) & =P_{L_{A}, A}(s) \\
\widetilde{P}_{L_{A}, i}(s) & =P_{L_{A}, A}(s)-\frac{\left(1+q+\cdots+q^{i-2}\right) \gamma}{|A|^{s}} \tag{2.4}
\end{align*}
$$

where $\gamma=\left|C_{\operatorname{Aut}(A)}\left(L_{A} / A\right)\right|$ and $q=\left|\operatorname{End}_{L_{A}}(A)\right|$ if $A$ is abelian, $q=1$ otherwise. In [DL03a, Theorem 17], it was shown that if $G$ is finite then the factors of $P_{G}(s)$ corresponding to the non-Frattini factors in a chief series are all of the kind $\widetilde{P}_{L_{A}, i}(s)$ for suitable choices of $L_{A}$ and $i$. We will prove that the same result also holds when $G$ is a finitely generated profinite group.

For any integer $n$, define $X_{n}$ to be the intersection of the open subgroups $H$ of $G$ with $|G: H| \leq n$. As we have seen above, $X_{n}$ is an open normal subgroup of $G$. In addition $\bigcap_{n} X_{n}=1$, so we may produce a chief series $\sum$ by refining the series $\left\{X_{n}\right\}_{n \in \mathbb{N}}$.

Now fix an integer $m$. Let $H / K$ be a non-Frattini chief factor in $\sum$ and $P_{G / K, H / K}(s)=$ $\sum_{n} \beta_{n} / n^{s}$. If $\beta_{n} \neq 0$ for some $1 \neq n \leq m$, then there exists an open subgroup $Y / K$ of $G / K$ with $G=Y H$ and $|G: Y|=n$. This implies that $X_{n} \leq K$ since otherwise $H \leq X_{n}$, and as $X_{n} \leq Y$ we have that $G=H Y=Y$, a contradiction. Thus $X_{m} \leq X_{n} \leq K$. As $G / X_{m}$ is finite, the set $\Omega_{m}$ of non-Frattini chief factors $H / K$ in $\sum$ with $X_{m} \leq K$ is finite. Then the following product

$$
Q_{m}(s)=\prod_{H / K \in \Omega_{m}} P_{G / K, H / K}(s)
$$

is a well-defined and finite Dirichlet series, say $Q_{m}(s)=\sum_{n} \alpha_{n, m} / n^{s}$. We define the (infinite) convolution product of the $\left\{P_{G / K, H / K}(s)\right\}$, where the $H / K$ are non-Frattini chief factors in $\sum$, to be

$$
P_{\sum}(s)=\sum_{n} \frac{c_{n}}{n^{s}} \quad \text { where } c_{1}=1 \text { and } c_{n}=\alpha_{n, n} \text { for } n>1
$$

Since $G$ is a finitely generated group, we have for every non-Frattini chief factor $A=$ $H / K$ that $P_{G / K, H / K}(s)=\widetilde{P}_{L_{A}, i}(s)$ where $i=\delta_{G / K}(A)$ (see [DL06b, Theorem 15]). Hence the definition of $P_{\sum}(s)$ is independent on the choice of chief series of $G$.

Note that $Q_{m}(s)=P_{G / X_{m}}(s)$, thus by definition of $X_{m}$, the coefficient $a_{m}$ of $P_{G}(s)=$ $\sum_{m} a_{m} / m^{s}$ is

$$
a_{m}=\sum_{|G: X|=m} \mu_{G}(X)=\sum_{\left|G / X_{m}: X / X_{m}\right|=m} \mu_{G / X_{m}}\left(X / X_{m}\right)=\alpha_{m, m}
$$

and so $a_{m}=c_{m}$. Since this holds for every integer $m$, we conclude that $P_{G}(s)=P_{\Sigma}(s)$. Therefore, we have proved the following.

Theorem 2.1.5 ([DL06b, Theorem 17]). Let G be a finitely generated profinite group. Then

$$
\begin{equation*}
P_{G}(s)=\prod_{A} \prod_{1 \leq i \leq \delta_{G}(A)} \widetilde{P}_{L_{A}, i}(s) \tag{2.5}
\end{equation*}
$$

where A runs over the set of irreducible G-groups G-equivalent to a non-Frattini chief factor of $G$, and $L_{A}$ is the monolithic primitive group associated with $A$. Moreover, for every chief series $\sum$, the factorization of $P_{G}(s)$ corresponding to the non-Frattini factors in a chief series $\sum$ of $G$ is precisely (2.5).

So from now we fix a countable descending series of open normal subgroups $\left\{G_{i}\right\}_{i \in \mathbb{N}}$ with the properties that $G_{1}=G, \bigcap_{i \in \mathbb{N}} G_{i}=1$ and $G_{i} / G_{i+1}$ is a chief factor of $G$. Let $J$ be the set of indices $i$ with $G_{i} / G_{i+1}$ non-Frattini. For each $i \in J$, there exist a simple group $S_{i}$ and a positive integer $r_{i}$ such that $G_{i} / G_{i+1} \cong S_{i}^{r_{i}}$. Moreover, as described in Theorem 2.1.5, for each $i \in J$, a finite Dirichlet series $P_{i}(s) \neq 1$ is associated with the chief factor $G_{i} / G_{i+1}$, where $P_{i}(s)=\widetilde{P}_{L_{A}, j}(s)$ with $A \cong{ }_{G} G_{i} / G_{i+1}$ and $j=\delta_{G / G_{i+1}}\left(G_{i} / G_{i+1}\right)$. Therefore, $P_{G}(s)$ can be written as an infinite formal product of the finite Dirichlet series $P_{i}(s)$ :

$$
P_{G}(s)=\prod_{i \in J} P_{i}(s)
$$

### 2.2 The probabilistic zeta function of a primitive monolithic group

Let $A / B$ be a nonabelian chief factor of a profinite group $G$ and let $L=G / C_{G}(A / B)$ be the monolithic primitive group associated with $A / B$. Note that the normal socle of $L$ is $N \cong A / B$. Consider the series

$$
P_{L, N}(s)=\sum_{n} \frac{b_{n}}{n^{s}}, \quad \text { where } b_{n}=\sum_{\substack{|L: H|=n \\ L=H N}} \mu_{L}(H)
$$

By definition, if $b_{n} \neq 0$ then $L$ contains a subgroup $H$ of index $n$ supplementing $N$ in $L$ and $\mu_{L}(H) \neq 0$. By [Hal36, Theorem 2.3], the second condition implies that $H$ is an inter-
section of maximal subgroups of $L$. In this section, we are going to collect some information about monolithic groups $L$ containing subgroups $H$ that have these two properties. This will lead to a useful formula for $P_{L, N}^{(p)}(s)$ where $p$ is a certain prime.

Since $N$ is a nonabelian minimal normal subgroup of $L$, there exists a finite nonabelian simple group $S$ such that $N=S_{1} \times \cdots \times S_{r}$ with $S_{i} \cong S$ for $i=1, \cdots, r$. Let $\phi$ be the map from $N_{L}\left(S_{1}\right)$ to $\operatorname{Aut}(S)$ induced by the conjugacy action on $S_{1}$ :

$$
\begin{aligned}
\phi: N_{L}\left(S_{1}\right) & \rightarrow \operatorname{Aut}(S) \\
l & \mapsto\binom{S \rightarrow S}{x \mapsto x^{l}} .
\end{aligned}
$$

Let $X=\phi\left(N_{L}\left(S_{1}\right)\right)$. Then $X$ is an almost simple group with socle $\operatorname{soc}(X)=S=\operatorname{Inn}(S)=$ $\phi\left(S_{1}\right)$. Since $N=S_{1} \times \cdots \times S_{r}$ is a minimal normal subgroup of $L$, the group $L$ acts transitively on the set $\left\{S_{1}, \cdots, S_{r}\right\}$. Thus $\left|L: N_{L}\left(S_{1}\right)\right|=\left|\operatorname{Orb}_{L}\left(S_{1}\right)\right|=r$. Let $T=\left\{t_{1}, \cdots, t_{r}\right\}$ be a right transversal of $N_{L}\left(S_{1}\right)$ in $L$. We define

$$
\begin{aligned}
\phi_{T}: L & \rightarrow X \imath \operatorname{Sym}(r) \\
l & \mapsto\left(\phi\left(t_{1} l t_{1 \pi}^{-1}\right), \cdots, \phi\left(t_{r} l t_{r \pi}^{-1}\right)\right)
\end{aligned}
$$

where $\pi$ is a permutation in $\operatorname{Sym}(r)$ such that $t_{i} l t_{i \pi}^{-1} \in N_{L}\left(S_{1}\right)$ for $i=1, \cdots, r$. Note that the map $\phi_{T}$ is injective, so we may identify $L$ with its image in $X 2 \operatorname{Sym}(r)$ such that $N=\operatorname{soc}(L)$ is contained in the base group $X^{r}$ and $S_{i}$ is contained in the $i$ th component $X_{i}$, where $X_{i} \cong X$ for every $i=1, \cdots, r$.

A subgroup $H$ of $L$ is called useful if $H$ supplements $N$ in $L$ and $H$ is an intersection of maximal subgroups of $L$. In particular, any maximal subgroup of $L$ not containing $N$ is useful. Let $M$ be a useful maximal subgroup of $L$ and let $Y=\phi(M \cap N)$. We say that $M$ is of product type if $Y \neq 1$ and $\operatorname{Inn}(S) \neq Y$, of diagonal type if $\operatorname{Inn}(S)=Y$, and of complement type if $Y=1$. If $M$ is of diagonal type, then $M \cap N$ is a subdirect product of $S_{1} \times \cdots \times S_{r}$, so $M \cap N \cong S^{u}$ with $0<u<r$ (see [BBE06, p. 28]).

Lemma 2.2.1 ([DL07a, Lemma 2.1]). Let $Y$ be a maximal subgroup of $X$ such that $Y S=X$. Then $K=(Y$ Sym $(r)) \cap L$ is a maximal useful subgroup of $L$, with $\phi\left(N_{K}\left(S_{1}\right)\right)=Y$ and $K \cap N=(S \cap Y)^{r}$.

Proof. Let $R=Y$ Sym $(r)$ then $K N=(R \cap L) N=R N \cap L=L$. Moreover, $K \cap N=$ $(R \cap L) \cap N=R \cap N=(Y \cap S)^{r}$. Let $H=\phi\left(N_{K}\left(S_{1}\right)\right)$. Since $L=K N$ then $H S=X$. On the other hand, for every $y \in Y \cap S, y^{r} \in K \cap N=(Y \cap S)^{r}$ and so $y \in H=\phi\left(N_{K}\left(S_{1}\right)\right)$. From that, we have that $Y \cap S \leq H$. Thus $Y=H S \cap Y=H(Y \cap S)=H$ since $H=$ $\phi\left(N_{K}\left(S_{1}\right)\right) \leq Y$.

It is shown in [BBE06, Proposition 1.1.16] that any maximal subgroup of an almost simple group has a nontrivial intersection with the socle, so $S \cap Y \neq 1$. Moreover $S \cap Y \unlhd$ $Y$ and it follows that $Y=N_{X}(S \cap Y)$ since $Y$ is maximal in $X$. So $K=N_{L}\left((S \cap Y)^{r}\right)$.

Let $M$ be a maximal subgroup of $L$ containing $K$. We claim that $\phi\left(N_{M}\left(S_{1}\right)\right) \neq X$. If so, then from the fact that $Y$ is maximal in $X$ and $Y=\phi\left(N_{K}\left(S_{1}\right)\right) \leq \phi\left(N_{M}\left(S_{1}\right)\right)$ we obtain that $Y=\phi\left(N_{M}\left(S_{1}\right)\right)$. Then for any $\phi(m) \in \phi(M \cap N), m \in M \cap N$ normalizes $S_{1}$, so $\phi(m) \in \phi\left(N_{M}\left(S_{1}\right)\right)=Y$. Thus $\phi(M \cap N)=Y \cap S$, so $M \cap N \leq(Y \cap S)^{r}$. Since $(Y \cap S)^{r} \leq$ $M \cap N$, we obtain that $M \cap N=(Y \cap S)^{r}=K \cap N$. Thus $M \leq N_{L}\left((S \cap Y)^{r}\right)=K$ which implies that $K$ is maximal in $L$, and the Lemma is proved.
Proof of the claim. Assume by contradiction that $\phi\left(N_{M}\left(S_{1}\right)\right)=X$. Let $x=\phi(m) \in X=$ $\phi\left(N_{M}\left(S_{1}\right)\right)$ and $t=\phi(n) \in \phi(M \cap N)$. Then we have that $t^{x}=\phi\left(n^{m}\right) \in \phi(M \cap N)$ since $M \cap N \triangleleft M$. Hence $\phi(M \cap N)$ is normalized by $X$, and so $\phi(M \cap N)=S$, thus $M$ is of diagonal type. Therefore, there is a partition $J_{1}, \cdots, J_{u}$ of $\{1, \cdots, r\}$ such that

$$
M \cap N=\triangle_{1} \times \cdots \times \triangle_{u} \neq S^{r}
$$

where $\triangle_{i}$ is a diagonal subgroup of $S^{J_{i}}$. We have that

$$
(S \cap Y)^{r} \leq M \cap N=\triangle_{1} \times \cdots \times \triangle_{u}
$$

This implies $S \cap Y=1$ which is a contradiction. Hence the claim is proved.
As a consequence of Lemma 2.2.1, we have the following.
Corollary 2.2.2. The index of $K$ in $L$ is $|L: K|=|X: Y|^{r}$.
Hence, we have shown that if $X$ contains a useful maximal subgroup $Y$ then $L$ also contains a useful maximal subgroup $K$ with $K \cap N=(S \cap Y)^{r}$. More generally, we have the following result.

Lemma 2.2.3 ([DL07a, Lemma 2.2]). Suppose that $Y \leq X$ satisfies :
(1) $X=Y S$.
(2) $Y$ is an intersection of maximal subgroups of $X$.

Then there exists a useful subgroup $U$ of $L$ which can be written as an intersection of maximal subgroups of $L$ of product type and such that $U \cap N=(Y \cap S)^{r}$.

Proof. Assume that $Y=Y_{1} \cap \cdots \cap Y_{s}$ with $Y_{i}$ is maximal in $X$, for $i=1, \cdots, s$. Since $X=Y S$ then $X=Y_{i} S, i=1, \cdots$, s. By Lemma 2.2.1, we have that $K_{i}=\left(Y_{i}\langle\operatorname{Sym}(r)) \cap L\right.$ is maximal in $X$ and $K_{i} \cap N=\left(Y_{i} \cap S\right)^{r}$ for all $i=1, \cdots, s$. So all the $K_{i}$ 's are of product type.

Let $U=\bigcap_{i} K_{i}$ and $R=Y \imath \operatorname{Sym}(r)$. Since $R \cap L=(Y \imath \operatorname{Sym}(r)) \cap L \leq K_{i}$, for all $i=1, \cdots, s$, we get that $R \cap L \leq U$. Moreover, since $(R \cap L) N=L$ then $U N=L$. And we also have

$$
U \cap N=\cap_{i}\left(K_{i} \cap N\right)=\cap_{i}\left(Y_{i} \cap S\right)^{r}=\left(\cap_{i}\left(Y_{i} \cap S\right)\right)^{r}=(Y \cap S)^{r}
$$

In particular, we have

$$
|L: U|=|N U: U|=|N: N \cap U|=\left|N:(Y \cap S)^{r}\right|=|S: Y \cap S|^{r}=|Y S: Y|^{r}=|X: Y|^{r} .
$$

So now, for every positive integer $n$, put

$$
b_{n}=b_{n}(L)=\sum_{\substack{|L: U|=n \\ U N=L}} \mu_{L}(U) .
$$

Lemma 2.2.4 ([DL07a, Lemma 2.3]). Suppose that the integer $m$ has the following properties :

- There exists a prime $p$ which divides the order of $S$ but does not divide $m$.
- $X$ contains at least one subgroup $Y$ with $|X: Y|=m, Y S=X$ and $\mu_{X}(Y) \neq 0$. Moreover, $\mu_{X}(Z)=\mu_{X}(Y)$ for all $Z$ sharing these properties.

Then $b_{m^{r}} \neq 0$.

Proof. Let $\mu=m^{r}$. Recall that by the proof of Lemma 2.2.1, a useful maximal subgroup of $L$ of diagonal type has index $|S|^{u}$ for $0<u<r$. By hypothesis, $|S|^{u}$ cannot divide $\mu$ and this implies that a useful subgroup $U$ with $|L: U|=\mu$ can be contained only in maximal subgroups of product type.

Suppose that $U$ is a useful subgroup of $L$ with $|L: U|=\mu$. Let $A=\phi\left(N_{U}\left(S_{1}\right)\right)$. Since $U N=L$, we have $A S=X$. Let $T=\left\{t_{1}, \cdots, t_{r}\right\}$ be a right transversal of $N_{U}\left(S_{1}\right)$ in $U$. As $U N=L$ and $N \leq N_{L}\left(S_{1}\right)$, then $N_{L}\left(S_{1}\right)=N_{U}\left(S_{1}\right) N$, and we can view $T$ as a right transversal of $N_{L}\left(S_{1}\right)$ in $L$. We use this transversal to define our embedding:

$$
\phi_{T}: L \rightarrow X \imath \operatorname{Sym}(r) .
$$

Let $U \leq M \leq L$ and $B:=\phi\left(N_{M}\left(S_{1}\right)\right)$. Notice that $t_{i} \in U \leq M$ for each $1 \leq j \leq r$, so for $m \in M$ we have that $\phi\left(t_{i} m t_{i \pi}^{-1}\right) \in \phi\left(N_{L}\left(S_{1}\right) \cap M\right)=\phi\left(N_{M}\left(S_{1}\right)\right)=B$, this means $M \leq B \imath \operatorname{Sym}(r)$. So $U \leq A \imath \operatorname{Sym}(r)$ (where $A=N_{U}\left(S_{1}\right)$ ).

If $M$ is maximal in $L$ then $M=(B \backslash \operatorname{Sym}(r)) \cap L$. By Lemma 2.2.1. if $B$ is maximal in $X$ then $K_{B}=(B \imath \operatorname{Sym}(r)) \cap L$ is a maximal useful subgroup of $L$ containing $U$. Let $\mathfrak{B}$ be the set of maximal subgroups of $X$ containing $A$ and $\mathfrak{M}$ be the set of maximal subgroups of $L$ containing $U$. So the map $B \mapsto K_{B}$ is a bijection between $\mathfrak{B}$ and $\mathfrak{M}$. Moreover if $B_{1}, \cdots, B_{s} \in \mathfrak{B}$ then

$$
K_{B_{1}} \cap \cdots \cap K_{B_{s}}=L \cap\left(\left(B_{1} \cap \cdots \cap B_{s}\right)\langle\operatorname{Sym}(r)) .\right.
$$

Let $E=K_{B_{1}} \cap \cdots \cap K_{B_{s}}$, notice that $\left(B_{1} \cap \cdots \cap B_{s} \cap S\right)^{r} \leq E$, then

$$
B_{1} \cap \cdots \cap B_{S} \cap S \leq \phi\left(N_{E}\left(S_{1}\right)\right) \leq B_{1} \cap \cdots \cap B_{s}
$$

In addition $\phi\left(N_{E}\left(S_{1}\right)\right) \geq \phi\left(N_{U}\left(S_{1}\right)\right)=A$, we have that

$$
\phi\left(N_{E}\left(S_{1}\right)\right) \geq\left(B_{1} \cap \cdots \cap B_{S} \cap S\right) A=B_{1} \cap \cdots \cap B_{S} \cap S A=B_{1} \cap \cdots \cap B_{s}
$$

So

$$
\phi\left(N_{E}\left(S_{1}\right)\right)=B_{1} \cap \cdots \cap B_{s} .
$$

This ensures that the map

$$
B_{1} \cap \cdots \cap B_{s} \mapsto L \cap\left(\left(B_{1} \cap \cdots \cap B_{s}\right)\langle\operatorname{Sym}(r))\right.
$$

is an ordered-preserving bijection between the subgroup lattice of $X$ generated by $\mathfrak{B}$ and that of $L$ generated by $\mathfrak{M}$. In particular, we have
(1) $U=(A \imath \operatorname{Sym}(r)) \cap L$.
(2) $\mu_{L}(U)=\mu_{X}(A)$.

Let $R=A \imath \operatorname{Sym}(r)$, we have

$$
|L: U|=|L R: R|=|X \imath \operatorname{Sym}(r): A \imath \operatorname{Sym}(r)|=|X: A|^{r}
$$

so $|L: U|=\mu=m^{r}$ implies $|X: A|=m$.
Let

$$
\mathfrak{L}=\left\{Z \leq X \text { such that }|X: Z|=m, Z S=X, \mu_{X}(Z) \neq 0\right\} .
$$

By hypothesis $\mathfrak{L} \neq \varnothing$, and there is $\gamma$ satisfying $\mu_{X}(Z)=\gamma$ for all $Z \in \mathfrak{L}$. Let

$$
\mathfrak{U}=\left\{U \leq L \text { such that } U \text { is useful in } L \text { and } \phi\left(N_{U}\left(S_{1}\right)\right) \in \mathfrak{L}\right\}
$$

So $\mu_{L}(U)=\gamma$ for each $U \in \mathfrak{U}$. Thus $b_{\mu}(L)=\sum_{U \in \mathfrak{U}} \mu_{L}(U)=\gamma|\mathfrak{U}|$. By hypothesis, $\mathfrak{L} \neq \varnothing$ so $\mathfrak{U} \neq \varnothing$. Hence $b_{\mu}(L) \neq 0$.

The number $\mu=m^{r}$ above is called a useful index of $L$, and $m$ is called a useful index of $X$. Moreover, we say that a useful index $m$ is a $u$-useful index when $u$ is a prime divisor of $m$.

Theorem 2.2.5 ([DL07a, Theorem 2.5]). Suppose that $X$ is an almost simple group with socle S. Then it admits a u-useful index for any prime divisor u of $|S|$.

As we've seen, when $X$ has a useful subgroup $Y$ of useful index $m$, then by Lemma 2.2.4, the group $L$ also contains a useful subgroup $U$ of index $|L: U|=|X: Y|^{r}=m^{r}$. The converse is also true by the following result.

Lemma 2.2.6 ([DL04b, Lemma 2]). If $n$ is a useful index of $L$ then there is a subgroup $Y$ of $X$ such that $X=Y S$ and $n=|X: Y|^{r}$.

Proof. Since $b_{n} \neq 0$, there is a subgroup $H$ of $L$ such that $L=H N,|L: H|=n$ and $\mu_{L}(H) \neq 0$. If $H$ is contained in some maximal subgroup $M$ of diagonal type, then $S \cap Y=$ 1 by the proof of Lemma 2.2.1, and $M \cap N=S^{u}$ where $0<u<r$, so $|L: M|=\mid M N$ : $M\left|=|N: M \cap N|=|S|^{r-u}\right.$. Thus $| S \mid$ divides $|L: M|$, hence it divides $|L: H|$ (since
$|L: H|=|L: M||M: H|)$, which is a contradiction. If follows that $H$ is an intersection of maximal subgroups $M$ of $L$ of product type.

So we have that $H \cap N=(S \cap Y)^{r}$ by Lemma 2.2.4 for a suitable supplement $Y$ of $S$ in $X$. Such a supplement $Y$ exists and it is exactly the group $A=\phi\left(N_{H}\left(S_{1}\right)\right)$ in the proof of Lemma 2.2.5. Therefore

$$
n=|L: H|=|N: H \cap N|=|S: S \cap Y|^{r}=|Y S: Y|^{r}=|X: Y|^{r} .
$$

Lemma 2.2.7. Let $u$ be a positive integer such that there is a prime $p$ that divides the order of $S$ and does not divide $u$. Let $\mathfrak{U}$ be the set of all subgroups $Y$ of $X$ such that $|X: Y|=u$ and $Y S=X$. If $\mathfrak{U} \neq \varnothing$ and every subgroup of $\mathfrak{U}$ is maximal, then $u^{r}$ is a useful index of $L$ and $b_{u^{r}}<0$.

Proof. If $\mathfrak{U} \neq \varnothing$ and every $Y \in \mathfrak{U}$ is maximal then by Lemma 2.2.1, there is a maximal subgroup $M$ of $L$ such that $|L: M|=u^{r}$. So $u^{r}$ is a useful index of $L$. Let $\mathfrak{L}$ be the set of such maximal subgroups $M$. By the proof of Lemma 2.2.4, we have that

$$
b_{u^{r}}=\gamma \cdot|\mathfrak{L}|=|\mathfrak{L}| \cdot \mu_{L}(M)=|\mathfrak{L}| \cdot \mu_{X}(Y)=-|\mathfrak{L}|<0
$$

Lemma 2.2.1 shows that if $Y$ is a useful subgroup of $X$ then there exists a useful subgroup $U$ of $L$ such that $U \cap N=(Y \cap S)^{r}$. Moreover, in the proof of Lemma 2.2.5, we get that $U$ is exactly $U=\left(Y\ulcorner\operatorname{Sym}(r)) \cap L\right.$, and $\mu_{L}(U)=\mu_{X}(Y)\left(\right.$ note that $Y=\phi\left(N_{U}\left(S_{1}\right)\right)$ ). Such a $U$ satisfies the conditions that

- $U \cap N=\left(U \cap S_{1}\right) \times \cdots \times\left(U \cap S_{r}\right)$;
- $U$ is an intersection of maximal subgroups of product type (by Lemma 2.2.3).

Let $\mathcal{U}_{Y}$ be the set of such subgroups $U$ with respect to $Y$.
Proposition 2.2.8. If $U$ and $V$ are both in $\mathcal{U}_{Y}$, then $U$ and $V$ are $E$-conjugate where $E=S_{2} \times$ $\cdots \times S_{r}$. Moreover, the cardinality of $\mathcal{U}_{Y}$ is

$$
\left|\mathcal{U}_{Y}\right|=\left|E: N_{E}(U)\right|=|X: Y|^{r-1}
$$

Proof. We first claim that $N_{U}\left(S_{1}\right) E \leq N_{V}\left(S_{1}\right) E$. Indeed let $x \in N_{U}\left(S_{1}\right) E$. Since $U N=$ $V N$, we have $N_{U}\left(S_{1}\right) N=N_{V}\left(S_{1}\right) N$. Hence there is an element $s \in S_{1}$ such that $x s \in$ $N_{V}\left(S_{1}\right) E$. Moreover, we have that $\phi(x) \in \phi\left(N_{U}\left(S_{1}\right)\right)=Y$ and $\phi(x s) \in \phi\left(N_{V}\left(S_{1}\right)\right)=Y$, and so $\phi(s) \in Y \cap S$. This implies that $s \in \phi^{-1}(Y \cap S) \cap S_{1}=S_{1} \cap V$. Hence $x \in$ $N_{V}(S) E$. By the same argument, we get that $N_{V}\left(S_{1}\right) E \leq N_{U}\left(S_{1}\right) E$, and so $N_{U}\left(S_{1}\right) E=$ $N_{V}\left(S_{1}\right) E$. Therefore $N_{U}\left(S_{1}\right) E$ and $N_{V}\left(S_{1}\right) E$ are supplements of $N / E$ in $N_{L}\left(S_{1}\right) / E$. By [BBE06, Theorem 1.1.35], two groups $U$ and $V$ are $E$-conjugate.

Now let $k=\left(s_{1}, \cdots, s_{r}\right) \in E$ (hence $s_{1}=1$ ), $u=\left(y_{1}, \cdots, y_{r}\right) \alpha \in U$ and $\pi_{1}: U \rightarrow Y$ the projection from $U$ to the first component $Y$ of $Y$ Sym $(r)$, then

$$
\pi_{1}\left(\left[k, u^{-1}\right]\right)=y_{1} s_{1 \alpha} y_{1}^{-1} \in Y, \text { hence } s_{1 \alpha} \in Y \cap S
$$

Since $L=U N$, for each $i \in\{1, \cdots, r\}$ there exists $\left(y_{1}, \cdots, y_{r}\right) \alpha \in U$ with $1 \alpha=i$, hence

$$
N_{E}(U)=(Y \cap S)^{r-1}
$$

and so

$$
\left|E: N_{E}(U)\right|=|S: Y \cap S|^{r-1}=|X: Y|^{r-1}
$$

As a consequence of Proposition 2.2.8, we have that

$$
\begin{equation*}
\sum_{U N=L} \frac{\mu_{L}(U)}{|L: U|^{s}}=\sum_{X S=Y} \frac{|X: Y|^{r-1} \mu_{X}(Y)}{\left(|X: Y|^{r}\right)^{s}}=\sum_{Y S=X} \frac{\mu_{X}(Y)}{|X: Y|^{r S-r+1}} \tag{2.6}
\end{equation*}
$$

With our $L, N, X, S$ as above, let

$$
P_{L, N}(s)=\sum_{n=1}^{\infty} \frac{b_{n}}{n^{s}} \quad \text { and } \quad P_{X, S}(r s-r+1)=\sum_{n=1}^{\infty} \frac{c_{n}}{n^{s}}
$$

If $p$ does not divide $n$ for some prime $p \in \pi(G)$, then by formula (2.6), we get that $b_{n}=c_{n}$. As a consequence, we obtain the following.

Corollary 2.2.9. Ser08 Assume that $L, N, X, S$ are as above and for a prime $p \in \pi(G)$, we have that

$$
\widetilde{P}_{L, i}^{(p)}(s)=P_{L, N}^{(p)}(s)=P_{X, S}^{(p)}(r s-r+1) .
$$

### 2.3 Subgroups of prime index in a finite group

As we have seen in Section 2.2, we have an approximation $P_{n}^{(p)}(s)$ of each factor $P_{n}(s)$ in the factorization $P_{G}(s)=\prod_{n} P_{n}(s)$ for each prime $p$. In this section, we discuss another approximation $P_{n, p}(s)$ for $P_{n}(s)$.

As noticed in Section 2.1, $P_{n}(s)$ depends on the structure of $P_{L, N}(s)$ where $L$ is the monolithic primitive group associated to the chief factor $N=G_{n} / G_{n+1}$. Hence, we generally focus on $P_{G, N}(s)$ where $N$ is a minimal normal subgroup of a finite group $G$.

Now let $G$ be a finite group and $N$ a minimal normal subgroup of $G$. The series $P_{G, N}(s)$ can be written as

$$
P_{G, N}(s)=\sum_{n} \frac{b_{n}}{n^{s}} \quad \text { where } \quad b_{n}=\sum_{\substack{|G: H|=n \\ G=H N}} \mu_{G}(H)
$$

We also have that

$$
P_{G, N, p}(s)=\sum_{r} \frac{b_{p^{r}}}{\left(p^{r}\right)^{s}} .
$$

Therefore, we focus on subgroups of prime power index in G. Guralnick gave us a very useful description for subgroups of prime power index in finite simple groups as the following.

Theorem 2.3.1. Gur83] Let $S$ be a nonabelian simple group with $K<S$ and $|S: K|=p^{a}, p$ prime. Then one of the following holds:
(a) $S=\operatorname{Alt}(n)$ and $K \cong \operatorname{Alt}(n-1)$ with $n=p^{a}$.
(b) $S=P S L_{n}(q)$ and $K$ is the stabilizer of a line or hyperplane. Then $|S: K|=\left(q^{n}-1\right) /(q-$ $1)=p^{a}$ ( $n$ must be prime).
(c) $S=P S L_{2}(11)$ and $K \cong \operatorname{Alt}(5)$.
(d) $S=M_{23}$ and $K \cong M_{22}$ or $S=M_{11}$ and $K \cong M_{10}$.
(e) $S=\operatorname{PSU}_{4}(2) \cong P S p_{4}(3)$ and $K$ is a parabolic subgroup of index 27 .

Corollary 2.3.2. The group $P S L_{2}(7)$ is the only simple group with subgroups of two different prime power indices. Moreover, if $p$ is a prime and a finite nonabelian simple group $S$ contains two subgroups $K_{1}$ and $K_{2}$ with $\left|S: K_{1}\right|=p^{a_{1}}$ and $\left|S: K_{2}\right|=p^{a_{2}}$ then $a_{1}=a_{2}$.

This gives us a powerful tool in analyzing the subgroups of prime index in finite groups as the following.

Proposition 2.3.3. DL02, Theorem 13] Suppose that $N$ is a minimal normal subgroup of a finite group $G$. Let $p$ be a prime and define $\mathcal{H}$ to be the set of proper subgroups of $G$ which supplement $N$ and whose index in $G$ is a power of $p$. Then either $\mathcal{H}=\varnothing$ or there exists a positive integer a such that $|G: H|=p^{a}$ for any $H \in \mathcal{H}$. In the second case, any $H \in \mathcal{H}$ is a maximal subgroup of G.

Proof. Assume that $N$ is abelian. If $H \in \mathcal{H}$ then $|G: H|=p^{a}$ and $G=H N$. Since $N$ is abelian, $H$ is a complement of $N$ in $G$ and so $|G: H|=|N|=p^{a}$. Also $H$ is maximal in $G$. Therefore, $\mathcal{H} \neq \varnothing$ if and only if $N$ is a $p$-group and has a complement in $G$. In addition, $\mathcal{H}$ coincides with the set of all complements of $N$ in $G$. Therefore, $|G: H|=p^{a}$ for all $H \in \mathcal{H}$.

Assume now that $N$ is nonabelian. In this case, there exist a positive integer $r$ and a nonabelian simple group $S$ such that $N=S_{1} \times \cdots \times S_{r}$ with $S_{i} \cong S$ for $i=1, \cdots, r$. Let $H$ be a supplement of $N$ in $G$ with $|G: H|=p^{a}$ for some $0 \neq a \in \mathbb{N}$ and $p$ a prime. Then $|N: H \cap N|=|G: H|=p^{a}$. Since $H$ acts transitively on the set $\left\{S_{1}, \cdots, S_{r}\right\}$, we get that either $H \cap N$ is isomorphic to a subgroup of $K^{r}$ where $K<S$, or $H \cap N \cong S^{u}$ with $u<r$ (see for example the proof of the $\mathrm{O}^{\prime}$ Nan-Scott Theorem in [LPS88]). As $|N: H \cap N|=p^{a}$ and $N$ is nonabelian, only the first case occurs since otherwise $p^{a}=|N: H \cap N|=|S|^{u}$ would be divisible by a prime divisor $p \neq q$ of $|S|$, which is a contradiction. In particular, $H \cap N$ is isomorphic to a subgroup of $K^{r}$ with $K$ a proper subgroup of $S$. By Corollary 2.3.2, no proper subgroup of $K$ has $p$-power index in $S$, so, as $|N: N \cap H|=p^{a}$, we must have $H \cap N \cong K^{r}$. Also by the Corollary 2.3.2, the uniqueness of the index of $K$ implies that $|G: H|=p^{a}$ for all $H \in \mathcal{H}$. We need to prove that $H$ is a maximal subgroup : assume that $H$ is contained in a maximal subgroup $H<M<G$ with $|G: M|$ a $p$-power. By arguing as above, we have that $M \cap N \cong Y^{r}$ with $K<Y<S$, which contradicts Corollary 2.3.2, and so $H$ is maximal in $G$.

Now let $N=S_{1} \times \cdots S_{r} \cong S^{r}$ be a minimal normal subgroup of $G$ and $\mathcal{H}$ is the set of maximal supplements $H$ of $N$ in $G$ with $|G: H|=p^{a}$ for a fixed $0 \neq a \in \mathbb{N}$ and $p$ a
prime. If $\mathcal{H}=\varnothing$ then $P_{G, N, p}(s)=1$. Otherwise, by Proposition 2.3.3, we have that

$$
P_{G, N, p}(s)=1+\frac{b_{p^{a}}}{p^{a s}}
$$

Moreover, each $H \in \mathcal{H}$ is maximal, then $\mu_{G}(H)=-1$, and so $b_{p^{a}}=-|\mathcal{H}|$. Notice that $p^{a}=|G: H|=|N: H \cap N|=\left|S^{r}: K^{r}\right|=|S: K|^{r}$ where $K<S$ is as in the proof of Proposition 2.3.3. Hence $a=r \alpha$, say. Notice also that $b_{p^{a}}$ and $\alpha$ depend on the simple group $S$. Hence, we can write $P_{G, N, p}(s)$ as

$$
P_{G, N, p}(s)=1-\frac{c}{p^{\alpha r s}}, \text { where } c>0
$$

Now, we go back to the case of profinite groups. Let $G$ be a finitely generated profinite group and $\left\{G_{i}\right\}_{i \in \mathbb{N}}$ a descending chief series with $\bigcap_{i} G_{i}=1$. As in Section 2.1, $P_{G}(s)$ can be factorized as $P_{G}(s)=\prod_{i \in \mathbb{N}} P_{i}(s)$ where each $P_{i}(s)$ is the finite Dirichlet series associated to the chief factor $N_{i}=G_{i} / G_{i+1}$ and

$$
P_{i}(s)=\widetilde{P}_{L_{i}, j_{i}}(s)=P_{L_{i}, N_{i}}(s)+\cdots
$$

with $L_{i}$ the monolithic primitive group of which the socle is $N_{i}$. Let $p$ be a prime in $\pi(G)$, we have that

$$
P_{i, p}(s)=\widetilde{P}_{L_{i}, j_{i}, p}(s)=1-\frac{c_{i}}{\left(p^{\alpha_{i} r_{i}}\right)^{s}} .
$$

Therefore, we have that

$$
P_{G, p}(s)=\prod_{i \in \mathbb{N}}\left(1-\frac{c_{i}}{\left(p^{\alpha_{i} r_{i}}\right)^{s}}\right) .
$$

Hence, we have proved the following.

Proposition 2.3.4. Let $G$ be a finitely generated profinite group and $p$ a prime. Assume that $P_{G}(s)$ can be factorized as $P_{G}(s)=\prod_{i \in \mathbb{N}} P_{i}(s)$. Then for each $i \in \mathbb{N}$, there exist a positive integer $\alpha_{i}$ (depending only on $S_{i}$ ) and a non-negative integer $c_{i}$ such that

$$
P_{G, p}(s)=\prod_{i \in \mathbb{N}}\left(1-\frac{c_{i}}{\left(p^{\alpha_{i} r_{i}}\right)^{s}}\right) .
$$

### 2.4 Rational functions and the Skolem-Mahler-Lech theorem

In this section, we present the tools from number theory which help us deduce the finiteness property relating to a rational Dirichlet series. Let $F(s)=\sum_{n} a_{n} / n^{s}$ be a Dirichlet series with integer coefficients. Assume that $F(s)$ is a rational function, i.e., $F(s)$ is the quotient of two finite series, then by Lemma 1.2.5, its p-part

$$
F_{p}(s)=\sum_{r=1}^{\infty} \frac{a_{p^{r}}}{\left(p^{r}\right)^{s}}
$$

is also rational. Or more generally, we consider a rational formal power series $F(s)=$ $\sum_{n} a_{n} x^{n}$. One of the most important tools is the celebrated Skolem-Mahler-Lech theorem, which has the following useful consequence.

Proposition 2.4.1 ([VdP89, 5.2.1]). Let $c_{1}, \cdots, c_{r}, \alpha_{1}, \cdots, \alpha_{r}$ be algebraic numbers with the property that no quotient $\alpha_{i} / \alpha_{j}$ is a non-trivial root of unity. Then the exponential polynomial

$$
\phi(h)=c_{1} \alpha_{1}^{h}+\cdots+c_{r} \alpha_{r}^{h}
$$

vanishes for infinitely many integers honly if $\phi(h)$ is identically zero.

This gives us a tool to deduce the finiteness of a rational product as follows

Theorem 2.4.2 ([DL06c, Proposition 3.2]). Let $I \subseteq \mathbb{N}$ and let $\left\{\gamma_{i}\right\}_{i \in I},\left\{n_{i}\right\}_{i \in I}$ be positive integers such that
(i) for every $n \in \mathbb{N}$, the set $I_{n}=\left\{i \in I: n_{i}\right.$ divides $\left.n\right\}$ is finite, and
(ii) there exists a prime $q$ such that $q$ does not divide $n_{i}$ for any $i \in I$.

If

$$
F(x)=\prod_{i \in I}\left(1-\gamma_{i} x^{n_{i}}\right)
$$

is rational in $\mathbb{Z}[[x]]$, i.e., $F(x)$ is a quotient of two polynomials, then $I=\bigcup_{n \in \mathbb{N}} I_{n}$ is finite.

Proof. The hypothesis (i) assures us that $F(x)$ is well defined as a formal power series. Now we study $\log (F(x))$. By the formal Taylor expansion

$$
\log (1-x)=-\sum_{n=1}^{\infty} \frac{x^{n}}{n}
$$

we have that

$$
\begin{aligned}
\log (F(x)) & =\log \left(\prod_{i \in I}\left(1-\gamma_{i} x^{n_{i}}\right)\right)=\sum_{i \in I} \log \left(1-\gamma_{i} x^{n_{i}}\right) \\
& =-\sum_{i \in I} \sum_{j=1}^{\infty} \frac{\gamma_{i}^{j}\left(x^{n_{i}}\right)^{j}}{j} .
\end{aligned}
$$

Multiplying the formal derivative of $\log (F(x))$ by $(-x)$ we have

$$
-x(\log (F(x)))^{\prime}=\sum_{i \in I} \sum_{j=1}^{\infty} n_{i} \gamma_{i}^{j}\left(x^{n_{i}}\right)^{j}=\sum_{n} w(n) x^{n}
$$

where

$$
\begin{equation*}
w(n)=\sum_{i \in I_{n}} n_{i} \gamma_{i}^{n / n_{i}} \tag{2.7}
\end{equation*}
$$

Since $F(x)$ is rational, there are polynomial $S(x)$ and $Q(x)$ in $\mathbb{Z}[x]$ such that $F(x)=$ $S(x) / Q(x)$. Let

$$
S(x)=\left(1-\alpha_{1} x\right) \cdots\left(1-\alpha_{s} x\right) \text { and } \quad Q(x)=\left(1-\beta_{1} x\right) \cdots\left(1-\beta_{r} x\right)
$$

for complex numbers $\alpha_{i}, \beta_{i}, i=1, \cdots, s, j=1, \cdots, r$. Hence

$$
\begin{aligned}
\log (F(x)) & =\log \left(\frac{\left(1-\alpha_{1} x\right) \cdots\left(1-\alpha_{s} x\right)}{\left(1-\beta_{1} x\right) \cdots\left(1-\beta_{r} x\right)}\right) \\
& =\sum_{i=1}^{s} \log \left(1-\alpha_{i} x\right)-\sum_{l=1}^{r} \log \left(1-\beta_{l} x\right) \\
& =-\sum_{i, j} \frac{\alpha_{i}^{j} x^{j}}{j}+\sum_{l, j} \frac{\beta_{l}^{j} x^{j}}{j}
\end{aligned}
$$

and

$$
-x(\log (F(x)))^{\prime}=\sum_{i, j} \alpha_{i}^{j} x^{j}-\sum_{l, j} \beta_{l}^{j} x^{j}=\sum_{n} w^{*}(n) x^{n}
$$

where

$$
\begin{equation*}
w^{*}(n)=\alpha_{1}^{n}+\cdots+\alpha_{s}^{n}-\beta_{1}^{n}-\cdots-\beta_{r}^{n} . \tag{2.8}
\end{equation*}
$$

Comparing (2.7) and (2.8), we obtain, for every $n \in \mathbb{N}$, the following identity:

$$
\begin{equation*}
\alpha_{1}^{n}+\cdots+\alpha_{s}^{n}-\beta_{1}^{n}-\cdots-\beta_{r}^{n}=\sum_{i \in I_{n}} n_{i} \gamma_{i}^{n / n_{i}} \tag{2.9}
\end{equation*}
$$

Replacing in (2.9) $n$ by $n m$, we have

$$
\begin{equation*}
\sum_{i=1}^{s}\left(\alpha_{i}^{n}\right)^{m}-\sum_{i=1}^{r}\left(\beta_{i}^{n}\right)^{m}-\sum_{i \in I_{n}} n_{i}\left(\gamma_{i}^{n / n_{i}}\right)^{m}=\sum_{i \in I_{n m} \backslash I_{n}} n_{i} \gamma_{i}^{n m / n_{i}} \tag{2.10}
\end{equation*}
$$

Thus the exponential polynomial

$$
\begin{equation*}
\phi_{n}(m)=\sum_{i=1}^{s}\left(\alpha_{i}^{n}\right)^{m}-\sum_{i=1}^{r}\left(\beta_{i}^{n}\right)^{m}-\sum_{i \in I_{n}} n_{i}\left(\gamma_{i}^{n / n_{i}}\right)^{m} \tag{2.11}
\end{equation*}
$$

can be written, by (2.10), as

$$
\begin{equation*}
\phi_{n}(m)=\sum_{i \in I_{n m} \backslash I_{n}} n_{i} \gamma_{i}^{n m / n_{i}} . \tag{2.12}
\end{equation*}
$$

Let

$$
\Lambda_{n}=\left\{\alpha_{1}^{n}, \cdots, \alpha_{s}^{n}, \beta_{1}^{n}, \cdots, \beta_{r}^{n}, \gamma_{i}^{n / n_{i}} \mid i \in I_{n}\right\}
$$

To apply Proposition 2.4.1 to the exponential polynomial $\phi_{n}(m)$ we have to choose an integer $n$ such that no ratio of two elements in $\Lambda_{n}$ is a non-trivial root of unity. So define $\Omega$ to be the set of roots of unity of the form $\omega=x / y$ with $x, y \in\left\{\alpha_{i}, \cdots, \alpha_{s}, \beta_{1}, \cdots, \beta_{r}\right\}$ and let $e$ be the order of the group generated by $\Omega$. Then a ratio of elements of $\Lambda_{e}=$ $\left\{\alpha_{1}^{e}, \cdots, \alpha_{s}^{e}, \beta_{1}^{e}, \cdots, \beta_{r}^{e}, \gamma_{i}^{e / n_{i}} \mid i \in I_{e}\right\}$ is a non-trivial root of unity only if it is $\alpha_{j}^{e} / \gamma_{i}^{e / n_{i}}$ or $\beta_{k}^{e} / \gamma_{i}^{e / n_{i}}$ for some $i \in I_{e}$. As each $\gamma_{i}$ is a positive integer, we can choose an integer $d>0$ such that for every $x \in \Lambda_{e}$ the following holds:

$$
\text { if }\left(x^{d}\right)^{m} \in \mathbb{N} \text { for some } m \in \mathbb{N} \text { then } x^{d} \in \mathbb{N}
$$

Hence, for $n=e d$, the set $\Lambda_{n}$ contains no pair of elements whose ratio is a non-trivial root of unity.

By (ii) there exists a prime $q$ such that $q$ does not divide $n_{i}$ for any $i \in I$; this implies that

$$
I_{n q^{c}}=I_{n} \quad \text { for every } c \in \mathbb{N}
$$

Therefore, by equation (2.12),

$$
\phi_{n}\left(q^{r}\right)=0 \quad \text { for every } r \in \mathbb{N}
$$

and so the exponential polynomial $\phi_{n}(m)$ vanishes for infinitely many integers. Hence $\phi_{n}(m)$ satisfies the hypothesis of Proposition 2.4.1 and thus

$$
\phi_{n}(m)=0 \quad \text { for every } m \in \mathbb{N}
$$

Then, by identity (2.10), we obtain

$$
\sum_{i \in I_{n m} \backslash I_{n}} n_{i} \gamma^{n m / n_{i}}=0 \quad \text { for every } m \in \mathbb{N}
$$

and, since each $\gamma_{i}$ is a positive integer, we have

$$
I_{n m}=I_{n} \quad \text { for every } m \in \mathbb{N}
$$

Since every $i \in I$ belongs to $I_{n n_{i}}$, it follows that $I=I_{n}$. Then, by $(i)$,the set $I$ is finite.
The consequence of the Skolem-Mahler-Lech theorem in Theorem 2.4.2 gives us a tool to deduce the finiteness of an infinite product. However, as noted before, for a nonprosoluble group $G$, the factorization of $P_{G}(s)$ does not have a nice form as desired. Hence, we need to look for a way to produce another subproduct which is still rational. The reduction maps in Lemma 1.2.5 are not enough. The following slight modification of Proposition 4.3 in [DL07b] helps.

Proposition 2.4.3. Let $F(s)$ be a product of finite Dirichlet series:

$$
F(s)=\prod_{i \in I} F_{i}(s), \quad \text { where } F_{i}(s)=\sum_{n \in \mathbb{N}} \frac{b_{i, n}}{n^{s}}
$$

Let $q$ be a prime, $\alpha$ a positive integer and $\Lambda$ the set of positive integers divisible by $q$. Assume that there exists a set of positive integers $\left\{r_{i}\right\}_{i \in I}$ such that if $n \in \Lambda$ and $b_{i, n} \neq 0$ then $n$ is an $r_{i}$-th power of some integer and $v_{q}(n)=\alpha r_{i}$, where $v_{q}(n)$ is the $q$-adic valuation of $n$. Recall that for a rational number $a / b, v_{q}(a / b)=v_{q}(a)-v_{q}(b)$. Define

$$
w=\min \left\{x \in \mathbb{N} \mid v_{q}(x)=\alpha \text { and } b_{i, x^{r_{i}}} \neq 0 \text { for some } i \in I\right\} .
$$

If $F(s)$ is rational, then the product

$$
\begin{equation*}
F^{*}(s)=\prod_{i \in I}\left(1+\frac{b_{i, w^{r_{i}}}}{\left(w^{r_{i}}\right)^{s}}\right) \tag{2.13}
\end{equation*}
$$

is also rational.
Proof. In the product

$$
F(s)=\sum_{n \in \mathbb{N}} \frac{c_{n}}{n^{s}}
$$

each $n$ such that $c_{n} \neq 0$ satisfies $n \geq w^{v_{q}(n) / \alpha}$. For $n=w^{v_{q}(n) / \alpha}$, the coefficient $c_{n}$ in $F(s)$ is in fact the coefficient of $1 / n^{s}$ in the product $F^{*}(s)$ :

$$
F^{*}(s)=\prod_{i \in I}\left(1+\frac{b_{i, w^{r_{i}}}}{\left(w^{r_{i}}\right)^{s}}\right)=\sum_{t \in \mathbb{N}} \frac{c_{w^{t}}}{\left(w^{t}\right)^{s}} .
$$

Since $F(s)$ is rational, there is a finite Dirichlet series $A(s)=\sum a_{n} / n^{s}$ such that $F(s) A(s)$ is a finite series. Let

$$
\xi=\min \left\{x \in \mathbb{Q}_{>0} \left\lvert\, x=\frac{n}{w^{v_{q}(n) / \alpha}}\right. \text { and } a_{n} \neq 0\right\}
$$

and

$$
N=\left\{n \in \mathbb{N}: n=\xi w^{v_{q}(n) / \alpha} \text { and } a_{n} \neq 0\right\}
$$

By definition, $v_{q}(\xi)=1$, and for each $n \in \mathbb{N}$ such that $n=\xi w^{m / \alpha}$ with $\alpha$ divides $m \in \mathbb{N}$ we have that $v_{q}(n)=m$. Hence

$$
N=\left\{\xi w^{m / \alpha}: a_{\tilde{\xi} w^{m / \alpha}} \neq 0, m \in \mathbb{N}, \alpha \mid m\right\}
$$

Define a new finite Dirichlet series

$$
A^{*}(s)=\sum_{n \in N} \frac{a_{n}}{n^{s}}=\sum_{m} \frac{a_{\xi w^{m / \alpha}}}{\left(\xi w^{m / \alpha}\right)^{s}}
$$

So

$$
F^{*}(s) A^{*}(s)=\sum_{\substack{\xi w^{m / \alpha} \in N \\ t \in \mathbb{N}}} \frac{a_{\tilde{\xi} w^{m / \alpha} c_{w^{t}}}^{\left(\xi w^{m / \alpha+t}\right)^{s}} .}{}
$$

The coefficient of $1 /\left(\xi w^{m / \alpha+t}\right)^{s}$ in $F(s) A(s)$ is

$$
\sum_{l n=\xi w^{m / \alpha+t}} a_{l} c_{n} \text { where } l \in \mathbb{N}, n \geq w^{v_{q}(n) / \alpha}
$$

Take $l$ and $n$ such that $a_{l} c_{n} \neq 0$ and $l n=\xi w^{m / \alpha+t}$. If $n>w^{v_{q}(n) / \alpha}$ then

$$
\xi w^{m / \alpha+t}=\ln >l w^{v_{q}(n) / \alpha} .
$$

Since $v_{q}(l)+v_{q}(n)=m+\alpha t, l / w^{v_{q}(l) / \alpha}<\xi$ which is a contradiction. Hence $n=$ $w^{v_{q}(n) / \alpha}, l \in N$ and $c_{n} / n^{s}$ is a term of $F^{*}(s)$. So the coefficient of $1 /\left(\xi w^{m / \alpha+t}\right)^{s}$ in $F(s) A(s)$ is the coefficient of $1 /\left(\xi w^{m / \alpha+t}\right)^{s}$ in $F^{*}(s) A^{*}(s)$, and since $A(s) F(s)$ is finite, $F^{*}(s) A^{*}(s)$ is also finite, which implies that $F^{*}(s)$ is rational.

### 2.5 Tools from representation theory

As noticed in the previous section, in order to obtain the finiteness of the subseries $\widetilde{P}_{G}(s)$ by applying the Skolem-Mahler-Lech theorem, we need a good analysis of the behaviour of the set $\mathfrak{R}$ of the composition lengths $r_{i}$ of the non-Frattini factors $G_{i} / G_{i+1}$ of a chief series of $G$. In this section, we present results from representation theory that enable us to deal with composition lengths of a finitely generated profinite group $G$ with $\pi(G)$ finite.

Lemma 2.5.1. Let $G$ be a finitely generated profinite group. Then for each positive integer $n$, there are only finitely many non-Frattini factors in a chief series whose order is at most $n$.

Proof. Let $\Omega$ be the set of all non-Frattini chief factors with order at most $n$. Let $G_{i} / G_{i+1} \in$ $\Omega$. Since $G_{i} / G_{i+1}$ is non-Frattini, there is a maximal subgroup $M_{i}$ of $G$ such that $G_{i+1} \leq$ $M_{i}$ and $G=M_{i} G_{i}$. In particular, $\left|G: M_{i}\right|$ divides $\left|G_{i} / G_{i+1}\right|$. Thus $\left|G: M_{i}\right|$ is at most $n$. Note that if $i \neq j$ then $M_{i} \neq M_{j}$ : if $i<j$ then $G_{j} \leq G_{i+1}$, thus $M_{i}=M_{i} G_{j} \neq M_{j} G_{j}=G$ implies $M_{i} \neq M_{j}$. If $\Omega$ is infinite then there are infinitely many maximal subgroups with index at most $n$. This yields a contradiction since being a finitely generated group, $G$ has only finitely many subgroups of a given index (see [Hal50, Section 2]).

Corollary 2.5.2. Let $G$ be a finitely generated profinite group with $\pi(G)$ is finite. For a given positive integer $u$, there are only finitely many non-Frattini chief factors in a chief series whose composition length is at most $u$.

Proof. Assume that there are infinitely many non-Frattini chief factors whose composition length is at most $u$. One of the consequences of the classification of finite simple groups
is that, for any finite set $\pi$ of prime numbers, there are only finitely many simple groups $S$ with $\pi(S) \subseteq \pi$. In particular, since $\pi(G)$ is finite, then there are only finitely many nonabelian simple groups that appear as composition factors of the non-Frattini chief factors of $G$. Hence, there exist a simple group $S$ and $r \leq u$ such that there are infinitely many factors isomorphic to $S^{r}$ in a chief series of $G$. But this contradicts to Lemma 2.5.1.

We would like to know more about the prime divisors of the composition lengths in $\Re$. Note that, if $G_{i} / G_{i+1}$ is an abelian chief factor of $G$, then $G_{i} / G_{i+1} \cong C_{p_{i}}^{r_{i}}$ where $p_{i}$ is a suitable prime; in particular $r_{i}$ is the degree of an irreducible representation of $G / G_{i+1}$ over the field with $p_{i}$ elements. This motivates us to employ representation theory in studying the composition lengths. We recall some results from [DL07b, Section 5].

Let $\pi$ be a finite set of prime numbers and let $\mathfrak{H}$ be the set of finite simple groups $S$ such that $\pi(S) \subseteq \pi$. Let $\mathfrak{Q}$ be the set of quasisimple groups $Q$ such that $Q / Z(Q) \in \mathfrak{H}$. Since the universal cover of a finite nonabelian simple group is finite (see [Asc00, 33.10]), for each nonabelian simple group $S$, there are only finitely many quasisimple group $Q$ such that $Q / Z(Q)=S$. As the set $\mathfrak{H}$ is finite, it follows that $\mathfrak{Q}$ is a finite set. For every prime $p$, define $\alpha_{p}$ to be the largest prime dividing the degree of an absolutely irreducible $\mathbb{F}_{p} Q$-module for some $Q \in \mathfrak{Q}$. Finally, we set

$$
\eta=\max \left(\left\{\alpha_{p}\right\}_{p \in \pi} \cup \pi\right)
$$

Proposition 2.5.3 ([DL07b, Lemma 5.1]). Let $n$ be the degree of an irreducible linear representation over a finite field of a $\pi$-group $H$. If $q$ is a prime divisor of $n$ then $q \leq \eta$.

Corollary 2.5.4. Let $G$ be a finitely generated profinite group. If $\pi(G)$ finite then there is a prime $t$ such that no element of $\mathfrak{R}$ is divisible by $t$.

Proof. Let $X / Y \cong S_{1} \times \cdots \times S_{r} \cong S^{r}$, where $r \in \Re$, be a non-Frattini chief factor of $G$. Let $u$ be a prime divisor of $r$. If $S$ is abelian then $u \leq \eta$ by Proposition 2.5.3. If $S$ is nonabelian, then the conjugacy action of $G / Y$ on the normal subgroup $X / Y$ induces a transitive permutation representation on the set $\left\{S_{1}, \cdots, S_{r}\right\}$. Thus $r$, and hence $u$, divides the order of $G / Y$. Therefore $u \in \pi(G)$. Since $\pi(G)$ is finite, the result follows.

Corollary 2.5.5. Let $G$ be a finitely generated profinite group and assume that $\pi(G)$ is finite. Let $\left(r_{i}\right)$ be the sequence of the composition lengths of the non-Frattini factors in a chief series of $G$.

Assume that there exists a positive integer $q$ and a sequence $c_{i}$ of nonnegative integers such that the formal product

$$
H(s)=\prod_{i}\left(1-\frac{c_{i}}{\left(q^{r_{i}}\right)^{s}}\right)
$$

is rational. Then $c_{i}=0$ for all but finitely many indices $i$.
Proof. By Corollary 2.5.4, there is a prime $t$ such that $t$ does not divide any $r_{i}$. In addition, by Corollary 2.5.2, the set $I_{n}=\left\{i: r_{i}\right.$ divides $\left.n\right\}$ is finite for each positive integer $n$. Hence, if $H(s)$ is rational then, by Theorem 2.4.2, the product $H(s)$ is a finite product. The result follows.

### 2.6 Steps of the proofs

We present our stragegy and the steps of our proofs. Let $G$ be a finitely generated profinite group of which the probabilistic zeta function $P_{G}(s)$ is rational. Let $\left\{G_{i}\right\}_{i \in \mathbb{N}}$ be a chief series of $G$ satisfying $G_{1}=G, \bigcap_{i \in \mathbb{N}} G_{i}=1$ and $G_{i} / G_{i+1}$ is a minimal normal subgroup of $G / G_{i+1}$ for each $i \in \mathbb{N}$. Notice that for each $i$, the chief factor $G_{i} / G_{i+1}$ gives us the following information:

- $G_{i} / G_{i+1} \cong S_{i}^{r_{i}}$ where $S_{i}$ is a simple group and $r_{i}$ the composition length of $G_{i} / G_{i+1}$.
- As described in Section 2.1 , there exists a monolithic group $L_{i}$ associated to the chief factor $G_{i} / G_{i+1}$ with $\operatorname{soc}\left(L_{i}\right) \cong S_{i}^{r_{i}}$.
- In particular, when $S_{i}$ is nonabelian, there is also an associated almost simple group $S_{i} \leq X_{i} \leq \operatorname{Aut}\left(S_{i}\right)$ whose socle is isomorphic to $S_{i}$. That is the image of $N_{L_{i}}\left(S_{i}\right)$ in Aut $\left(S_{i}\right)$ under the conjugacy action on $S_{i}$ (as described in Section 2.2).

As described in Section 2.1, to every chief factor $G_{i} / G_{i+1}$, a finite series

$$
P_{i}(s)=\sum_{i \in \mathbb{N}} \frac{b_{i, n}}{n^{s}}
$$

is associated and the probabilistic zeta function $P_{G}(s)$ can be factorized as

$$
P_{G}(s)=\prod_{i \in \mathbb{N}} P_{i}(s)
$$

If $G_{i} / G_{i+1}$ is Frattini, i.e., $G_{i} / G_{i+1} \leq \operatorname{Frat}\left(G / G_{i+1}\right)$, then $G_{i} / G_{i+1}$ is abelian and $P_{i}(s)=1$. If $G_{i} / G_{i+1}$ is non-Frattini then $P_{i}(s) \neq 1$ and either $G_{i} / G_{i+1}$ is nonabelian or it is complemented in $G / G_{i+1}$. In particular, let $J$ be the set of indices $i$ with $G_{i} / G_{i+1}$ non-Frattini. Then we can write $P_{G}(s)$ as

$$
P_{G}(s)=\prod_{i \in J} P_{i}(s) .
$$

For any series $C(s)=\sum_{n=1}^{\infty} c_{n} / n^{s}$, define $\pi(C(s))$ to be the set of the primes dividing the integers $n$ for which $c_{n} \neq 0$. Notice that if $C(s)=A(s) / B(s)$ is rational then $\pi(C(s)) \subseteq \pi(A(s)) \cup \pi(B(s))$ is finite.

## - Step 1 : Prove that $\pi(G)$ is finite.

We first have the following useful lemma:
Lemma 2.6.1 ([DL07b, Lemma 3.1]). Let $G$ be a finitely generated profinite group and let $q$ be a prime with $q \notin \pi\left(P_{G}(s)\right)$. Then, for any $i \in J$, the following assertions hold
1.If $G_{i} / G_{i+1}$ is a non-Frattini abelian chief factor, then $\left|G_{i} / G_{i+1}\right|$ is not a $q$-power.
2.If $G_{i} / G_{i+1}$ is nonabelian, then the almost simple group $X_{i}$ has no maximal subgroup of $q$-power index supplementing $S_{i}$ in $X_{i}$.

Proof. First note that $G$ has no proper subgroups of $q$-power index : assume for a contradiction that the set $\Omega$ of proper subgroups of $q$-power index in $G$ is not empty. Choose $q^{t}$ to be the minimal index of all subgroups in $\Omega$. Note that $|G: H|=q^{t}$ implies that $H$ is maximal in $G$, and consequently $\mu_{G}(H)=-1$. Therefore the coefficient $a_{q^{t}}=\sum_{|G: H|=q^{t}} \mu_{G}(H)$ is non-zero, which contradicts the definition of $\pi\left(P_{G}(s)\right)$.

If $G_{i} / G_{i+1}$ is a non-Frattini abelian chief factor then $G_{i} / G_{i+1}$ has a complement $M / G_{i+1}$ in $G / G_{i+1}$. If the order of $G_{i} / G_{i+1}$ is a $q$-power, then $M$ is a subgroup of $q$-power index in $G$, which is a contradiction. Hence $\left|G_{i} / G_{i+1}\right|$ is a not a $q$-power. This proves the first assertion.

If $G_{i} / G_{i+1}$ is a nonabelian chief factor and $X_{i}$ has a maximal subgroup of $q$-power index supplementing $S_{i}$ in $X_{i}$, say $q^{t}$, then by Lemma 2.2.1 and Corollary 2.2.2, the monolithic group $L_{i}$ has a maximal subgroup of index $\left(q^{t}\right)^{r_{i}}$. Since $L_{i}$ is an epimorphic image of $G$,
as a consequence, $G$ itself has a subgroup of $q$-power index, which is a contradiction. The second assertion follows.

In the case of prosoluble groups, Lemma 2.6.1 leads immediately to the conclusion that $\pi(G)$ is finite if $P_{G}(s)$ is rational. This is also true for non-prosoluble groups in our assumption in this thesis but the argument is more complicated. However, we also have from Lemma 2.6.1 that $\Gamma$ contains only finitely many abelian groups, where $\Gamma$ is the set of simple groups that appear as composition factors in non-Frattini chief factors of $G$, that is the set of simple groups $S_{i}$ for $i \in J$. Hence our main purpose in this step is to prove that $\Gamma$ contains only finitely many nonabelian simple groups. Once $\Gamma$ is finite, $\pi(G)$ will immediately be finite by the following result.

Corollary 2.6.2. The set $\pi(G)$ is finite.
Proof. Let $\pi=\bigcup_{i \in J} \pi\left(G_{i} / G_{i+1}\right)=\bigcup_{S \in \Gamma} \pi(S)$. Since $\Gamma$ is finite, it suffices to prove that $\pi(G)=\pi$. Assume, by contradiction, $q \in \pi(G) \backslash \pi$. There exists $i \in \mathbb{N}$ such that $G_{i} / G_{i+1}$ is a Frattini chief factor of $q$-power order while $q$ does not divide $\left|G / G_{i}\right|$, which is the index of $G_{i} / G_{i+1}$ in $G / G_{i+1}$. By the Schur-Zassenhaus Theorem, $G_{i} / G_{i+1}$ has a complement in $G / G_{i+1}$, but this contradicts the assumption that $G_{i} / G_{i+1}$ is contained in the Frattini subgroup of $G / G_{i+1}$.

In order to prove that $\Gamma$ is finite, our stragegy is as the following. Let $I$ be the set of indices $i \in J$ such that $S_{i}$ is nonabelian, and let $\Gamma^{*}$ be the set of simple groups $S_{i}$ with $i \in I$. Let $A(s)=\prod_{i \in I} P_{i}(s)$ and $B(s)=\prod_{i \notin I} P_{i}(s)$. Notice that $\pi(B(s)) \subseteq \cup_{S \in \Gamma \backslash \Gamma^{*}} \pi(S)$ is finite. Since $P_{G}(s)=A(s) B(s)$ and $\pi\left(P_{G}(s)\right)$ is finite as $P_{G}(s)$ is rational, we deduce that $\pi(A(s))$ is finite. So there exists a prime $p \notin \pi(A(s))$. We then proceed by showing that $p \in \pi(A(s))$ to produce a contradiction. This step depends on the structure of the simple groups in $\Gamma^{*}$, i.e., the structure of the group $G$.

## - Step 2: The main proof.

We have already obtained that $\pi(G)$ is finite. As a consequence of the classification of finite simple groups, there are only finitely many simple groups that occur as composition factors of $G$. To produce the finiteness of $G / \operatorname{Frat}(G)$, we need to prove that each simple
group that occurs as a composition factor in non-Frattini chief factors, just occurs finitely many times, i.e., the set $I_{S}:=\left\{i \in J: S_{i}=S\right\}$ is finite where $S$ is a simple group and $J$ the set of indices $i$ with $G_{i} / G_{i+1}$ non-Frattini. We first obtain the result when $S$ is abelian as follows.

Proposition 2.6.3. If $S$ is abelian then $I_{S}$ is a finite set.

Proof.Assume that $S \cong C_{q}$ for some prime $q$. Let $\mathfrak{T}_{q}$ be the set of the non abelian simple groups $T \in \mathfrak{S}$ containing a proper subgroup of $q$-power index. By Proposition 2.3.4, we have that

$$
P_{G, q}(s)=\prod_{i \in I_{S}}\left(1-\frac{c_{i}}{q^{r_{i} s}}\right) \prod_{T \in \mathfrak{T}_{q}}\left(\prod_{j \in I_{T}}\left(1-\frac{d_{j}}{q^{r_{j} \alpha_{T} s}}\right)\right)
$$

where $c_{i}>0$ for each $i \in I_{S}$ and $d_{j} \geq 0$ if $j \in I_{T}$ and $T \in \mathfrak{T}_{q}$. The set $\mathfrak{S}$, and consequently $\mathfrak{T}_{q}$, is finite. In particular the set $\left\{\alpha_{T} \mid T \in \mathfrak{T}_{q}\right\}$ is finite. So by Corollary 2.5.4, there is a prime number $t$ that does not divide any element in $\left\{r_{i} \mid i \in I_{S}\right\} \cup\left(\cup_{T \in \mathfrak{T}_{q}}\left\{r_{j} \alpha_{T} \mid j \in I_{T}\right\}\right)$. Thus from Corollary 2.5.5, we have that $P_{G, p}(s)$ is a finite product. In particular, $I_{S}$ is finite.

Let $\mathcal{T}$ be the set of the almost simple groups $X$ such that there exist infinitely many $i \in J$ with $X_{i} \cong X$ and let $I=\left\{i \in J: X_{i} \in \mathcal{T}\right\}$. The hypothesis combined with Proposition 2.6.3. implies that $J \backslash I$ is finite. Hence the product

$$
\begin{equation*}
\prod_{i \in I} P_{i}(s) \tag{2.14}
\end{equation*}
$$

is still rational. We have to prove that $J$ is finite; this is equivalent to showing that $I=$ $\varnothing$. At this stage, notice that since $\pi(G)$ is finite, there are only finitely many primes appearing in the product $(2.14)$. We will prove that for each such prime $p$, the set $I_{p}$ of indices $i \in I$ in which $p$ appears is empty. This will complete our proof. In order to do this, we use the mapping in Lemma 1.2.5 and reduction techniques in Section 2.3, then finally the consequence of the Skolem-Mahler-Lech theorem (Corrolary 2.5.5). The techniques will depend on the structure of finite simple groups in $\Gamma^{*}$.

Remark 2.6.4. Once the set $J$ is finite, it will follow that the group $G$ has only finitely many non-Frattini factors in a chief series. This will immediate imply that $G / \operatorname{Frat}(G)$ is finite, since
(see [DL06c, Theorem 4.3]) if so then there is an open normal subgroup $N$ of $G$ such that every chief factor in $N$ is Frattini, whence $N \leq \operatorname{Frat}(G)$ : in fact, in every finite homomorphic image $\bar{G}$ of $G$, each $\bar{G}$-chief factor of $\bar{N}$ is Frattini and so $\bar{N} \leq \operatorname{Frat}(\bar{G})$. Therefore $G / \operatorname{Frat}(G)$ is a finite group.

## Chapter 3

## Simple groups of Lie type

The aim of this chapter is to give a proof for the following theorem.
Theorem A. Let $p$ be a fixed prime and let $G$ be a finitely generated profinite group such that almost every nonabelian composition factor is a simple group of Lie type over a finite field of characteristic $p$. If $P_{G}(s)$ is rational then $G / \operatorname{Frat}(G)$ is a finite group.

### 3.1 Simple groups of Lie type

In this section, we will develop machinery to compute explicitly each factor $P_{i}^{(p)}(s)$ of $P_{G}^{(p)}(s)$ associated to a nonabelian chief factor $G_{i} / G_{i+1} \cong S_{i}^{r_{i}}$ where $S_{i}$ is a simple group of Lie type over a field of characteristic $p$. Moreover, we also give some information about the prime divisors of the denominators in $P_{i}^{(p)}(s)$. This will help us later in analysing the rationality of the series $P_{G}(s)$. This section is mostly adapted from Chapter 3 in [Pat11a].

Recall that a simple group of Lie type $S$ is the subgroup $A^{F}$ of fixed points under a Frobenius map $F$ of a connected reductive algebraic group $A$ defined over an algebraically closed field of characteristic $p>0$.

The simple groups of Lie type can be classified in several ways. For instance, they split into two classes: the Chavelley groups and the Twisted groups (see [Car72]). These groups are completely determined by a simple Lie algebra $\mathcal{L}$ over $\mathbb{C}$, a finite field $\mathbb{K}$ and a symmetry of the Dynkin diagram of $\mathcal{L}$.

In general, for the groups of Lie type, we use the notation of [Car72]. The group is denoted by ${ }^{k} L_{l}\left(t^{k}\right)$ where $k \in\{1,2,3\}$ (if $k=1$, then $k$ is omitted), $L$ varies over the letters
$A, \cdots, G$, and $l$ is the Lie rank of the Lie algebra, and $t^{k}$ is a power of a prime number $p$. In particular, the group ${ }^{k} L_{l}\left(t^{k}\right)$ is defined over the field $\mathbb{F}_{t^{k}}$ of characteristic $p$ (so we allow $t$ to be irrational). Finally, we set $q=t$, with the exception given in the Table 3.3 . Table 3.3 records the various names we use for the groups of Lie type, which gives us a classification of simple groups of Lie type into classical and exceptional groups.

### 3.1.1 Basic notions about Lie algebras

Let $p$ be a prime number. Let $\mathbb{K}$ be a field of characteristic $p$. We denote by $S$ a group of Lie type over the field $\mathbb{K}$. We have that $S$ is either an untwisted group or a twisted group of Lie type. In both cases, a simple Lie algebra $\mathcal{L}$ over the field $\mathbb{K}$ is associated to $S$.

If $S$ is an untwisted group of Lie type, then $S$ is a Chevalley group $\mathcal{L}(\mathbb{K})$, which is a certain group of automorphisms of $\mathcal{L}$ over the field $\mathbb{K}$ (see [Car72, Proposition 4.4.3]). If $S$ is a twisted group of Lie type, then $S$ is a subgroup of a Chevalley group $\mathcal{L}(\mathbb{K})$.

Now, let $S$ be our group of Lie type. The following objects are associated to $S$.

- A Killing form $(-,-)$ on the simple Lie algebra $\mathcal{L}$ over the field $\mathbb{K}$.
- A system of roots $\Phi$ in a Cartan subalgebra $\mathcal{C}$ of $\mathcal{L}$ and a system of fundamental roots $\Pi$ in $\Phi$.
- A Dynkin diagram $\mathcal{D}$, that is a graph with elements in $\Pi$ as vertices, such that $r \in \Pi$ and $s \in \Pi$ are joined by a bond of strength $\frac{4(r, s)}{(r, r)(s, s)}$ ([Car72]). Table 3.4 shows the classification of simple Lie algebras through their Dynkin diagrams.
- A symmetry $\rho$ of the Dynkin diagram of $\mathcal{L}$. In particular, the order of $\rho$ is 1,2 or 3. The non-trivial symmetries of the connected Dynkin diagrams are indicated in Table 3.5 .

We now give some other notions and remarks on the root systems.

- Given a system of roots $\Phi$ and a fundamental system $\Pi$ in $\Phi$, let $\Phi^{+}, \Phi^{-}$be the sets of positive and negative roots, respectively, with respect to the fundamental system $\Phi$. We recall that a root $r \in \Phi$ is a linear combination of roots of $\Pi$ with integer coefficients which are all non-negative if $r \in \Phi^{+}$and all non-positive if $r \in \Phi^{-}$.
- The vector space $\mathcal{C}$ is spanned by $\Pi$ in $\mathcal{L}$. For $r \in \mathcal{C}$, the linear map $w_{r}: \mathcal{C} \rightarrow \mathcal{C}$ defined by

$$
w_{r}(x)=x-\frac{2(r, x)}{(r, r)} r
$$

is called a reflection. The Weyl group $W$ of $\Phi$ is the subgroup of transformations of $\mathcal{C}$ generated by the reflections $\left\{w_{r}: r \in \Phi\right\}$ (see [Car72, Proposition 2.1.8]). Let $l(w)$ be the length of $w \in W$, defined as the minimal $n$ such that $w=w_{r_{1}} \cdots w_{r_{n}}$ for $r_{i} \in \Pi, i \in\{1, \cdots, n\}$. Thus $l(1)=0$. Moreover, $l(w)=\left|\Phi^{+} \cap w^{-1}\left(\Phi^{-}\right)\right|$(see [Car72, Theorem 2.2.2]).

- For a subset $K$ of $\Pi$, let $\mathcal{C}_{K}$ be the subspace of $\mathcal{C}$ spanned by $K$. Let $\Phi_{K}=\Phi \cap \mathcal{C}_{K}$ and let $W_{K}$ be the subgroup of $W$ generated by the reflections $\left\{w_{r}: r \in \Phi_{K}\right\}$. Note that $\Phi_{K}$ is a system of roots in $\mathcal{C}_{K}$, the set $K$ is a fundamental system and the Weyl group of $\Phi_{K}$ is $W_{K}$ (see [Car72, Proposition 2.5.1]).
- An isometry $\tau$ of $\mathcal{C}$ is associated to the symmetry $\rho$ in such a way that $\tau(r)$ is a positive multiple of $\rho(r)$ for each $r \in \Pi$. The isometry $\tau$ is uniquely determined by $\rho$. In particular, we observe that for every $w \in W$, the element $w^{\tau}=\tau^{-1} w \tau$ belongs to $W$. Finally, note that $\rho$ and $\tau$ are non-trivial if and only if $G$ is twisted.
- Let $k$ be the number of the $\rho$-orbits of $\Pi$. Let $I=\left\{\mathcal{O}_{1}, \cdots, \mathcal{O}_{k}\right\}$ denote the set of $\rho$-orbits of $\Pi$. For each $J \subseteq I$, let $J^{*}=\bigcup_{K \in J} K$.
- Let $\mathcal{W}$ denote the subgroup of the Weyl group $W$ consisting of all $w \in W$ such that $w^{\tau}=w$. For a subset $J$ of $I$, let $\mathcal{W}_{J}=W_{J^{*}} \cap \mathcal{W}$. In particular, if $J=\left\{\mathcal{O}_{i}\right\}$ for some $i \in\{1, \cdots, k\}$, then let $W_{i}=W_{J^{*}}=W_{\mathcal{O}_{i}}, \mathcal{W}_{i}=\mathcal{W}_{J^{*}}=\mathcal{W}_{\mathcal{O}_{i}}$ and $\Phi_{i}=\Phi_{J^{*}}=\Phi_{\mathcal{O}_{i}}$.
- Let $\mathcal{D}^{\prime}$ be the Dynkin diagram of $\mathcal{W}$, that is a graph induced by the Dynkin diagram $\mathcal{D}$ by identifying the nodes in the same $\rho$-orbit (see [Car72, 13.3.8]). The graph $\mathcal{D}^{\prime}$ is a graph whose nodes are the elements of $I$, such that $\mathcal{O}_{i} \in I$ and $\mathcal{O}_{j} \in I$ are joined if there exists $r_{i} \in \mathcal{O}_{i}$ and $r_{j} \in \mathcal{O}_{j}$ such that $r_{i}$ and $r_{j}$ are joined in $\mathcal{D}$.
- Let $K$ be a subset of $\Pi$. We define $D_{K}$ to be the set of elements $w$ of $W$ such that $w(r) \in \Phi^{+}$for each $r \in K$. For a subset $J$ of $I$, let $\mathcal{D}_{J}=D_{J^{*}} \cap \mathcal{W}$.
- For $J \subseteq I$, let

$$
T_{\mathcal{W}_{J}}(t)=\sum_{w \in \mathcal{W}_{J}} t^{l(w)}
$$

### 3.1.2 The parabolic subgroups of a simple group of Lie type

Let $S$ be a simple group of Lie type defined over a field of characteristic $p$. Denote by $B$ a Borel subgroup of $S$. A parabolic subgroup of $S$ is a subgroup of $S$ containing a Borel subgroup.

The parabolic subgroups are crucial in our study since they are the subgroups of $S$ that contain a Sylow $p$-subgroup and that are intersection of maximal subgroups. We first state a result about $P_{G}^{(p)}(s)$ for finite groups.

Lemma 3.1.1 ([DL06a, Lemma 2]). Let P be a Sylow p-subgroup of a finite group $G$, where $p$ is a prime number. Suppose that each maximal subgroup of $G$ which contains $P$, also contains $N_{G}(P)$. Then

$$
P_{G}^{(p)}(s)=P_{G}(P, s-1)=P_{G}\left(N_{G}(P), s-1\right)
$$

where, for any subgroup $K$ of $G$,

$$
P_{G}(K, s)=\sum_{n \in \mathbb{N}} \frac{a_{n}(G, K)}{n^{s}} \quad \text { with } \quad a_{n}(G, K)=\sum_{\substack{|G: H|=n \\ K \leq H \leq G}} \mu_{G}(H)
$$

Proof. First we claim that $\mu_{G}(H)\left|N_{H}(P)\right|=\mu_{G}(H)\left|N_{G}(P)\right|$ for each subgroup $P \leq H \leq$ $G$. Indeed, if $\mu_{G}(H)=0$ then we are done. Otherwise, $\mu_{G}(H) \neq 0$, the subgroup $H$ is an intersection of maximal subgroups of $G$ (see [Hal36, Theorem 2.3]), say $M_{1}, \cdots, M_{t}$. Since $P \leq M_{i}$, by hypothesis we get that $N_{G}(P) \leq M_{i}$ for each $i$. Hence $N_{G}(P) \leq M_{1} \cap$ $\cdots \cap M_{t}=H$ and so $N_{G}(P)=N_{H}(P)$. Now set $\Omega_{p}=\left\{H \leq G: v_{p}(|H|)=v_{p}(|G|)\right\}$, where $v_{r}(n)$ is the $r$-adic valuation of $n$. We have that

$$
\begin{aligned}
P_{G}^{(p)}(s) & =\sum_{H \in \Omega_{p}} \frac{\mu_{G}(H)}{|G: H|^{s}}= \\
& =\sum_{Q \in \operatorname{Syl}_{p}(G)} \sum_{Q \leq H} \frac{\mu_{G}(H)}{|G: H|^{s}} \cdot \frac{1}{\left|H: N_{H}(Q)\right|}= \\
& =\sum_{Q \in \operatorname{Syl}_{p}(G)} \sum_{Q \leq H} \frac{\mu_{G}(H)}{|G: H|^{s-1}} \cdot \frac{1}{\left|G: N_{H}(Q)\right|}=
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{P \leq H} \frac{\mu_{G}(H)}{|G: H|^{s-1}} \cdot \frac{\left|G: N_{G}(P)\right|}{\left|G: N_{H}(P)\right|}= \\
& =\frac{1}{\left|N_{G}(P)\right|} \sum_{P \leq H} \frac{\mu_{G}(H)\left|N_{H}(P)\right|}{|G: H|^{s-1}}= \\
& =\frac{1}{\left|N_{G}(P)\right|} \sum_{P \leq H} \frac{\mu_{G}(H)\left|N_{G}(P)\right|}{|G: H|^{s-1}}= \\
& =\sum_{P \leq H} \frac{\mu_{G}(H)}{|G: H|^{s-1}}=P_{G}(P, s-1) .
\end{aligned}
$$

This proves the first equality of our statement. The second one immediately follows from the previous remark that if $\mu_{G}(H) \neq 0$ and $P \leq H$ then $N_{G}(P) \leq H$.

There is a deep connection between the system of roots and the parabolic subgroups, as shown in the following proposition.

Proposition 3.1.2. [Car72, Theorem 8.3.4, Section 8.6, Section 14.1] Let $S$ be a simple group of Lie type over $\mathbb{K}$ and let B be a Borel subgroup of S. Let I be the set of $\rho$-orbits of $\Pi$ and let $\mathcal{S}_{B}(S)=\{H \leq S: H \geq B\}$. Then there is a bijection

$$
\begin{aligned}
\Theta: \mathcal{P}(I) & \rightarrow \mathcal{S}_{B}(S) \\
J & \mapsto P_{J}
\end{aligned}
$$

such that

- $P_{J} \cap P_{K}=P_{J \cap K}$ for $J, K \subseteq I$ (so the map is a lattice isomorphism).
- $P_{\varnothing}=B$ and $P_{I}=S$.
- $\left|P_{J}\right|=T_{\mathcal{W}_{J}}(t)$.

One may associate to $J^{*}$ an $F$-stable parabolic subgroup $P_{J}$ of $S$, that is a subgroup of $S$ that contains a Sylow $p$-subgroup and that is an intersection of maximal subgroups of $S$. The following result gives us an analysis of $P_{G}^{(p)}(s)$ through the indices of parabolic subgroups of $S$.

Theorem 3.1.3 ([DL06a, Theorem 3]). Let $S={ }^{k} L_{l}\left(t^{k}\right)$ be a simple group of Lie type of characteristic $p$. We have that

$$
P_{S}^{(p)}(s)=(-1)^{o(I)} \sum_{J \subseteq I}(-1)^{o(J)}\left|S: P_{J}\right|^{1-s}=(-1)^{o(I)} \sum_{J \subseteq I}(-1)^{o(J)}\left(\frac{T_{\mathcal{W}_{I}}(t)}{T_{\mathcal{W}_{J}}(t)}\right)^{1-s}
$$

where $o(J)$ is the number of $\rho$-orbits in $J$.
Proof. Let $B$ be an $F$-stable Borel subgroup of $A$. The unipotent radical $U$ of $B$ is a Sylow $p$-subgroup of $S$ and $N_{S}(U)=B$. As is well known, a maximal subgroup of $S$ which contains $U$ should contain $B$, hence it is a maximal parabolic subgroup of $S$, so we can apply the Lemma 3.1.1 to get that

$$
P_{S}^{(p)}(s)=P_{S}(B, s-1)=\sum_{B \leq H} \frac{\mu_{S}(H)}{|S: H|^{s-1}} .
$$

The map $J \mapsto P_{J}$ is an isomorphism between the lattice $\mathcal{P}(I)$ of subsets of $I$ ordered by inclusion, and the lattice of subgroups of $S$ containing $B$. In particular, $\mu_{S}\left(P_{J}\right)=$ $\mu_{\mathcal{P}(I)}(J)=(-1)^{o(I)-o(J)}$ (see [Sta97, 3.8.3]). As described in [Car72, Chapter 9] and Proposition 3.1.2, to any subset $J$ of $I$, a parabolic subgroup $W_{J}$ of the Weyl group $W$ and a polynomial $T_{\mathcal{W}_{J}}(t)$ are associated with the property that $T_{\mathcal{W}_{J}}(t)=\left|P_{J}\right|$. So we have

$$
\begin{aligned}
P_{S}^{(p)}(s) & =\sum_{B \leq H} \frac{\mu_{S}(H)}{|S: H|^{s-1}}=\sum_{J \subseteq I} \frac{\mu_{S}\left(P_{J}\right)}{\left|S: P_{J}\right|^{s-1}} \\
& =\sum_{J \subseteq I} \frac{(-1)^{o(I)-o(J)}}{\left|S: P_{J}\right|^{s-1}}=(-1)^{o(I)} \sum_{J \subseteq I}(-1)^{o(J)}\left(\frac{T_{W_{I}}(t)}{T_{W_{J}}(t)}\right)^{1-s}
\end{aligned}
$$

As we have seen in Proposition 3.1.3, the expression $T_{\mathcal{W}_{J}}(t)$ depends on the elements of $J$. However, there is another way to express $T_{\mathcal{W}_{J}}(t)$, as we will see below.

Let $\mathcal{D}^{\prime}$ be the graph induced by the Dynkin diagram $\mathcal{D}$ by identifying the nodes in the same $\rho$-orbit. Let $I:=\left\{\mathcal{O}_{1}, \cdots, \mathcal{O}_{k}\right\}$ be the set of $\rho$-orbits of the set of nodes of the Dynkin diagram. Denoted by $F_{\mathcal{D}^{\prime}}(t)$ the polynomial

$$
\begin{equation*}
F_{\mathcal{D}^{\prime}}(t)=\prod_{i=1}^{l} \frac{1-\epsilon_{i} t^{m_{i}+1}}{1-\epsilon_{i} t} \tag{3.1}
\end{equation*}
$$

where $e_{i}$ and $m_{i}$ are determined as in Table 3.1 (see [Car72, Theorem 10.2.5, Theorem 14.3.1]).

| $\mathcal{D}$ | $m_{1}, \cdots, m_{l}$ | $\mathcal{D}^{\prime}$ | $\epsilon_{1}, \cdots, \epsilon_{l}$ |
| :--- | :--- | :--- | :--- |
| $A_{l}$ | $1, \cdots, l$ | $\mathcal{D}$ | $1, \cdots, 1$ |
| $B_{l}, C_{l}$ | $1,3,5, \cdots, 2 l-1$ | ${ }^{2} A_{l}$ | $1,-1, \cdots,(-1)^{l+1}$ |
| $D_{l}$ | $1,3,5, \cdots, 2 l-3, l-1$ | ${ }^{2} B_{2}$ | $1,-1$ |
| $E_{6}$ | $1,4,5,7,8,11$ | ${ }^{2} D_{l}$ | $1,1, \cdots, 1,-1$ |
| $E_{7}$ | $1,5,6,9,11,13,17$ | ${ }^{3} D_{4}$ | $1,1, \omega, \omega^{2}$ |
| $E_{8}$ | $1,7,11,13,17,19,23,29$ | ${ }^{2} E_{6}$ | $1,-1,1,1,-1,1$ |
| $F_{4}$ | $1,5,7,11$ | ${ }^{2} F_{4}$ | $1,1,-1,-1$ |
| $G_{2}$ | 1,5 | ${ }^{2} G_{2}$ | $1,-1$ |

Table 3.1: $m_{i}$ and $\epsilon_{i}$

In Table 3.1, we set $\omega=e^{2 \pi i / 3}$. In particular, note that $\mathcal{D}=\mathcal{D}^{\prime}$ if and only if $S$ is untwisted. In this case, the $\epsilon_{i}{ }^{\prime}$ s are all 1.

By [Car72, Theorem 10.2.3 and Theorem 14.2.1], we have that

$$
T_{\mathcal{W}_{I}}(t)=F_{\mathcal{D}^{\prime}}(t)
$$

If $J \subseteq I$, then $J^{*}=\bigcup_{K \in J} K$ is a $\rho$-stable subset of the set of nodes of the Dynkin diagram. For $K \subseteq \Pi$, let $\mathcal{D}_{K}$ be the subdiagram of $\mathcal{D}$ corresponding to the set of roots $K$. Let $\mathcal{D}_{J}^{\prime}$ be the subdiagram of $\mathcal{D}^{\prime}$ corresponding to the set of nodes $J$. Let $\mathcal{D}_{J_{1}}^{\prime}, \cdots, \mathcal{D}_{J_{k}}^{\prime}$ be the connected components of $\mathcal{D}_{J}^{\prime}$. Clearly we have that $J=\bigcup_{i=1}^{k} J_{i}$ and the union is disjoint. Since $J^{*}$ is a subset of $\Pi$, we have that $\mathcal{D}_{J^{*}}$ is a subdiagram of $\mathcal{D}$.

Suppose that $\mathcal{D}_{J}^{\prime}$ is connected, then just one of the following holds:

- $\mathcal{D}_{J^{*}}$ is connected and $\mathcal{D}_{J}^{\prime}$ is the Dynkin diagram $\mathcal{D}^{\prime \prime}$ of a simple group of Lie type which is untwisted if and only if $\mathcal{D}_{J^{*}}$ and $\mathcal{D}_{J}^{\prime}$ are isomorphic graphs. In this case, we define $F_{\mathcal{D}_{J}^{\prime}}(t)=F_{\mathcal{D}^{\prime \prime}}(t)$.
- $\mathcal{D}_{J^{*}}$ is not connected, it has $|\rho|$ components and each of its connected component is isomorphic to the Dynkin diagram $\mathcal{D}^{\prime \prime}$ of an untwisted group. In this case, we define $F_{\mathcal{D}_{J}^{\prime}}(t)=F_{\mathcal{D}^{\prime \prime}}\left(t^{|\rho|}\right)$.

Proposition 3.1.4. Car72, Theorem 10.2.3, Theorem 14.2.1] Under the above notations, for a subset J of I, we have

$$
\begin{equation*}
T_{\mathcal{W}_{J}}(t)=\prod_{i=1}^{k} F_{\mathcal{D}_{J_{i}}^{\prime}}(t) \tag{3.2}
\end{equation*}
$$

Example 1 Let $S=A_{3}(t)$. The Dynkin diagram $\mathcal{D}$ of $S$ is $A_{3}$ and $I=\left\{\left\{r_{1}\right\},\left\{r_{2}\right\},\left\{r_{3}\right\}\right\}$.

- Since $\mathcal{D}^{\prime}=A_{3}$, we have

$$
F_{\mathcal{D}^{\prime}}(t)=\frac{1-t^{2}}{1-t} \frac{1-t^{3}}{1-t} \frac{1-t^{4}}{1-t}=(1+t)^{2}\left(1+t^{2}\right)\left(1+t+t^{2}\right)
$$

- There are three subsets of $I$ of cardinality 2 , that are $J_{12}^{2}=\left\{\left\{r_{1}\right\},\left\{r_{2}\right\}\right\}, J_{23}^{2}=$ $\left\{\left\{r_{2}\right\},\left\{r_{3}\right\}\right\}$ and $J_{13}^{2}=\left\{\left\{r_{1}\right\},\left\{r_{3}\right\}\right\}$. The Dynkin diagrams $\mathcal{D}_{J_{12}^{2}}^{\prime}, \mathcal{D}_{J_{23}^{2}}^{\prime}$ of the first two subsets $J_{12}^{2}$ and $J_{23}^{2}$ are connected and the diagrams $\mathcal{D}_{\left(J_{12}^{2}\right)^{*}}^{\prime} \mathcal{D}_{\left(J_{23}^{2}\right)^{*}}^{\prime}$ are isomorphic to $A_{2}$. Thus

$$
F_{\mathcal{D}_{J_{12}^{\prime}}^{\prime}}(t)=F_{\mathcal{D}_{J_{23}^{\prime}}^{\prime}}(t)=F_{A_{2}}(t)=\frac{1-t^{2}}{1-t} \frac{1-t^{3}}{1-t}=(1+t)\left(1+t+t^{2}\right)
$$

The diagram $\mathcal{D}_{\left(J_{13}^{2}\right)^{*}}^{\prime}$ is disconnected and contains two connected components isomorphic to $A_{1}$, hence

$$
F_{\mathcal{D}_{J_{13}^{\prime}}^{\prime}}(t)=\left(F_{A_{1}}(t)\right)^{2}=\left(\frac{1-t^{2}}{1-t}\right)^{2}=(1+t)^{2}
$$

- There are three subsets $J^{1}$ of $I$ of cardinality 1 . The diagram $\mathcal{D}_{\left(J^{1}\right)^{*}}^{\prime}$ is isomorphic to $A_{1}$, and

$$
F_{\mathcal{D}_{\left(J^{1}\right)^{*}}^{\prime}}(t)=1+t
$$

By Theorem 3.1.3. we obtain

$$
\begin{aligned}
P_{S}^{(p)}(s) & =1-2\left((1+t)\left(1+t^{2}\right)\right)^{1-s}-\left(\left(1+t^{2}\right)\left(1+t+t^{2}\right)\right)^{1-s}+ \\
& +3\left((1+t)\left(1+t^{2}\right)\left(1+t+t^{2}\right)\right)^{1-s}-\left((1+t)^{2}\left(1+t^{2}\right)\left(1+t+t^{2}\right)\right)^{1-s} .
\end{aligned}
$$

### 3.1.3 The parabolic subgroups of an almost simple group of Lie type

Now we consider a more general setting. Let $X$ be an almost simple group with socle $S$ isomorphic to a simple group of Lie type over a field of characteristic $p>0$. Let $P$ be a Sylow $p$-subgroup of $X$. Thus $P \cap S$ is a Sylow $p$-subgroup of $S$ and $B=N_{S}(P \cap S)$ is a Borel subgroup in $S$. Given a subgroup $H$ of $X$, denote by $\mathcal{S}_{H}(X)$ the set of subgroups $K$ of $X$ such that $K \geq H$.

Lemma 3.1.5 ([Car72, Theorem 8.3.3]). Let $K$ be a subgroup of $S$ such that $K \geq B$. Then $N_{S}(K)=K$.

Lemma 3.1.6 ( See [KL90b]). Let P and B as above. We have that

1. $N_{X}(B)=N_{X}(P \cap S)$ and $N_{X}(B) S=X$;
2. If $M$ is a maximal subgroup of $X$ such that $M \geq P$ and $M S=X$ then $M \geq N_{X}(B)$.

This result implies that

$$
\mathcal{S}_{N_{X}(B)}(X)=\left\{H \leq X: H \geq N_{X}(B), H S=X\right\} .
$$

We can generalize Lemma 3.1.1 as follows.
Lemma 3.1.7. Let $r$ be a prime number, let $G$ be a finite group and let $N$ be a normal subgroup of $G$. Let $R$ be a Sylow $r$-subgroup of $G$. Suppose that if $M$ is a maximal subgroup of $G$ such that $M N=G$ and $R \leq M$, then $M$ contains also $N_{G}(R)$. Then

$$
P_{G, N}^{(r)}(s)=\sum_{\substack{R \leq H \leq G \\ H N=G}} \frac{\mu_{G}(H)}{|G: H|^{s-1}} .
$$

Proof. The proof is similar to the proof of Lemma 3.1.1 by considering the set $\Omega_{r}=\{H \leq$ $G: H N=G$ and $\left.v_{r}(|H|)=v_{r}(|G|)\right\}$.

Since $P \cap S \unlhd P$, then $P \unlhd N_{X}(P) \leq N_{X}(P \cap S)=N_{X}(B)$ by Lemma 3.1.6, hence $N_{X}(P) \leq N_{X}(B)$. Therefore, Lemma 3.1.6 and Lemma 3.1.7 give us

$$
P_{X, S}^{(p)}(s)=\sum_{\substack{P \leq H \leq X \\ H S=X}} \frac{\mu_{X}(H)}{|X: H|^{s-1}}=\sum_{H \in \mathcal{S}_{N_{X}(B)}(X)} \frac{\mu_{X}(H)}{|X: H|^{s-1}}
$$

Let $\mathcal{S}_{B}^{X}(S)$ denote the subset of $\mathcal{S}_{B}(S)=\{H \leq S: H \geq B\}$ given by

$$
\mathcal{S}_{B}^{X}(S)=\left\{H \in \mathcal{S}_{B}(S): N_{X}(H) \geq N_{X}(B)\right\}
$$

Proposition 3.1.8 ([Pat11a, Proposition 3.9]). The map $\eta: \mathcal{S}_{N_{X}(B)}(S) \rightarrow \mathcal{S}_{B}^{X}(S)$ given by $\eta(H)=H \cap S$ is well-defined. Moreover, $\eta$ is an isomorphism of posets. In particular $N_{X}(\eta(H))=H$ for each $H \in \mathcal{S}_{N_{X}(B)}(X)$.

Proof. We show that $\eta$ is well-defined. Let $H \in \mathcal{S}_{N_{X}(B)}(X)$. Since $H \cap S \unlhd H$ then $N_{X}(B) \leq H \leq N_{X}(H \cap S)$. Moreover, $B \unlhd N_{X}(B) \leq H$ and $B \leq S$, so $B \leq H \cap S$. Thus $H \cap S \in \mathcal{S}_{B}^{X}(S)$.

Let $H \in \mathcal{S}_{B}^{X}(S)$. By definition, $N_{X}(B) \leq N_{X}(H)$. Since $N_{X}(B) S=X$ by Lemma 3.1.6, $N_{X}(H) S=X$. This implies $N_{X}(H) \in \mathcal{S}_{N_{X}(B)}(X)$. Its image is $\eta\left(N_{X}(H)\right)=N_{X}(H) \cap S=$ $N_{S}(H)=H$ by Lemma 3.1.5. Thus $\eta$ is surjective.

For any $H, K \in \mathcal{S}_{N_{X}(B)}(X)$ such that $H \cap S=K \cap S$, we have $N_{X}(H \cap S)=N_{X}(K \cap S)$. In order to prove that $\eta$ is injective, it suffices to prove that $N_{X}(H \cap S)=H$. It is clear that $H \leq N_{X}(H \cap S)$ since $H \cap S \unlhd H$. Moreover, since $H S=X$, applying Lemma 3.1.5 we get

$$
\left|X: N_{X}(H \cap S)\right|=\left|S: N_{X}(H \cap S) \cap S\right|=\left|S: N_{S}(H \cap S)\right|=|S: H \cap S|=|X: H|
$$

so $N_{X}(H \cap S)=H$. Hence, the map $\eta$ is injective.
Clearly that $\eta$ is an isomorphism of posets.
A parabolic subgroup of $X$ is a subgroup $H$ of $X$ such that $H$ supplements $S$ in $X$ and contains $N_{X}(B)$ for some Borel subgroup $B$ of $S$, i.e., $H$ is an element of the set $\mathcal{S}_{N_{X}(B)}=$ $\left\{K \leq X: K \geq N_{X}(B), K S=X\right\}$.

Note that the map

$$
\begin{aligned}
\Theta: \mathcal{P}(I) & \rightarrow \mathcal{S}_{B}(S) \\
J & \mapsto P_{J}
\end{aligned}
$$

is an isomorphism of lattices. Since $N_{X}(B)$ acts by conjugation on $\mathcal{S}_{B}(S)$, the group $N_{X}(B)$ also acts on $\mathcal{P}(I)$. In particular, the action is the following : if $J \subseteq I$ and $g \in N_{X}(B)$, then $J^{g}$ is the unique subset of $I$ such that $P_{J^{g}}=P_{J}^{g}$. Moreover, the group $N_{X}(B)$ acts on $I$ :
if $\mathcal{O}$ is a $\rho$-orbit, then $\left\{\mathcal{O}^{g}\right\}=\{\mathcal{O}\}^{g}$. Note that if $S$ is twisted, then the action of $N_{X}(B)$ is trivial. Assume that $S$ is untwisted. The action of $N_{X}(B)$ on $I$ can be thought of as an action of $N_{X}(B)$ on $\Pi$. So, any element $g \in N_{X}(B)$ induces a symmetry $\phi_{g}$ of the Dynkin diagram $\mathcal{D}$ of $S$. Since $X=S N_{X}(B)$, if $h \in X$ then $h=s g$ for some $s \in S$ and $g \in N_{X}(B)$. If $\phi_{g}$ is not trivial, then we say that $h$ is a non-trivial graph automorphism of order $\left|\phi_{g}\right|$ in $X$ (the definition does not depend on the choice of $g$, since the action does not depend on the choice of $g$ ). Observe that $\mathcal{S}_{B}^{X}(S)$ is the set of fixed points of $\mathcal{S}_{B}(S)$ under the action of $N_{X}(B)$.

If $X$ does not contain non-trivial graph automorphisms, then $\phi_{g}$ is the trivial symmetry for each $g \in N_{X}(B)$. In this case, we have $\mathcal{S}_{B}^{X}(S)=\mathcal{S}_{B}(S)$. If $X$ contains a non-trivial graph automorphism, then $S$ is untwisted and $\rho$ is trivial.

Let $\mathcal{P}^{X}(I)$ be the subposet of $\mathcal{P}(I)$ consisting of the subsets of $I$ which are unions of $N_{X}(B)$-orbits of elements of $I$. Moreover, if $J \in \mathcal{P}^{X}(I)$, let $\widetilde{J}$ be the set of $N_{X}(B)$-orbits of $J$ and denote by $o(J)$ the size of $\widetilde{J}$. We have the following generalization of Theorem 3.1.3.

Theorem 3.1.9 ([Pat11a, Theorem 3.10]). Let $X$ and $S$ as above. Then

$$
P_{X, S}^{(p)}(s)=(-1)^{o(I)} \sum_{J \in \mathcal{P}^{X}(I)}(-1)^{o(J)}\left|S: P_{J}\right|^{1-s}=(-1)^{o(I)} \sum_{J \in \mathcal{P}^{X}(I)}(-1)^{o(J)}\left(\frac{T_{W_{I}}(t)}{T_{W_{J}}(t)}\right)^{1-s}
$$

In particular, if $X$ does not contain non-trivial graph automorphisms, then $P_{X, S}^{(p)}(s)=P_{S}^{(p)}(s)$.
Proof. By the above consideration, we obtain an isomorphism of posets $\eta: \mathcal{P}^{X}(I) \rightarrow$ $\mathcal{S}_{N_{X}(B)}(X)$ given by $\eta(J)=N_{X}\left(P_{J}\right)$ for $J \in \mathcal{P}^{X}(I)$. In particular, we get $\mu_{\mathcal{P}^{X}(I)}(J)=$ $\mu_{X}\left(N_{X}\left(P_{J}\right)\right)$. Note that $\mu_{\mathcal{P}^{X}(I)}(J)=(-1)^{o(I)-o(J)}$. Indeed, there is an isomophism between the poset $\mathcal{P}^{X}(I)$ and the poset $\mathcal{P}(\widetilde{I})$ of subsets of $\widetilde{I}$ given by $J \mapsto \widetilde{J}$. Thus $\mu_{\mathcal{P}^{X}(I)}(J)=$ $\mu_{\mathcal{P}(\widetilde{I})}(\widetilde{J})$, and by [Sta97, 3.8.3], we get $\mu_{\mathcal{P}(\widetilde{I})}(\widetilde{J})=(-1)^{o(I)-o(J)}$.

Since $N_{X}\left(P_{J}\right) \cap S=P_{J}$, we have that $\left|X: N_{X}\left(P_{J}\right)\right|=\left|S: P_{J}\right|$. By Lemma 3.1.7, we obtain

$$
\begin{aligned}
P_{X, S}^{(p)}(s) & =\sum_{H \in \mathcal{S}_{N_{X}(B)}(X)} \frac{\mu_{X}(H)}{|X: H|^{s-1}}=\sum_{J \in \mathcal{P}^{X}(I)} \frac{\mu_{X}\left(N_{X}\left(P_{J}\right)\right)}{\left|X: N_{X}\left(P_{J}\right)\right|^{s-1}}= \\
& =\sum_{J \in \mathcal{P}^{X}(I)}(-1)^{o(I)-o(J)}\left|S: P_{J}\right|^{1-s}=(-1)^{o(I)} \sum_{J \in \mathcal{P}^{X}(I)}(-1)^{o(J)}\left|S: P_{J}\right|^{1-s} .
\end{aligned}
$$

Example 2 Let $X$ be an almost simple group with socle $S \cong A_{3}(t)$. When $X$ does not contain graph automorphisms, we have $P_{X, S}^{(p)}(s)=P_{S}^{(p)}(s)$. The series $P_{S}^{(p)}(s)$ has been described in example 1. Assume now that $X$ contains a graph automorphism. Here the Dynkin diagram $\mathcal{D}=\mathcal{D}^{\prime}$ is $A_{3}$, and $I=\left\{\left\{r_{1}\right\},\left\{r_{3}\right\},\left\{r_{2}\right\}\right\}$. Since $X$ contains a graph automorphism, the set of $N_{X}(B)$-orbits of $I$ is $\widetilde{I}=\left\{\left\{\left\{r_{1}\right\},\left\{r_{3}\right\}\right\},\left\{\left\{r_{2}\right\}\right\}\right\}$.

- We have

$$
F_{\mathcal{D}^{\prime}}(t)=F_{A_{3}}(t)=\frac{1-t^{2}}{1-t} \frac{1-t^{3}}{1-t} \frac{1-t^{4}}{1-t}=(1+t)^{2}\left(1+t+t^{2}\right)\left(1+t^{2}\right)
$$

- Let $J_{1}=\left\{\left\{r_{1}\right\},\left\{r_{3}\right\}\right\}$. The diagram $\mathcal{D}_{J_{1}^{*}}$ has two connected components isomorphic to $A_{1}$, thus

$$
F_{\mathcal{D}_{J_{1}}^{\prime}}(t)=\left(F_{A_{1}}(t)\right)^{2}=(1+t)^{2}
$$

- Let $J_{2}=\left\{\left\{r_{2}\right\}\right\}$. The diagram $\mathcal{D}_{J_{2}^{*}}$ is the Dynkin diagram $A_{1}$. So

$$
F_{\mathcal{D}_{J_{2}}^{\prime}}(t)=F_{A_{1}}(t)=(1+t)
$$

By Theorem 3.1.9, we obtain

$$
\begin{aligned}
P_{X, S}^{(p)}(s)= & 1-\left(\left(1+t^{2}\right)\left(1+t+t^{2}\right)\right)^{1-s} \\
& -\left((1+t)\left(1+t^{2}\right)\left(1+t+t^{2}\right)\right)^{1-s}+\left((1+t)^{2}\left(1+t^{2}\right)\left(1+t+t^{2}\right)\right)^{1-s} .
\end{aligned}
$$

Now let $p$ be a fixed prime and $S$ a simple group of Lie type defined over a finite field of characteristic $p$. In our work, we will deal with prime divisors of $|S|$, which contains factors of the form $p^{m}-1$ where $m \in \mathbb{N}$. It was proved (see [Zsi92]) that

Proposition 3.1.10. Let $a$ and $n$ be integers greater than 1. Then there exists a prime divisor $r$ of $a^{n}-1$ such that $r$ does not divide $a^{j}-1$ for any $j, 0<j<n$, except exactly in the following cases

- $n=2, a=2^{t}-1$, where $t \geq 2$.
- $n=6, a=2$.

If such a prime exists, we call it a primitive prime divisor (or Zsigmondy prime) for $\langle a, n\rangle$. Observe that there may be more than one primitive prime divisor of $a^{n}-1$; we denote by $\langle a, n\rangle$ the set of these primes. Notice that a Zsigmondy prime in $\langle a, n\rangle$ divides the cyclotomic polynomial $\Phi_{n}(a)$ and does not divide any $\Phi_{k}(a)$ whenever $k<n$.

Let $p$ be a prime, $r$ a prime distinct from $p$, and $m$ an integer which is not a power of $p$. We define:

$$
\begin{aligned}
\zeta_{p}(r) & =\min \left\{z \in \mathbb{N} \mid z \geq 1 \text { and } p^{z} \equiv 1 \bmod r\right\} \\
\zeta_{p}(m) & =\max \left\{\zeta_{p}(r) \mid r \text { prime }, r \neq p, r \mid m\right\} .
\end{aligned}
$$

The value of $\zeta_{p}(S):=\zeta_{p}(|S|)$ where $S$ is a simple group of Lie type over $\mathbb{F}_{q}$ with $q=p^{e}$ is given the following table (Table 5.2.C in [KL90b]):

| $S$ | $\zeta_{p}(S)$ | exceptions |
| :--- | :--- | :--- |
| $L_{n}\left(p^{e}\right)$ | $n e$ | $\zeta_{p}\left(L_{2}(p)\right)=1$ if $p+1=2^{t}$ |
| $P S p\left(n, p^{e}\right), n$ even, $n \geq 4$ |  | $\zeta\left(L_{6}(2)\right)=5$ |
| $P \Omega^{-}\left(n, p^{e}\right), n$ even, $n \geq 8$ |  | $\zeta_{2}(P S p(6,2))=4$ |
| $U\left(n, p^{e}\right), n \geq 3$ | $2 n e, n$ odd |  |
|  | $2(n-1) e, n$ even | $\zeta_{2}\left(U_{4}(2)\right)=4$ |
| $P \Omega^{+}\left(n, p^{e}\right), n$ even, $n \geq 8$ | $e(n-2)$ | $\zeta_{2}\left(\Omega^{+}(8,2)\right)=4$ |
| $\Omega\left(n, p^{e}\right), q n$ odd, $n \geq 7$ | $e(n-1)$ |  |
| ${ }^{2} B_{2}\left(p^{e}\right)$ | $4 e$ |  |
| $G_{2}\left(p^{e}\right)\left(p^{e} \geq 3\right),{ }^{2} G_{2}\left(3^{e}\right)\left(3^{e} \geq 27\right)$ | $6 e$ |  |
| $F_{4}\left(p^{e}\right),{ }^{2} F_{4}\left(2^{e}\right), E_{6}\left(p^{e}\right),{ }^{3} D_{4}\left(p^{e}\right)$ | $12 e$ |  |
| ${ }^{2} E_{6}\left(p^{e}\right)$ | $18 e$ |  |
| $E_{7}\left(p^{e}\right)$ | $18 e$ |  |
| $E_{8}\left(p^{e}\right)$ | $30 e$ |  |

Table 3.2: Level of Zsigmondy primes
Proposition 3.1.11. Let $L$ be a monolithic group with socle $N$ and assume that $N=S^{r}$ with $S$ a simple group of Lie type defined over a field of characteristic $p$. Let $\tau \in\left\langle p, \zeta_{p}(S)\right\rangle$. Consider the Dirichlet series

$$
P_{L, N}^{(p)}(s)=\sum_{n=1}^{\infty} \frac{b_{n}}{n^{s}} .
$$

Then
(a) If $b_{n} \neq 0$ then $\tau$ divides $n$. More precisely, $v_{\tau}(n)=r \alpha$ with $\alpha=v_{\tau}\left(p^{\zeta_{p}(s)}-1\right)$.
(b) If $m>\zeta_{p}(S)$ and some primitive prime divisor of $p^{m}-1$ divides $n$, then $b_{n}=0$.
(c) If $n>1$ is the smallest positive integer such that $b_{n} \neq 0$ then $b_{n}<0$.

Proof. Let $X$ be the associated almost simple group with socle $\operatorname{soc}(X)=S$ as described in Section 2.2. By Corollary 2.2.9 and by using notations from Theorem 3.1.9, we have that

$$
\begin{aligned}
P_{L, N}^{(p)}(s)=P_{X, S}^{(p)}(r s-r+1) & =(-1)^{o(I)} \sum_{J \subseteq I}(-1)^{o(J)}\left(\left|S: P_{J}\right|^{r}\right)^{1-s} \\
& =(-1)^{o(I)} \sum_{J \in \mathcal{P}^{X}(I)}(-1)^{o(J)}\left(\left(\frac{T_{W_{I}}(t)}{T_{W_{J}}(t)}\right)^{r}\right)^{1-s}
\end{aligned}
$$

Notice that $T_{W_{I}}(t) / T_{W_{J}}(t)$ is always divisible by the cyclotomic polynomial $\Phi_{\zeta_{p}(S) / e_{S}}(t)$ and not divisible by $\Phi_{f}(t)$ for any $f>\zeta_{p} / e_{S}$. Hence $(a)$ and $(b)$ follow. Notice also that the smallest positive integer $n$ such that $b_{n} \neq 0$ corresponds to the parabolic subgroups $P_{J}$ of $S$ with $o(I)-o(J)=1$. This implies immediately that $b_{n}<0$ which proves (c).

### 3.2 The main result

In this section, we give a proof for Theorem A. In this proof, we consider a finitely generated profinite group $G$ such that $P_{G}(s)$ is rational and we assume that there is a prime $p$ and an open normal subgroup $H$ of which every composition factor is either cyclic or isomorphic to a simple group of Lie type over a field of characteristic $p$.

We fix a descending normal series $\left\{G_{i}\right\}$ of $G$ with the properties that $\cap G_{i}=1$ and $G_{i} / G_{i+1}$ is a chief factor of $G / G_{i+1}$. Let $J$ be the set of indices $i$ with $G_{i} / G_{i+1}$ non-Frattini. Then by Section 2.1, the probabilistic zeta function $P_{G}(s)$ can be factorized as

$$
P_{G}(s)=\prod_{i \in J} P_{i}(s)
$$

where for each $i$, the finite Dirichlet series $P_{i}(s)=\sum_{n} b_{i, n} / n^{s}$ is associated to the chief factor $G_{i} / G_{i+1}$. Let $\Gamma$ be the set of simple groups that appear as composition factors in non-Frattini chief factors of $G$. That is, the set of simple groups $S_{i}$ for $i \in J$. We have the the following crucial result.

Proposition 3.2.1. The set $\Gamma$ is finite.

Proof. Since $P_{G}(s)$ is rational, the set $\pi\left(P_{G}(s)\right)$ is finite. It follows from Lemma 2.6.1 that $\Gamma$ contains only finitely many abelian groups. Assume by contradiction that $\Gamma$ is infinite. By our assumption, the subset $\Gamma^{*}$ of the simple groups in $\Gamma$ that are of Lie type over a field of characteristic $p$ is infinite. In particular, the set $\Omega=\left\{\zeta_{p}(S) \mid S \in \Gamma^{*}\right\}$ is infinite. Let $I$ be the set of indices $i \in J$ such that the composition factors of $G_{i} / G_{i+1}$ belong to $\Gamma^{*}$. Let $A(s)=\prod_{i \in I} P_{i}(s)$ and $B(s)=\prod_{i \notin I} P_{i}(s)$. Notice that $\pi(B(s)) \subseteq \bigcup_{S \in \Gamma \backslash \Gamma^{*}} \pi(S)$ is a finite set. Since $P_{G}(s)=A(s) B(s)$ and $\pi\left(P_{G}(s)\right)$ is finite, we deduce that $\pi(A(s))$ is finite. In particular, there exists a positive integer $m \in \Omega$ such that $m \geq 7$ and $\langle p, m\rangle \cap \pi(A(s))=$ $\varnothing$. Note that we choose $m \geq 7$ to ensure that the set $\langle p, m\rangle$ is non empty (see Proposition 3.1.10). Let $\Gamma_{m}$ be the set of positive integers $n$ such that no prime in $\langle p, u\rangle$ divides $n$ if $u>m$ and set

$$
\begin{aligned}
r & :=\min \left\{r_{i}: S_{i} \in \Gamma^{*} \text { and } \zeta_{p}\left(S_{i}\right)=m\right\} \\
I^{*} & :=\left\{i \in I: r_{i}=r \text { and } S_{i} \in \Gamma\right\} \\
\beta & :=\min \left\{n>1 \mid n \in \Gamma_{m} \text { and } b_{i, n} \neq 0 \text { for some } i \in I^{*}\right\}
\end{aligned}
$$

By Proposition 3.1.11, if $i \in I$ such that $b_{i, \beta} \neq 0$ then $\zeta_{p}\left(S_{i}\right)=m, r_{i}=r$ and $b_{i, \beta}<0$. Hence the coefficient $c_{\beta}$ of $1 / \beta^{s}$ in $A(s)$ is

$$
c_{\beta}=\sum_{\substack{i \in I \\ r=r_{i}}} b_{i, \beta}=\sum_{i \in I^{*}} b_{i, \beta}<0
$$

On the other hand, again by Proposition 3.1.11, all primes in $\langle p, m\rangle$ divide $m$. But then $\langle p, m\rangle \subseteq \pi(A(s))$, which is a contradiction. Therefore $\Gamma$ is finite. By Corollary 2.6.2, it follows that $\pi(G)$ is also finite.

Proof of Theorem $A$. Let $\mathcal{T}$ be the set of almost simple groups $X$ such that there exist infinitely many $i \in J$ with $X_{i} \cong X$ and let $I$ be the set of the indices $i$ in $J$ such that $X_{i} \in \mathcal{T}$. Our assumptions combined with Proposition 2.6.3. imply that $J \backslash I$ is finite. We have to prove that $J$ is finite; this is equivalent to showing that $I=\varnothing$. But then, in order to complete our proof, it suffices to prove the following claim.

Claim. For every $n \in \mathbb{N}$, the set $I_{n}=\left\{i \in I: \zeta_{p}\left(S_{i}\right)=n\right\}$ is empty.

Proof of the claim. Assume that the claim is false and let $m$ be the smallest integer such that $I_{m} \neq \varnothing$. Since $J \backslash I$ is finite and $P_{G}(s)$ is rational, the product $\prod_{i \in I} P_{i}(s)$ is also rational. In particular, the following series is rational:

$$
Q(s)=\prod_{i \in I} P_{i}^{(p)}(s) .
$$

We distinguish three different cases:
(1) $m=1, p=2^{t}-1, t \geq 2$;
(2) $m \leq 5, p=2$;
(3) All the other possibilities.

In case (1) or (3), it follows by Theorem 3.1 .10 that $\langle p, t\rangle \neq \varnothing$ for every $t>m+1$; we set $\sigma=\bigcup_{t>m+1}\langle p, t\rangle \cup\{p\}$. In case (2), we have $\langle 2, t\rangle \neq \varnothing$ whenever $t>6$ and we set $\sigma=\bigcup_{t>6}\langle 2, t\rangle \cup\{2\}$. Consider $H(s)=Q^{(\sigma)}(s)$, obtained by applying consecutively the homomorphism $P(s) \mapsto P^{(q)}(s)$ for all the primes $q \in \sigma$. The Dirichlet series $H(s)$ is rational. By Proposition 3.1.11, if $i \in I_{t}$ and $\tau \in\langle p, t\rangle$, then $P_{i}^{(\tau, p)}(s)=1$; in particular $P_{i}^{(\sigma)}(s)=1$ whenever $\langle p, t\rangle \subseteq \pi$. This implies

$$
H(s)= \begin{cases}\prod_{i \in I_{m}} P_{i}^{(p)}(s) & \text { in cases (1) and (3) }, \\ \prod_{i \in I_{u}, m \leq u \leq 5} P_{i}^{(2)}(s) & \text { otherwise }\end{cases}
$$

- Assume that (3) occurs and let $\tau \in\langle p, m\rangle$ exist. By Corollary 2.2.9 and Proposition 3.1.11, if $i \in I_{m}$, and there exists $y$ such that $(p, y)=1$ and $b_{i, y} \neq 0$ then $y=x^{r_{i}}$ and $v_{\tau}(x)=v_{\tau}\left(p^{m}-1\right)$. Let

$$
w=\min \left\{x \in \mathbb{N}: v_{\tau}(x)=v_{\tau}\left(p^{m}-1\right) \text { and } b_{i, x^{r} i} \neq 0 \text { for some } i \in I_{m}\right\}
$$

By Proposition 3.1.11, for each $i \in I_{m}$, if $b_{i, w^{r_{i}}} \neq 0$ then $b_{i, w^{r_{i}}}<0$. Moreover, if $b_{i, w^{r_{i}}} \neq 0$ and $X_{j} \cong X_{i}$, then $b_{j, w^{r}} \neq 0$, so the set $\Sigma_{m}=\left\{i \in I_{m} \mid b_{i, w^{r_{i}}} \neq 0\right\}$ is infinite. Applying Proposition 2.4.3. we obtain a rational product

$$
\begin{equation*}
H^{*}(s)=\prod_{i \in \Sigma_{m}}\left(1+\frac{b_{i, w^{r_{i}}}}{w^{r_{i} s}}\right), \text { where } b_{i, w_{i}^{r_{i} s}}<0 \text { for all } i \in \Sigma_{m} . \tag{3.3}
\end{equation*}
$$

By Corollary 2.5.5, the product $H^{*}(s)$ is a finite product, i.e., $\Sigma_{m}$ is finite, which is a contradiction.

- Assume that (1) occurs. By Table 3.2, if $\zeta_{p}(S)=1$, then $S \cong \operatorname{PSL}(2, p)$. This implies in particular that

$$
H(s)=\prod_{i \in I_{1}}\left(1-\frac{2^{t r_{i}}}{2^{t r_{i} s}}\right)
$$

Again by Corollary 2.5.5, we get that $I_{1}$ is finite, which is a contradiction.

- Finally assume that the case (2) occurs. By Table 3.2, if $\zeta_{p}(S) \leq 5$, then $S$ is one of the following groups: $\operatorname{PSL}(6,2), U(4,2), \operatorname{PSp}(6,2), P \Omega^{+}(8,2), \operatorname{PSL}(3,4), \operatorname{PSL}(5,2), \operatorname{PSL}(4,2)$, $\operatorname{PSL}(3,2)$. The explicit description of the Dirichlet series $P_{X, S}^{(2)}(s)$ when $S \leq X \leq \operatorname{Aut}(S)$ and $S$ is one of the simple groups in the previous list, is included in Appendix 1 . Notice in particular that if $i \in \Lambda=\bigcup_{m \leq 5} I_{m}$ then $\pi\left(P_{i}^{(2)}(s)\right) \subseteq\{3,7,5,31\}$. First consider $\Lambda_{31}=$ $\left\{i \in \Lambda \mid 31 \in \pi\left(P_{i}^{(2)}(s)\right)\right\}$ and let

$$
\begin{aligned}
w & =\min \left\{x \in \mathbb{N} \mid x \text { is odd, } v_{31}(x)=1 \text { and } b_{i, x^{r_{i}}} \neq 0 \text { for some } i \in \Lambda\right\} \\
& =\min \left\{x \in \mathbb{N} \mid x \text { is odd, } v_{31}(x)=1 \text { and } b_{i, x^{r}} \neq 0 \text { for some } i \in \Lambda_{31}\right\}
\end{aligned}
$$

Note that if $i \in \Lambda_{31}$ and $n$ is minimal with the properties that $n$ is odd, $b_{i, n^{r_{i}}} \neq 0$ and $v_{31}(n)=1$, then $b_{i, n^{r_{i}}}<0$ (see Appendix 1). So if $b_{i, w^{r_{i}}} \neq 0$ then $b_{i, w^{r_{i}}}<0$; moreover, by applying Proposition 2.4 .3 we obtain a rational product

$$
H^{*}(s)=\prod_{i \in \Lambda}\left(1+\frac{b_{i, w^{r_{i}}}}{w^{r_{i} s}}\right)=\prod_{i \in \Lambda_{31}}\left(1+\frac{b_{i, w^{r_{i}}}}{w^{r_{i} s}}\right), \text { where } b_{i, w^{r_{i}}} \leq 0 \text { for all } i \in \Lambda_{31} .
$$

By Corollary 2.5.5, the set $\Lambda_{31}^{*}=\left\{i \in \Lambda_{31} \mid b_{i, w^{r} i} \neq 0\right\}$ is finite, but this implies that $\Lambda_{31}=\varnothing$. Indeed, if $\Lambda_{31} \neq 0$, then there exists at least one index $i$ with $i \in \Lambda_{31}^{*}$. Moreover, by assumption, there are infinitely many $j$ with $X_{j} \cong X_{i}$ and all of them belong to $\Lambda_{31}^{*}$. Since $\Lambda_{31}=\varnothing$, if $i \in \Lambda$, then $S_{i}$ is isomorphic to one of the following: $U(4,2), \operatorname{PSp}(6,2), P \Omega^{+}(8,2), \operatorname{PSL}(3,4), \operatorname{PSL}(4,2), \operatorname{PSL}(3,2)$. It follows from Appendix 1, that if $i \in \Lambda, x$ is odd and $b_{i, x^{r_{i}}} \neq 0$, then $v_{7}(x) \leq 1$. But then, we may repeat the same argument as above and consider $\Lambda_{7}=\left\{i \in \Lambda \mid 7 \in \pi\left(P_{i}^{\{2\}}(s)\right)\right\}$ and

$$
w:=\min \left\{x \in \mathbb{N} \mid x \text { is odd, } v_{7}(x)=1 \text { and } b_{i, x^{r_{i}}} \neq 0 \text { for some } i \in \Lambda_{7}\right\} .
$$

Arguing as before we deduce that $\Lambda_{7}=\varnothing$. We can see from Appendix 1 that this implies $S_{i} \cong U(4,2)$ for all $i \in \Lambda$ and

$$
H^{\{5\}}(s)=\prod_{i \in \Lambda}\left(1-\frac{3^{3 r_{i}}}{3^{3 r_{i} s}}\right) .
$$

Again, by Corollary 2.5.5, $\Lambda$ is finite and consequently $\Lambda=\varnothing$.

## Appendix 1: exceptional cases

In this section, we give explicit formulas for $P_{X, S}^{(2)}(s)$ when $X$ is an almost simple group whose socle $S$ is of Lie type over a field of characteristic 2 and $\zeta_{2}(S) \leq 5$ (see Example 1 and Example 2 in Section 3 for the illustration of computation).
(i) $S=\operatorname{PSL}(6,2)$. If $X$ contains a graph automorphism then

$$
\begin{aligned}
P_{X, S}^{(2)}(s) & =1-\left(3^{2} \cdot 7 \cdot 31\right)^{(1-s)}-\left(3 \cdot 5 \cdot 7^{2} \cdot 31\right)^{(1-s)}-\left(3^{3} \cdot 7 \cdot 31\right)^{(1-s)} \\
& +2\left(3^{4} \cdot 7^{2} \cdot 31\right)^{(1-s)}+\left(3^{3} \cdot 5 \cdot 7^{2} \cdot 31\right)^{(1-s)}-\left(3^{4} \cdot 5 \cdot 7^{2} \cdot 31\right)^{(1-s)}
\end{aligned}
$$

If $X$ does not contain graph automorphisms, then

$$
\begin{aligned}
P_{X, S}^{(2)}(s) & =1-2\left(3^{2} \cdot 7\right)^{(1-s)}-\left(3^{2} \cdot 5 \cdot 31\right)^{(1-s)}-2(3 \cdot 7 \cdot 31)^{(1-s)} \\
& +3\left(3^{2} \cdot 7 \cdot 31\right)^{(1-s)}+6\left(3^{2} \cdot 5 \cdot 7 \cdot 31\right)^{(1-s)}+\left(3 \cdot 5 \cdot 7^{2} \cdot 31\right)^{(1-s)} \\
& -4\left(3^{3} \cdot 5 \cdot 7 \cdot 31\right)^{(1-s)}-6\left(3^{2} \cdot 5 \cdot 7^{2} \cdot 31\right)^{(1-s)} \\
& +5\left(3^{3} \cdot 5 \cdot 7^{2} \cdot 31\right)^{(1-s)}-\left(3^{4} \cdot 5 \cdot 7^{2} \cdot 31\right)^{(1-s)}
\end{aligned}
$$

(ii) $S=\operatorname{PSL}(5,2)$. If $X$ contains a graph automorphism then

$$
P_{X, S}^{(2)}(s)=1-(3.5 \cdot 31)^{(1-s)}-\left(3^{2} .7 .31\right)^{(1-s)}+\left(3^{2} \cdot 5 \cdot 7 \cdot 31\right)^{(1-s)} .
$$

If $X$ does not contain graph automorphisms, then

$$
\begin{aligned}
P_{X, S}^{(2)}(s) & =1-2(31)^{(1-s)}-2(5.31)^{(1-s)}+3(3.5 .31)^{(1-s)} \\
& +3(5.7 .31)^{(1-s)}-4(3.5 .7 .31)^{(1-s)}+\left(3^{2} .5 .7 .31\right)^{(1-s)}
\end{aligned}
$$

(iii) $S=\operatorname{PSL}(4,2)$. If $X$ contains a graph automorphism then

$$
P_{X, S}^{(2)}(s)=1-\left(3^{2} .7\right)^{(1-s)}-(3.5 .7)^{(1-s)}+\left(3^{2} .5 .7\right)^{(1-s)}
$$

If $X$ does not contain graph automorphisms, then

$$
P_{X, S}^{(2)}(s)=1-2(3.5)^{(1-s)}-(5.7)^{(1-s)}+3(3.5 .7)^{(1-s)}-\left(3^{2} .5 .7\right)^{(1-s)}
$$

(iv) $S=\operatorname{PSL}(3,2)$. If $X$ contains a graph automorphism then

$$
P_{X, S}^{(2)}(s)=1-(3.7)^{(1-s)} .
$$

If $X$ does not contain graph automorphisms, then

$$
P_{X, S}^{(2)}(s)=1-2(7)^{(1-s)}+(3.7)^{(1-s)} .
$$

(v) $S=\operatorname{PSL}(3,4)$. If $X$ contains a graph automorphism then

$$
P_{X, S}^{(2)}(s)=1-(3.5 .7)^{(1-s)}
$$

If $X$ does not contain graph automorphisms then

$$
P_{X, S}^{(2)}(s)=1-2(3.7)^{(1-s)}+(3.5 .7)^{(1-s)} .
$$

(vi) $S=\operatorname{PSp}(6,2)$. We have

$$
P_{X, S}^{(2)}(s)=1-\left(3^{2} .7\right)^{(1-s)}-\left(3^{3} .5\right)^{(1-s)}-\left(3^{2} .5 .7\right)^{(1-s)}+3\left(3^{3} .5 .7\right)^{(1-s)}-\left(3^{4} .5 \cdot 7\right)^{(1-s)} .
$$

(vii) $S=\mathrm{U}(4,2)$. We have

$$
P_{X, S}^{(2)}(s)=1-\left(3^{3}\right)^{(1-s)}-\left(3^{2} .5\right)^{(1-s)}+\left(3^{3} .5\right)^{(1-s)}
$$

(viii) $S=P \Omega^{+}(8,2)$. We have

$$
\begin{aligned}
P_{X, S}^{(2)}(s) & =1-3\left(3^{2} .5\right)^{(1-s)}-\left(3.5^{2} .7\right)^{(1-s)}+3\left(3^{3} .5^{2}\right)^{(1-s)}+3\left(3^{3} \cdot 5^{2} .7\right)^{(1-s)} \\
& -4\left(3^{4} \cdot 5^{2} .7\right)^{(1-s)}+\left(3^{5} \cdot 5^{2} .7\right)^{(1-s)}
\end{aligned}
$$

| Lie notation | Other notation | Conditions |
| :---: | :---: | :---: |
| $A_{n}(t)$ | $\operatorname{PSL}(n+1, q)$ | $n \geq 1,(n, t) \neq(1,2),(1,3)$ |
| ${ }^{2} A_{n}\left(t^{2}\right)$ | $\operatorname{PSU}(n+1, q)$ | $n \geq 2,(n, t) \neq(2,2)$ |
| $B_{n}(t)$ | $\operatorname{P} \Omega(2 n+1, q)$ | $n \geq 3, t$ odd |
| ${ }^{2} B_{2}\left(t^{2}\right)$ |  | $q=t^{2}=2^{2 k+1}, k \geq 1$ |
| $C_{n}(t)$ | $\operatorname{PSp}(2 n, q)$ | $n \geq 2,(n, t) \neq(2,2)$ |
| $D_{n}(t)$ | $\operatorname{P\Omega } \Omega^{+}(2 n, q)$ | $n \geq 4$ |
| ${ }^{2} D_{n}\left(t^{2}\right)$ | $\operatorname{P} \Omega^{-}(2 n, q)$ | $n \geq 4$ |
| ${ }^{3} D_{4}\left(t^{3}\right)$ |  |  |
| $E_{6}(t)$ |  |  |
| ${ }^{2} E_{6}\left(t^{2}\right)$ |  |  |
| $E_{7}(t)$ |  |  |
| $E_{8}(t)$ |  |  |
| $F_{4}(t)$ |  |  |
| ${ }^{2} F_{4}\left(t^{2}\right)$ |  | $q=t^{2}=2^{2 k+1}, k \geq 1$ |
| $G_{2}(t)$ |  | $t \geq 3$ |
| ${ }^{2} G_{2}\left(t^{2}\right)$ |  | $q=t^{2}=3^{2 k+1}, k \geq 1$ |

Table 3.3: Classification of simple groups of Lie type


Table 3.4: The classification of simple Lie algebras

$B_{2}$

$$
0 \xlongequal{=} 0
$$

$E_{6}$

$F_{4}$


Table 3.5: Symmetries of Dynkin diagrams

## Chapter 4

## Linear groups of dimension two

This chapter is devoted for a proof of Theorem B as the following.
Theorem B. Let $G$ be a finitely generated profinite group such that almost every nonabelian composition factor is isomorphic to $\operatorname{PSL}(2, p)$ for some prime $p \geq 5$. Then $P_{G}(s)$ is rational only if $G / \operatorname{Frat}(G)$ is finite.

### 4.1 Maximal subgroups of $\operatorname{PSL}(2, q)$

Let $X$ be an almost simple group with socle $S \cong \operatorname{PSL}(2, q)$ where $q \geq 5$ is a prime. Since $\operatorname{Aut}(S)=\operatorname{PGL}(2, q)$ and $|\operatorname{PGL}(2, q): \operatorname{PSL}(2, q)|=2$, either $X=\operatorname{PSL}(2, q)$ or $X=\operatorname{PGL}(2, q)$. We will now look for the smallest index of maximal subgroups supplementing $S$ in $X$ that is divisible by $q$ and not divisible by 2 .

Theorem 4.1.1 ([Dic58]). Let $X=P G L(2, q)$ with $q \geq 5$ a prime. Then the maximal subgroups of $X$ not containing $\operatorname{PSL}(2, q)$ are
(a) $C_{q} \rtimes C_{q-1}$;
(b) $D_{2(q-1)}$ for $q \neq 5$;
(c) $D_{2(q+1)}$;
(d) Sym(4) for $q \equiv \pm 3 \bmod 8$.

We list those maximal subgroups of $\operatorname{PGL}(2, q)$ and their indices in the following table:

| maximal subgroup | order | index |
| :--- | :--- | :--- |
| $C_{q} \rtimes C_{q-1}$ | $q(q-1)$ | $q+1$ |
| $D_{2(q-1)}, q \neq 5$ | $2(q-1)$ | $q(q+1) / 2$ |
| $D_{2(q+1)}$ | $2(q+1)$ | $q(q-1) / 2$ |
| Sym $(4), q \equiv \pm 3 \bmod 8$ | $4!$ | $q\left(q^{2}-1\right) / 4!$ |

Table 4.1: Maximal subgroups of $\operatorname{PGL}(2, q)$

We consider indices divisible by $q$.

- Assume that $q(q-1) / 2$ is odd. If there exists a maximal subgroup $M$ such that $|\operatorname{PGL}(2, q): M|$ is odd and smaller than $q(q-1) / 2$, then $M \cong \operatorname{Sym}(4)$. In this case, $q \equiv \pm 3 \bmod 8$, and we have

$$
\frac{q\left(q^{2}-1\right)}{4!}<\frac{q(q-1)}{2} \Leftrightarrow q<11
$$

so $q=5$. For $q=5$, we have $q\left(q^{2}-1\right) / 4!=5$, while $q(q-1) / 2=10$ and $q(q+$ 1) $/ 2=15$.

- Assume now that $q(q+1) / 2$ is odd. If there exists a maximal subgroup $M$ such that $|\operatorname{PGL}(2, q): M|$ is odd and smaller than $q(q-1) / 2$, then $M \cong \operatorname{Sym}(4)$. Also in this case, $q \equiv \pm 3 \bmod 8$, and we have

$$
\frac{q\left(q^{2}-1\right)}{4!}<\frac{q(q+1)}{2} \Leftrightarrow q<12
$$

The candidates are $q=5 \equiv 1 \bmod 4$ and $q=11 \equiv 3 \bmod 4$. The case $q=5$ was already eliminated above. In the case $q=11$, we choose index $q(q-1) / 2=55$ which is not divisible by 2 .

Theorem 4.1.2 ([Dic58]). Let $X=\operatorname{PSL}(2, q)$ with $q \geq 5$ a prime. Then the maximal subgroups of $X$ are the following
(a) $C_{q} \rtimes C_{q-1}$;
(b) $D_{q-1}$ for $q \geq 13$;
(c) $D_{q+1}$ for $q \neq 7,9$;
(d) $\operatorname{Sym}(4)$ for $q \equiv \pm 1 \bmod 8$;
(e) Alt(4) for $q \equiv \pm 3 \bmod 10$
(f) $\operatorname{Alt}(5)$ for $q \equiv \pm 1 \bmod 10$.

We have a table of maximal subgroups of $\operatorname{PSL}(2, q)$ and their indices as follows.

| maximal subgroup $M$ | order | index |
| :--- | :--- | :--- |
| $C_{q} \rtimes C_{q-1}$ | $q(q-1)$ | $q+1$ |
| $D_{(q-1)}, q \geq 13$ | $2(q-1)$ | $q(q+1) / 2$ |
| $D_{(q+1)}, q \neq 7,9$ | $2(q+1)$ | $q(q-1) / 2$ |
| $\operatorname{Sym}(4), q \equiv \pm 1 \bmod 8$ | $4!$ | $q\left(q^{2}-1\right) / 2.4!$ |
| Alt $(4), q \equiv \pm 3 \bmod 10 \& q \not \equiv \pm 1 \bmod 10$ | $4!/ 2$ | $q\left(q^{2}-1\right) / 4!$ |
| $\operatorname{Alt}(5), q \equiv \pm 1 \bmod 10$ | $5!/ 2$ | $q\left(q^{2}-1\right) / 5!$ |

Table 4.2: Maximal subgroups of $\operatorname{PSL}(2, q)$

We look for the smallest odd integer divisible by $q$ which is the index of a maximal subgroup $M$ of $\operatorname{PSL}(2, q)$. We have two cases:
(a) If $q(q-1) / 2$ is odd, then either $|\operatorname{PSL}(2, q): M|=q(q-1) / 2$ or one of the following cases occurs:

In case $M=\operatorname{Alt}(4)$ with $q \equiv \pm 3 \bmod 10$, we have

$$
\frac{q\left(q^{2}-1\right)}{4!}<\frac{q(q-1)}{2} \Leftrightarrow q<11 .
$$

The only candidate is $q=5 \equiv 1 \bmod 4$. For $q=5$ we have $q\left(q^{2}-1\right) / 4!=5$, while $q(q-1) / 2=10$, and $q(q+1) / 2=15$.

In case $M=\operatorname{Sym}(4)$ with $q \equiv \pm 1 \bmod 8$, we have

$$
\frac{q\left(q^{2}-1\right)}{2.4!}<\frac{q(q-1)}{2} \Leftrightarrow q<23
$$

The only candidate is $q=7 \equiv 3 \bmod 4$. For $q=7$ we have $q\left(q^{2}-1\right) / 2.4!=7$, while $q(q-1) / 2=21$.

In case $M=\operatorname{Alt}(5)$ with $q \equiv \pm 1 \bmod 10$, we have

$$
\frac{q\left(q^{2}-1\right)}{5!}<\frac{q(q-1)}{2} \Leftrightarrow q<59 .
$$

The candidates are $q=11 \equiv 3 \bmod 4, q=19 \equiv 3 \bmod 4, q=29 \equiv 1 \bmod 4$, $q=31 \equiv 3 \bmod 4, q=41 \equiv 1 \bmod 4, q=49 \equiv 1 \bmod 4$.

For $q=11$ we have $q\left(q^{2}-1\right) / 5!=11$ while $q(q-1) / 2=55$.
For $q=19$ we have $q\left(q^{2}-1\right) / 5!=19 \cdot 3$ while $q(q-1) / 2=19 \cdot 9$.
For $q=29$ we have $q\left(q^{2}-1\right) / 5!=29 \cdot 7$ while $q(q-1) / 2=29 \cdot 14$.
For $q=31$ we have $q\left(q^{2}-1\right) / 5!=31 \cdot 8$ while $q(q-1) / 2=31 \cdot 15$.
For $q=41$ we have $q\left(q^{2}-1\right) / 5!=41 \cdot 14$ while $q(q-1) / 2=41 \cdot 20$.
For $q=49$ we have $q\left(q^{2}-1\right) / 5!=49 \cdot 20$ while $q(q-1) / 2=49 \cdot 24$.
(b) If $q(q+1) / 2$ is odd, then, similarly, either $|\operatorname{PSL}(2, q): M|=q(q+1) / 2$ or one of the following cases occurs:

In case $M=\operatorname{Alt}(4)$ with $q \equiv \pm 3 \bmod 10$ and $q \not \equiv \pm 1 \bmod 10$, we have

$$
\frac{q\left(q^{2}-1\right)}{4!}<\frac{q(q+1)}{2} \Leftrightarrow q<13 .
$$

Candidates are $q=5 \equiv 1 \bmod 4$ and $q=11 \equiv 3 \bmod 4$ which are already eliminated above.

In case $M=\operatorname{Sym}(4)$ with $q \equiv \pm 1 \bmod 8$, we have

$$
\frac{q\left(q^{2}-1\right)}{2.4!}<\frac{q(q+1)}{2} \Leftrightarrow q<25 .
$$

The remaining candidate is $q=23 \equiv 3 \bmod 4$. But in this case, we choose $q(q-$ 1) $/ 2=23 \cdot 11$ instead of $q(q+1) / 2=23 \cdot 12$.

In case $M=\operatorname{Alt}(5)$ with $q \equiv \pm 1 \bmod 10$, we have

$$
\frac{q\left(q^{2}-1\right)}{5!}<\frac{q(q+1)}{2} \Leftrightarrow q<61
$$

The remaining candidate is $q=59 \equiv 3 \bmod 4$. Again, in this case, we choose $q(q-1) / 2=59 \cdot 29$ instead of $q(q+1) / 2=59 \cdot 30$.

Theorem 4.1.3. Let $L$ be a monolithic primitive group with $\operatorname{soc}(L)=(\operatorname{PSL}(2, q))^{r}$ for some prime $q \geq 5$, and $X$ the associated almost simple group. Define $w$ as follows:

$$
w=w(X)= \begin{cases}q(q-1) / 2 & \text { if } q \equiv 3 \bmod 4 \text { and } q \notin\{5,7,11,19,29\}, \\ q(q+1) / 2 & \text { if } q \equiv 1 \bmod 4 \text { and } q \notin\{5,7,11,19,29\}, \\ 5 & \text { if } q=5, \\ 7 & \text { if } q=7 \text { and } X=\operatorname{PSL}(2,7), \\ 3 \cdot 7 & \text { if } q=7 \text { and } X=\operatorname{PGL}(2,7), \\ 11 & \text { if } q=11 \text { and } X=\operatorname{PSL}(2,11), \\ 11 \cdot 5 & \text { if } q=11 \text { and } X=\operatorname{PGL}(2,11), \\ 19 \cdot 3 & \text { if } q=19 \text { and } X=\operatorname{PSL}(2,19), \\ 19 \cdot 3^{2} & \text { if } q=19 \text { and } X=\operatorname{PGL}(2,19), \\ 29 \cdot 7 & \text { if } q=29 \text { and } X=\operatorname{PSL}(2,29), \\ 29 \cdot 3 \cdot 5 & \text { if } q=29 \text { and } X=\operatorname{PGL}(2,29) .\end{cases}
$$

Then $b_{w^{r}}<0$ and $w^{r}$ is the smallest odd $q$-useful index in $L$.

### 4.2 The main result

In this section, we give a proof for Theorem B. In this proof, we consider a finitely generated profinite group $G$ such that $P_{G}(s)$ is rational and that there is an open normal subgroup $H$ of which every composition factor is either cyclic or isomorphic to a group $\operatorname{PSL}(2, p)$ for some prime $p \geq 5$.

We fix a descending normal series $\left\{G_{i}\right\}$ of $G$ with the properties that $\cap G_{i}=1$ and $G_{i} / G_{i+1}$ is a chief factor of $G / G_{i+1}$. Let $J$ be the set of indices $i$ with $G_{i} / G_{i+1}$ non-Frattini. Then by Section 2.1 the probabilistic zeta function $P_{G}(s)$ can be factorized as

$$
P_{G}(s)=\prod_{i \in J} P_{i}(s)
$$

where for each $i$, the finite Dirichlet series $P_{i}(s)=\sum_{n} b_{i, n} / n^{s}$ is associated to the chief factor $G_{i} / G_{i+1}$. We have the the following crucial result.

Proposition 4.2.1. The set $\pi(G)$ is finite.
Proof. Let $\Gamma$ be the set of simple groups that appear as composition factors in non-Frattini chief factors of $G$, that is, the set of simple groups $S_{i}$ for $i \in J$. Since $P_{G}(s)$ is rational, the set $\pi\left(P_{G}(s)\right)$ is finite. Therefore, it follows from Lemma 2.6.1 that $\Gamma$ contains only finitely
many abelian groups. Assume by contradiction that $\Gamma$ is infinite. By our assumption, the subset $\Gamma^{*}$ of the simple groups in $\Gamma$ that are isomorphic to $\operatorname{PSL}(2, p)$ for some prime $p$ is infinite. Let

$$
I:=\left\{j \in J \mid S_{j} \in \Gamma^{*}\right\}, A(s):=\prod_{i \in I} P_{i}(s) \text { and } B(s):=\prod_{i \notin I} P_{i}(s) .
$$

Notice that $\pi(B(s)) \subseteq \bigcup_{\in \Gamma \backslash \Gamma^{*}} \pi(S)$ is a finite set. Since $P_{G}(s)=A(s) B(s)$ and $\pi\left(P_{G}(s)\right)$ is finite, if follows that the set $\pi(A(s))$ is finite. In particular, there exists a prime number $q \geq 5$ such that $q \notin \pi(A(s))$ but $\operatorname{PSL}(2, q) \in \Gamma^{*}$. Let $\Lambda$ be the set of the odd integers $n$ divisible by $q$ but not divisible by any prime strictly greater than $q$ and set

$$
\begin{aligned}
r & :=\min \left\{r_{i} \mid S_{i}=\operatorname{PSL}(2, q)\right\} \\
I^{*} & :=\left\{i \in I \mid S_{i}=\operatorname{PSL}(2, q) \text { and } r_{i}=r\right\} \\
w & :=\min \left\{w\left(X_{i}\right) \mid S_{i}=\operatorname{PSL}(2, q) \text { and } r_{i}=r\right\} \\
\alpha & :=\min \left\{n>1 \mid n \in \Lambda, v_{q}(n)=r \text { and } b_{i, n} \neq 0 \text { for some } i \in I\right\} .
\end{aligned}
$$

Assume $i \in I, n \in \Lambda$ and $b_{i, n} \neq 0$. We have that $S_{i} \cong \operatorname{PSL}\left(2, q_{i}\right)$ for a suitable prime $q_{i}$. Since $b_{i, n} \neq 0$, there is a subgroup $H \leq L_{i}$ such that $L_{i}=H \cdot \operatorname{soc}\left(L_{i}\right)$ and $n=\left[L_{i}: H\right]$. Hence $n=\left|L_{i}: H\right|=\left|\operatorname{soc}\left(L_{i}\right): \operatorname{soc}\left(L_{i}\right) \cap H\right|$. Since $q \mid n$, and $q_{i}$ is the largest prime divisor of $\left|S_{i}\right|=\left|\operatorname{PSL}\left(2, q_{i}\right)\right|=q_{i}\left(q_{i}^{2}-1\right) / 2$, we get that $q_{i} \geq q$. Since $n$ is an odd useful index for $L_{i}$, we have by Lemma 2.2 .6 that $n=x^{r_{i}}$, where $x$ is an odd useful index for the almost simple group $X_{i}$ where $\operatorname{soc}\left(X_{i}\right)=S_{i}=\operatorname{PSL}\left(2, q_{i}\right)$. So, there is a maximal subgroup of $X_{i}$, which supplements $S_{i}$, of odd index $x^{\prime}$ dividing $x$. If $q_{i}>q$, then $q_{i}$ does not divide $n$ by definition of $n \in \Lambda$, so $x^{\prime}$ is not divisible by $q_{i}$. It means that $X_{i}$ has a maximal subgroup of odd index divisible by $q$ and not divisible by $q_{i}$, which contradicts the tables we have above. Hence $q_{i}=q$. It follows that $\alpha=w^{r}$ and $b_{i, \alpha} \neq 0$ if and only if $i \in I^{*}$ and $w\left(X_{i}\right)=w ;$ moreover in the last case $b_{i, \alpha}<0$. Hence the coefficient $c_{\alpha}$ of $1 / c_{\alpha}$ in $A(s)$ is

$$
c_{\alpha}=\sum_{i \in I^{*}, w\left(X_{i}\right)=w} b_{i, \alpha}<0 .
$$

This implies that $q \in \pi(A(s))$, which is a contradiction. Thus $\Gamma^{*}$, and hence $\Gamma$, is finite. By Corolary 2.6.2, it follows that $\pi(G)$ is also finite.

Proof of Theorem B. Assume that $P_{G}(s)=\prod_{i \in J} P_{i}(s)$ where $J$ is the set of indices $i$ such that $G_{i} / G_{i+1}$ is non-Frattini. Let $\mathcal{T}$ be the set of almost simple groups $X$ such that there
exist infinitely many $i \in J$ with $X_{i} \cong X$ and let $I$ be the set of indices $i \in J$ such that $X_{i} \in \mathcal{T}$. By Proposition 2.6.3, the set $J \backslash I$ is finite. We have to prove that $J$ is finite; this is equivalent to show that $I=\varnothing$. Assume that $I \neq \varnothing$ and let $i \in I$. By the hypothesis of Theorem B, there exists a prime $q_{i}$ such that $S_{i} \in\left\{C_{q_{i}}, \operatorname{PSL}\left(2, q_{i}\right)\right\}$. Set $q=\max \left\{q_{i}: i \in I\right\}$ and let $\Lambda$ be the set of odd integers $n$ divisible by $q$. Assume $n \in \Lambda$ and $b_{i, n} \neq 0$ for some $i \in I$. If $S_{i}$ is cyclic, then $P_{i}(s)=1-c_{n} / n^{s}$ where $n=\left|G_{i} / G_{i+1}\right|=q_{i}^{r_{i}}$ and $c_{n}$ is the number of complements of $G_{i} / G_{i+1}$ in $G / G_{i+1}$. This implies $q=q_{i}$ and $v_{q}(n)=r_{i}$. If $S_{i}=\operatorname{PSL}\left(2, q_{i}\right)$, then by the proof of Proposition 4.2.1. we have $q_{i} \geq q$, and by the maximality of $q$, we obtain that $q_{i}=q$. In addition, $n$ is an odd useful index for $L_{i}$, so, by Lemma 2.2.6. we have $n=x_{i}^{r_{i}}$, where $x_{i}$ is an odd useful index of a subgroup $Y_{i}$ supplementing $S_{i}$ in the almost simple group $X_{i}$ with $\operatorname{soc}\left(X_{i}\right)=S_{i}$. Since $q \mid n=x_{i}^{r_{i}}$, then $q \mid x_{i}$, so $v_{q}\left(x_{i}\right) \geq 1$. Since $q_{i}=q$ and $q_{i}^{2}$ does not divide the order of $X_{i}$, we obtain $v_{q}\left(x_{i}\right)=1$, hence $v_{q}(n)=r_{i}$. Let

$$
w=\min \left\{x \in \Lambda \mid v_{q}(x)=1 \text { and } b_{i, x^{r} i} \neq 0 \text { for some } i \in I\right\} .
$$

Since $J \backslash I$ is finite and $P_{G}(s)=\prod_{i \in J} P_{i}(s)$ is rational, also $\prod_{i \in I} P_{i}(s)$ is rational. This implies by Lemma 1.2 .5 that the product $Q(s)=\prod_{i} P_{i}^{(2)}(s)$ is also rational. Let $I^{*}=\{i \in$ $\left.I \mid b_{i, w^{r_{i}}} \neq 0\right\}$. By the above considerations and Theorem4.1.3. we have $i \in I^{*}$ if and only if either $S_{i} \cong C_{q}$ and $w=q$ or $\operatorname{soc}\left(X_{i}\right)=\operatorname{PSL}(2, q)$ and $w_{i}=w$. In particular, if $i \in I^{*}$ then there exist infinitely many $j \in I$ with $X_{i} \cong X_{j}$ and all of them are in $I^{*}$, hence $I^{*}$ is an infinite set. Moreover, $b_{i, w^{r} i}<0$ for every $i \in I^{*}$, and therefore applying Proposition 2.4.3 to the Dirichlet series $Q(s)$, we deduce that the product

$$
H(s)=\prod_{i \in I}\left(1+\frac{b_{i, w^{r_{i}}}}{w^{r_{i} s}}\right)=\prod_{i \in I^{*}}\left(1+\frac{b_{i, w^{r_{i}}}}{w^{r_{i} s}}\right)
$$

is rational. By Corollary 2.5.5, the set $I^{*}$ must be finite, a contradiction.

## Chapter 5

## Sporadic simple groups

This chapter is devoted for a proof of Theorem C as the following.
Theorem C. If $G$ is a finitely generated profinite group such that almost every nonabelian composition factor is isomorphic to a sporadic simple group and $P_{G}(s)$ is rational, then $G / \operatorname{Frat}(G)$ is a finite group.

The list of sporadic simple groups with their orders and automorphism groups is described in Table 5.1.

Note that if $X$ is an almost simple group whose socle $S$ is a sporadic group, then either $X=S$ or $X=S \cdot 2$. If $X=S$ then $P_{X, S}(s)=P_{S}(s)$. If $X=S \cdot 2$ then $X / S \cong C_{2}$, and so

$$
P_{X}(s)=P_{X, S}(s) P_{X / S}(s)=P_{X, S}(s)\left(1-\frac{1}{2^{s}}\right)
$$

which implies that $P_{X, S}^{(2)}(s)=P_{X}^{(2)}(s)$. This helps us analyse $P_{X, S}^{(2)}(s)$ easily from the knowledge of $X$. Therefore, we will focus only on odd indices of subgroups of $X$. Let $\Gamma_{X}$ be the set of useful subgroups of $X$ of odd index, and let $m_{X}=\min \left\{|X: H|: H \in \Gamma_{X}\right\}$. Then $m_{X}$ is the index of a maximal subgroup of $X$. In order to apply our machinery, we need to look for a prime divisor $p_{X}$ of $m_{X}$ such that if $p_{X}$ divides the index $|X: H|$ of some subgroup $H \in \Gamma_{X}$, then $v_{p_{X}}\left(m_{X}\right)=v_{p_{X}}(|X: H|)$. Notice also that for any prime $p \in \pi\left(m_{X}\right)$, if there is some $H \in \Gamma_{X}$ such that $p\left||X: H|\right.$, then $m_{X} \leq|X: H|$. The list of $m_{X}$ and all potential $p_{X}$ for all sporadic groups is included in Table 5.3 .

Proof of Theorem C. Since there are only 26 sporadic simple groups, by Step 1 in Section 2.6 , the set $\pi(G)$ is finite. We have that

$$
P_{G}(s)=\prod_{i \in J} P_{i}(s)
$$

where $J$ is the set of indices $i$ with $G_{i} / G_{i+1}$ non-Frattini. Let $\mathcal{T}$ be the set of almost simple groups $X$ such that $\operatorname{soc}(X)$ is a sporadic simple group and there exist infinitely many $i \in J$ with $X_{i} \cong X$, and let $I=\left\{i \in J \mid X_{i} \in \mathcal{T}\right\}$. By Proposition 2.6.3, the set $J \backslash I$ is finite. We have to prove that $J$ is finite; this is equivalent to showing that $I=\varnothing$. For any almost simple group $X$, let $\Omega(X)$ be the set of the odd integers $m \in \mathbb{N}$ such that:

- $X$ contains at least one subgroup $Y$ such that $X=Y \cdot \operatorname{soc}(X)$ and $|X: Y|=m$.
- if $X=Y \cdot \operatorname{soc}(X)$ and $|X: Y|=m$, then $Y$ is a maximal subgroup of $X$.

Note that if $m \in \Omega(X), X=Y \cdot \operatorname{soc}(X)$ and $|X: Y|=m$, then $\mu_{X}(Y)=-1$; in particular, $b_{m}(X)<0$. This implies that if $m \in \Omega\left(X_{i}\right)$ then $b_{i, m^{r_{i}}}<0$. Certainly $\Omega(X)$ is not empty and its smallest element is the smallest index $m_{X}$ of a supplement of $\operatorname{soc}(X)$ in $X$ (see Table 5.3). In a few cases, we need to know another integer $n_{X}$ in $\Omega(X)$, given in Table 5.4

Since $J \backslash I$ is finite and $P_{G}(s)=\prod_{i \in J} P_{i}(s)$ is rational, also $\prod_{i \in I} P_{i}(s)$ is rational. This implies from Lemma 1.2 .5 that the product $Q(s)=\prod_{i \in I} P_{i}^{(2)}(s)$ is also rational. For a fixed prime $p$, let $\Lambda_{p}=\left\{i \in I \mid p \in \pi\left(P_{i}^{\{2\}}(s)\right)\right\}$.

If $i \in \Lambda_{31}$, then 31 divides $\left|S_{i}\right|$ and $S_{i} \in\left\{\mathrm{~J}_{4}, \mathrm{Ly}, \mathrm{O}^{\prime} \mathrm{N}, \mathrm{BM}, \mathrm{M}, \mathrm{Th}\right\}$. Moreover $31^{2}$ does not divide $\left|S_{i}\right|$ so if $n$ is odd, divisible by 31 and $b_{i, n} \neq 0$ then $n=x^{r_{i}}$ and $v_{31}(x)=1$. Let $m_{i}=n_{X_{i}}$ if $S_{i} \cong \mathrm{Th}$, and $m_{i}=m_{X_{i}}$ otherwise. Since $m_{i}$ is the smallest odd number divisible by 31 and equal to the index in $X_{i}$ of a supplement of $S_{i}$ we get:

$$
\begin{aligned}
w & =\min \left\{x \in \mathbb{N} \mid x \text { is odd }, v_{31}(x)=1 \text { and } b_{i, x^{r_{i}}} \neq 0 \text { for some } i \in I\right\} \\
& =\min \left\{x \in \mathbb{N} \mid x \text { is odd }, v_{31}(x)=1 \text { and } b_{i, x^{x_{i}}} \neq 0 \text { for some } i \in \Lambda_{31}\right\} \\
& =\min \left\{m_{i} \mid i \in \Lambda_{31}\right\}
\end{aligned}
$$

But then by Proposition 2.4.3, the following Dirichlet series is rational:

$$
\prod_{i \in \Lambda_{31}}\left(1+\frac{b_{i, w^{r_{i}}}}{\left(w^{r_{i}}\right)^{s}}\right)
$$

We have $b_{i, w^{r_{i}}}<0$ if $m_{i}=w, b_{i, w^{r_{i}}}=0$ otherwise. By applying Corollary 2.5.5, we get that $\left\{i \in \Lambda_{31} \mid m_{i}=w\right\}$ is a finite set, and this implies $\Lambda_{31}=\varnothing$.

Now consider $\Lambda_{23}$. Since $\Lambda_{31}=\varnothing$, if $i \in \Lambda_{23}$ then $S_{i} \in\left\{\mathrm{M}_{23}, \mathrm{M}_{24}, \mathrm{Co}_{1}, \mathrm{Co}_{2}, \mathrm{Co}_{3}, \mathrm{Fi}_{23}\right.$, $\left.\mathrm{Fi}_{24}{ }^{\prime}\right\}$. We can repeat the argument used to proved that $\Lambda_{31}=\varnothing$. Let $m_{i}=n_{X_{i}}$ if $S_{i} \cong \mathrm{Co}_{1}$, $m_{i}=m_{X_{i}}$ otherwise and let $w=\min \left\{m_{i} \mid i \in \Lambda_{23}\right\}$. By applying Corollary 2.5.5, we get that $\left\{i \in \Lambda_{23} \mid m_{i}=w\right\}$ is a finite set, and this implies $\Lambda_{23}=\varnothing$.

New we consider $\Lambda_{11}$. Since $\Lambda_{31} \cup \Lambda_{23}=\varnothing$, if $i \in \Lambda_{11}$, then $S_{i} \in\left\{\mathrm{M}_{11}, \mathrm{M}_{12}, \mathrm{M}_{22}, \mathrm{~J}_{1}\right.$, HS, Suz, McL, $\left.\mathrm{HN}, \mathrm{Fi}_{22}\right\}$. Let $m_{i}=n_{X_{i}}$ if $S_{i} \cong \mathrm{Fi}_{22}$ or $S_{i} \cong \mathrm{Fi}_{24}^{\prime}, m_{i}=m_{X_{i}}$ otherwise and let $w=\min \left\{m_{i} \mid i \in \Lambda_{11}\right\}$. As before, by applying Corollary 2.5.5, we get that $\left\{i \in \Lambda_{23} \mid m_{i}=w\right\}$ is a finite set, and this implies $\Lambda_{11}=\varnothing$. Continuing our procedure, we consider $\Lambda_{17}$ : if $i \in \Lambda_{17}$, then $S_{i} \in\left\{\mathrm{~J}_{3}, \mathrm{He}\right\}$ and we can take $w=\min \left\{m_{X_{i}} \mid i \in \Lambda_{17}\right\}$ and deduce that $\Lambda_{17}=\varnothing$. Next we take $w=m_{X}$ with $\operatorname{soc}(X)=R u$ to prove $\Lambda_{29}=\varnothing$ and finally we take $w=m_{X}$ with $\operatorname{soc}(X)=\mathrm{J}_{2}$ to prove $\Lambda_{7}=\varnothing$. In conclusion, the set

$$
I=\Lambda_{31} \cup \Lambda_{23} \cup \Lambda_{11} \cup \Lambda_{29} \cup \Lambda_{17} \cup \Lambda_{7}
$$

is empty, the Theorem follows.
Tables

Table 5.1: Sporadic simple groups

| $S$ | $\mid$ Out $(S) \mid$ | $\|S\|$ |
| :--- | :---: | :--- |
| $M_{11}$ | 1 | $2^{4} \cdot 3^{2} \cdot 5 \cdot 11$ |
| $M_{12}$ | 2 | $2^{6} \cdot 3^{3} \cdot 5 \cdot 11$ |
| $M_{22}$ | 2 | $2^{7} \cdot 3^{2} \cdot 5 \cdot 7 \cdot 11$ |
| $M_{23}$ | 1 | $2^{7} \cdot 3^{2} \cdot 5 \cdot 7 \cdot 11 \cdot 23$ |
| $M_{24}$ | 1 | $2^{10} \cdot 3^{3} \cdot 5 \cdot 7 \cdot 11 \cdot 23$ |
| $J_{1}$ | 1 | $2^{3} \cdot 3 \cdot 5 \cdot 7 \cdot 11 \cdot 19$ |
| $J_{2}$ | 2 | $2^{7} \cdot 3^{3} \cdot 5^{2} \cdot 7$ |
| $J_{3}$ | 2 | $2^{7} \cdot 3^{5} \cdot 5 \cdot 17 \cdot 19$ |
| $J_{4}$ | 1 | $2^{21} \cdot 3^{3} \cdot 5 \cdot 7 \cdot 11^{3} \cdot 23 \cdot 29 \cdot 31 \cdot 37 \cdot 43$ |
| HS | 2 | $2^{9} \cdot 3^{2} \cdot 5^{3} \cdot 7 \cdot 11$ |
| Suz | 2 | $2^{13} \cdot 3^{7} \cdot 5^{2} \cdot 7 \cdot 11 \cdot 13$ |
| McL | 2 | $2^{7} \cdot 3^{6} \cdot 5^{3} \cdot 7 \cdot 11$ |
| Ru | 1 | $2^{14} \cdot 3^{3} \cdot 5^{3} \cdot 7 \cdot 13 \cdot 29$ |


| He | 2 | $2^{10} \cdot 3^{3} \cdot 5^{2} \cdot 7^{3} \cdot 17$ |
| :--- | :--- | :--- |
| Ly | 1 | $2^{8} \cdot 3^{7} \cdot 5^{6} \cdot 7 \cdot 11 \cdot 31 \cdot 37 \cdot 67$ |
| $\mathrm{O}^{\prime} \mathrm{N}$ | 2 | $2^{9} \cdot 3^{4} \cdot 5 \cdot 7^{3} \cdot 11 \cdot 19 \cdot 31$ |
| $\mathrm{Co}_{1}$ | 1 | $2^{21} \cdot 3^{9} \cdot 5^{4} \cdot 7^{2} \cdot 11 \cdot 13 \cdot 23$ |
| $\mathrm{Co}_{2}$ | 1 | $2^{18} \cdot 3^{6} \cdot 5^{3} \cdot 7 \cdot 11 \cdot 23$ |
| $\mathrm{Co}_{3}$ | 1 | $2^{10} \cdot 3^{7} \cdot 5^{3} \cdot 7 \cdot 11 \cdot 23$ |
| $\mathrm{Fi}_{22}$ | 2 | $2^{17} \cdot 3^{9} \cdot 5^{2} \cdot 7 \cdot 11 \cdot 13$ |
| $\mathrm{Fi}_{23}$ | 1 | $2^{18} \cdot 3^{13} \cdot 5^{2} \cdot 7 \cdot 11 \cdot 13 \cdot 17 \cdot 23$ |
| $\mathrm{Fi}_{24}^{\prime}$ | 2 | $2^{21} \cdot 3^{16} \cdot 5^{2} \cdot 7^{3} \cdot 11 \cdot 13 \cdot 17 \cdot 23 \cdot 29$ |
| HN | 2 | $2^{14} \cdot 3^{6} \cdot 5^{6} \cdot 7 \cdot 11 \cdot 19$ |
| Th | 1 | $2^{15} \cdot 3^{10} \cdot 5^{3} \cdot 7^{2} \cdot 13 \cdot 19 \cdot 31$ |
| BM | 1 | $2^{41} \cdot 3^{13} \cdot 5^{6} \cdot 7^{2} \cdot 11 \cdot 13 \cdot 17 \cdot 19 \cdot 23 \cdot 31 \cdot 47$ |
| $M$ | 1 | $2^{46} \cdot 3^{20} \cdot 5^{9} \cdot 7^{6} \cdot 11^{2} \cdot 13^{3} \cdot 17 \cdot 19 \cdot 23 \cdot 29 \cdot 31 \cdot 41 \cdot 59 \cdot 71$ |

Table 5.2: Maximal subgroups of odd index of sporadic groups and their automorphism groups

| Group | Maximal subgroup | Index |
| :--- | :--- | :--- |
| $M_{11}$ | $M_{10} \cong A_{6} \cdot 2$ | 11 |
|  | $M_{9}: 2 \cong 3^{2}: Q_{8} \cdot 2$ | $5 \cdot 11$ |
|  | $M_{8}: S_{3} \cong 2 \cdot S_{4}$ | $3 \cdot 5 \cdot 11$ |
| $M_{12}$ | $M_{8} \cdot S_{4} \cong 2^{1+4} \cdot S_{3}$ | $3^{2} \cdot 5 \cdot 11$ |
|  | $4^{2}: D_{12}$ | $3^{2} \cdot 5 \cdot 11$ |
| $M_{12} \cdot 2$ | $2^{1+4} \cdot S_{3}: 2$ | $3^{2} \cdot 5 \cdot 11$ |
|  | $4^{2}: D_{12} \cdot 2$ | $3^{2} \cdot 5 \cdot 11$ |
| $M_{22}$ | $2^{4}: A_{6}$ | $7 \cdot 11$ |
|  | $2^{4}: S_{5}$ | $3 \cdot 7 \cdot 11$ |
| $M_{22} \cdot 2$ | $2^{4}: A_{6}: 2$ | $7 \cdot 11$ |
|  | $2^{5}: S_{5}$ | $3 \cdot 7 \cdot 11$ |
| $M_{23}$ | $M_{22}$ | 23 |
|  | $P S L(3,4): 2$ | $11 \cdot 23$ |
|  | $2^{4}: A_{7}$ | $11 \cdot 23$ |
|  | $2^{4}:\left(3 \times A_{5}\right): 2$ | $7 \cdot 11 \cdot 23$ |
| $M_{24}$ | $2^{4} \cdot A_{8}$ | $3 \cdot 11 \cdot 23$ |
|  | $\left(2^{6} \cdot 3\right) \cdot S_{6}$ | $7 \cdot 11 \cdot 23$ |
|  | $2^{6} \cdot\left(S_{3} \times P S L(2,7)\right)$ | $3 \cdot 5 \cdot 11 \cdot 23$ |
| $J_{1}$ | $2^{3}: 7: 3$ | $5 \cdot 11 \cdot 19$ |
|  | $2 \times A_{5}$ | $7 \cdot 11 \cdot 19$ |


| $J_{2}$ | $\begin{aligned} & 2^{1+4}: A_{5} \\ & 2^{2+4}:\left(3 \times S_{3}\right) \end{aligned}$ | $\begin{aligned} & 3^{2} \cdot 5 \cdot 7 \\ & 3 \cdot 5^{2} \cdot 7 \end{aligned}$ |
| :---: | :---: | :---: |
| $J_{2} \cdot 2$ | $\begin{aligned} & 2^{1+4} \cdot A_{5} \cdot 2 \\ & 2^{2+4}:\left(3 \times S_{3}\right) \cdot 2 \end{aligned}$ | $\begin{aligned} & 3^{2} \cdot 5 \cdot 7 \\ & 3 \cdot 5^{2} \cdot 7 \end{aligned}$ |
| $J_{3}$ | $\begin{aligned} & 2^{1+4}: A_{5} \\ & 2^{2+4}:\left(3 \times S_{3}\right) \end{aligned}$ | $\begin{aligned} & 3^{4} \cdot 17 \cdot 19 \\ & 3^{3} \cdot 5 \cdot 17 \cdot 19 \end{aligned}$ |
| $J_{3} \cdot 2$ | $\begin{aligned} & 2^{1+4} \cdot S_{5} \\ & 2^{2+4}:\left(S_{3} \times S_{3}\right) \end{aligned}$ | $\begin{aligned} & 3^{4} \cdot 17 \cdot 19 \\ & 3^{3} \cdot 5 \cdot 17 \cdot 19 \end{aligned}$ |
| $J_{4}$ | $\begin{aligned} & 2^{11}: M_{24} \\ & 2^{1+12} \cdot 3 M_{22}: 2 \\ & 2^{3+12} \cdot\left(S_{5} \times \operatorname{PSL}(3,2)\right) \end{aligned}$ | $\begin{aligned} & 11^{2} \cdot 29 \cdot 31 \cdot 37 \cdot 43 \\ & 11^{2} \cdot 23 \cdot 29 \cdot 31 \cdot 37 \cdot 43 \\ & 3 \cdot 11^{2} \cdot 23 \cdot 29 \cdot 31 \cdot 37 \cdot 43 \end{aligned}$ |
| $\mathrm{Co}_{1}$ | $\begin{aligned} & 2^{11}: M_{24} \\ & 2^{1+8} \cdot O_{8}^{+}(2) \\ & 2^{2+12}:\left(A_{8} \times S_{3}\right) \\ & 2^{4+12} \cdot\left(S_{3} \times 3 S_{6}\right) \end{aligned}$ | $\begin{aligned} & 3^{6} \cdot 5^{3} \cdot 7 \cdot 13 \\ & 3^{4} \cdot 5^{2} \cdot 7 \cdot 11 \cdot 13 \cdot 23 \\ & 3^{6} \cdot 5^{3} \cdot 7 \cdot 11 \cdot 13 \cdot 23 \\ & 3^{5} \cdot 5^{3} \cdot 7^{2} \cdot 11 \cdot 13 \cdot 23 \end{aligned}$ |
| $\mathrm{Co}_{2}$ | $\begin{aligned} & 2^{10}: M_{22}: 2 \\ & 2^{1+8}: S_{6}(2) \\ & 2^{4+10} \cdot\left(S_{5} \times S_{3}\right) \end{aligned}$ | $\begin{aligned} & 3^{4} \cdot 5^{2} \cdot 23 \\ & 3^{2} \cdot 5^{2} \cdot 11 \cdot 23 \\ & 3^{4} \cdot 5^{2} \cdot 7 \cdot 11 \cdot 23 \end{aligned}$ |
| $\mathrm{Co}_{3}$ | $\begin{aligned} & 2 \cdot S_{6}(2) \\ & 2^{4} \cdot A_{8} \\ & 2^{2} \cdot\left[2^{7} \cdot 3^{2}\right] \cdot S_{3} \end{aligned}$ | $\begin{aligned} & 3^{3} \cdot 5^{2} \cdot 11 \cdot 23 \\ & 3^{5} \cdot 5^{2} \cdot 11 \cdot 23 \\ & 3^{4} \cdot 5^{3} \cdot 7 \cdot 11 \cdot 23 \end{aligned}$ |
| Ly | $\begin{aligned} & 3 \cdot \mathrm{McL}: 2 \\ & 2 \cdot A_{11} \end{aligned}$ | $\begin{array}{\|l\|} 5^{3} \cdot 31 \cdot 37 \cdot 67 \\ 3^{3} \cdot 5^{4} \cdot 31 \cdot 37 \cdot 67 \end{array}$ |
| Th | $\begin{aligned} & 2^{5} \cdot \operatorname{PSL}(5,2) \\ & 2^{1+8} \cdot A_{9} \end{aligned}$ | $\begin{aligned} & 3^{8} \cdot 5^{2} \cdot 7 \cdot 13 \cdot 19 \\ & 3^{6} \cdot 5^{2} \cdot 7 \cdot 13 \cdot 19 \cdot 31 \end{aligned}$ |
| Suz | $\begin{aligned} & 2^{1+6} \cdot U_{4}(2) \\ & 3^{5}: M_{11} \\ & 2^{4+6}: 3 A_{6} \\ & 2^{2+8}:\left(A_{5} \times S_{3}\right) \end{aligned}$ | $\begin{aligned} & 3^{3} \cdot 5 \cdot 7 \cdot 11 \cdot 13 \\ & 3^{9} \cdot 5 \cdot 7 \cdot 13 \\ & 3^{4} \cdot 5 \cdot 7 \cdot 11 \cdot 13 \\ & 3^{5} \cdot 5 \cdot 7 \cdot 11 \cdot 13 \end{aligned}$ |
| Suz $\cdot 2$ | $\begin{aligned} & 2^{1+6} \cdot U_{4}(2) \cdot 2 \\ & 3^{5}\left(M_{11} \times 2\right) \\ & 2^{4+6}: 3 S_{6} \\ & 2^{2+8}:\left(S_{5} \times S_{3}\right) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3^{3} \cdot 5 \cdot 7 \cdot 11 \cdot 13 \\ & 3^{9} \cdot 5 \cdot 7 \cdot 13 \\ & 3^{4} \cdot 5 \cdot 7 \cdot 11 \cdot 13 \\ & 3^{5} \cdot 5 \cdot 7 \cdot 11 \cdot 13 \end{aligned}$ |
| $\mathrm{Fi}_{22}$ | $\begin{aligned} & 2^{10}: M_{12} \\ & \left(2 \times 2^{1+8} \cdot U_{4}(2)\right): 2 \\ & 2^{5+8}:\left(S_{3} \times A_{6}\right) \end{aligned}$ | $\begin{aligned} & 3^{7} \cdot 5 \cdot 13 \\ & 3^{5} \cdot 5 \cdot 7 \cdot 11 \cdot 13 \\ & 3^{6} \cdot 5 \cdot 7 \cdot 11 \cdot 13 \\ & \hline \end{aligned}$ |
| $\mathrm{Fi}_{22} \cdot 2$ | $\begin{aligned} & 2^{10}: M_{12}: 2 \\ & \left(2 \times 2^{1+8} \cdot U_{4}(2): 2\right): 2 \\ & 2^{5+8}:\left(S_{3} \times S_{6}\right) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3^{7} \cdot 5 \cdot 13 \\ & 3^{5} \cdot 5 \cdot 7 \cdot 11 \cdot 13 \\ & 3^{6} \cdot 5 \cdot 7 \cdot 11 \cdot 13 \end{aligned}$ |
|  | $2 \cdot \mathrm{Fi}_{22}$ | $3^{4} \cdot 17 \cdot 23$ |

$\mathrm{Fi}_{23}$

|  | $\begin{aligned} & 2^{2} \cdot U_{6}(2) \cdot 2 \\ & 2^{11} \cdot M_{23} \\ & \left(2^{2} \times 2^{1+8}\right) \cdot\left(3 \times U_{4}(2)\right) \cdot 2 \\ & 2^{6+8}:\left(A_{7} \times S_{3}\right) \end{aligned}$ | $\begin{aligned} & 3^{7} \cdot 5 \cdot 13 \cdot 17 \cdot 23 \\ & 3^{11} \cdot 5 \cdot 13 \cdot 17 \\ & 3^{8} \cdot 5 \cdot 7 \cdot 11 \cdot 13 \cdot 17 \cdot 23 \\ & 3^{10} \cdot 5 \cdot 11 \cdot 13 \cdot 17 \cdot 23 \end{aligned}$ |
| :---: | :---: | :---: |
| $\mathrm{Fi}_{24}^{\prime}$ | $\begin{aligned} & 2^{11} \cdot M_{24} \\ & 2^{1+12} \cdot 3 U_{4}(2) \cdot 2 \\ & 2^{3+12} \cdot\left(\operatorname{PSL}(3,2) \times A_{6}\right) \\ & 2^{6+8} \cdot\left(S_{3} \times A_{8}\right) \end{aligned}$ | $\begin{aligned} & 3^{13} \cdot 5 \cdot 7^{2} \cdot 13 \cdot 17 \cdot 23 \cdot 29 \\ & 3^{9} \cdot 5 \cdot 7^{2} \cdot 11 \cdot 13 \cdot 17 \cdot 23 \cdot 29 \\ & 3^{13} \cdot 5 \cdot 7^{2} \cdot 11 \cdot 13 \cdot 17 \cdot 23 \cdot 29 \\ & 3^{13} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13 \cdot 17 \cdot 23 \cdot 29 \end{aligned}$ |
| $\mathrm{Fi}_{24}^{\prime} \cdot 2$ | $\begin{aligned} & 2^{12} \cdot M_{24} \\ & 2^{1+12} \cdot 3 U_{4}(2) \cdot 2^{2} \\ & 2^{3+12} \cdot\left(\operatorname{PSL}(3,2) \times S_{6}\right) \\ & 2^{7+8} \cdot\left(S_{3} \times A_{8}\right) \end{aligned}$ | $\begin{aligned} & 3^{13} \cdot 5 \cdot 7^{2} \cdot 13 \cdot 17 \cdot 23 \cdot 29 \\ & 3^{9} \cdot 5 \cdot 7^{2} \cdot 11 \cdot 13 \cdot 17 \cdot 23 \cdot 29 \\ & 3^{13} \cdot 5 \cdot 7^{2} \cdot 11 \cdot 13 \cdot 17 \cdot 23 \cdot 29 \\ & 3^{13} \cdot 5^{2} \cdot 7^{2} \cdot 11 \cdot 13 \cdot 17 \cdot 23 \cdot 29 \end{aligned}$ |
| O'N | $\begin{aligned} & 4 \cdot \operatorname{PSL}(3,4): 2 \\ & 4^{3} \cdot \operatorname{PSL}(2,31) \\ & \hline \end{aligned}$ | $\begin{aligned} & 3^{2} \cdot 7^{2} \cdot 11 \cdot 19 \cdot 31 \\ & 3^{3} \cdot 5 \cdot 7^{2} \cdot 11 \cdot 19 \cdot 31 \end{aligned}$ |
| O'N. 2 | $\begin{aligned} & 4 \cdot \operatorname{PSL}(3,4): 2^{2} \\ & 4^{3} \cdot(\operatorname{PSL}(2,31) \times 2) \end{aligned}$ | $\begin{aligned} & 3^{2} \cdot 7^{2} \cdot 11 \cdot 19 \cdot 31 \\ & 3^{3} \cdot 5 \cdot 7^{2} \cdot 11 \cdot 19 \cdot 31 \end{aligned}$ |
| Ru | $\begin{aligned} & 2^{3+8}: \operatorname{PSL}(3,2) \\ & 2 \cdot 2^{4+6}: S_{5} \end{aligned}$ | $\begin{aligned} & 3^{2} \cdot 5^{3} \cdot 13 \cdot 29 \\ & 3^{2} \cdot 5^{2} \cdot 7 \cdot 13 \cdot 29 \end{aligned}$ |
| He | $\begin{aligned} & 2^{6}: 3 \cdot S_{6} \\ & 2^{1+6} \cdot \operatorname{PSL}(3,2) \\ & \hline \end{aligned}$ | $\begin{aligned} & 5 \cdot 7^{3} \cdot 17 \\ & 3^{2} \cdot 5^{2} \cdot 7^{2} \cdot 17 \end{aligned}$ |
| $\mathrm{He} \cdot 2$ | $\begin{aligned} & 2^{4+4} \cdot\left(S_{3} \times S_{3}\right) \cdot 2 \\ & 2^{1+6} \cdot \operatorname{PSL}(3,2) \cdot 2 \\ & \hline \end{aligned}$ | $\begin{aligned} & 3 \cdot 5^{2} \cdot 7^{3} \cdot 17 \\ & 3^{2} \cdot 5^{2} \cdot 7^{2} \cdot 17 \end{aligned}$ |
| HS | $\begin{aligned} & 4^{3}: \operatorname{PSL}(3,2) \\ & 4 \cdot 2^{4}: S_{5} \end{aligned}$ | $\begin{aligned} & 3 \cdot 5^{3} \cdot 11 \\ & 3 \cdot 5^{2} \cdot 7 \cdot 11 \end{aligned}$ |
| HS - 2 | $\begin{aligned} & 4^{3}:(\operatorname{PSL}(3,2) \times 2) \\ & 2^{1+6}: S_{5} \end{aligned}$ | $\begin{aligned} & 3 \cdot 5^{3} \cdot 11 \\ & 3 \cdot 5^{2} \cdot 7 \cdot 11 \\ & \hline \end{aligned}$ |
| McL | $\begin{aligned} & \hline U_{4}(3) \\ & M_{22} \\ & \operatorname{PSL}(3,4): 2 \\ & 2 \cdot A_{8} \\ & 2^{4}: A_{7} \end{aligned}$ | $\begin{aligned} & 5^{2} \cdot 11 \\ & 3^{4} \cdot 5^{2} \\ & 3^{4} \cdot 5^{2} \cdot 11 \\ & 3^{4} \cdot 5^{2} \cdot 11 \\ & 3^{4} \cdot 5^{2} \cdot 11 \end{aligned}$ |
| McL $\cdot 2$ | $\begin{aligned} & U_{4}(3): 2 \\ & \operatorname{PSL}(3,4): 2^{2} \\ & 2 \cdot S_{8} \\ & 2^{2+4}:\left(S_{3} \times S_{3}\right) \end{aligned}$ | $\begin{aligned} & 5^{2} \cdot 11 \\ & 3^{4} \cdot 5^{2} \cdot 11 \\ & 3^{4} \cdot 5^{2} \cdot 11 \\ & 3^{4} \cdot 5^{3} \cdot 7 \cdot 11 \end{aligned}$ |
| HN | $\begin{aligned} & 2^{1+8} \cdot\left(A_{5} \times A_{5}\right) \cdot 2 \\ & 2^{3} \cdot 2^{2} \cdot 2^{6} \cdot(3 \times \operatorname{PSL}(3,2)) \end{aligned}$ | $\begin{aligned} & 3^{4} \cdot 5^{4} \cdot 7 \cdot 11 \cdot 19 \\ & 3^{4} \cdot 5^{6} \cdot 11 \cdot 19 \end{aligned}$ |
| $\mathrm{HN} \cdot 2$ | $\begin{aligned} & 2^{1+8} \cdot\left(A_{5} \times A_{5}\right) \cdot 2^{2} \\ & 2^{3} \cdot 2^{2} \cdot 2^{6} \cdot(3 \times \operatorname{PSL}(3,2)) \cdot 2 \end{aligned}$ | $\begin{aligned} & 3^{4} \cdot 5^{4} \cdot 7 \cdot 11 \cdot 19 \\ & 3^{4} \cdot 5^{6} \cdot 11 \cdot 19 \end{aligned}$ |
| BM | $\begin{aligned} & 2^{1+22} \cdot \mathrm{Co}_{2} \\ & 2^{9+16} \cdot S_{8}(2) \end{aligned}$ | $\begin{aligned} & 3^{7} \cdot 5^{3} \cdot 7 \cdot 13 \cdot 19 \cdot 31 \cdot 47 \\ & 3^{8} \cdot 5^{4} \cdot 7 \cdot 11 \cdot 13 \cdot 19 \cdot 23 \cdot 31 \cdot 47 \end{aligned}$ |


|  | $\begin{aligned} & 2^{2+10+20}:\left(M_{22: 2 \times S_{3}}\right) \\ & 2^{3+(1 \cdot 4)+1 \cdot 2+(12 \cdot 3)} \cdot\left(S_{5} \times \operatorname{PSL}(3,2)\right) \end{aligned}$ | $\begin{aligned} & 3^{10} \cdot 5^{5} \cdot 7 \cdot 13 \cdot 17 \cdot 19 \cdot 23 \cdot 31 \cdot 47 \\ & 3^{11} \cdot 5^{5} \cdot 7 \cdot 11 \cdot 13 \cdot 17 \cdot 19 \cdot 23 \cdot 31 \cdot 47 \end{aligned}$ |
| :---: | :---: | :---: |
| M | $2^{1+24} \cdot \mathrm{Co}_{1}$ | $\begin{aligned} & 3^{11} \cdot 5^{5} \cdot 7^{4} \cdot 11 \cdot 13^{2} \cdot 17 \cdot 19 \cdot 29 \\ & \cdot 31 \cdot 41 \cdot 47 \cdot 59 \cdot 71 \end{aligned}$ |
|  | $2^{10+16} \cdot O_{10}^{+}(2)$ | $\begin{aligned} & 3^{15} \cdot 5^{7} \cdot 7^{5} \cdot 11^{2} \cdot 13^{2} \cdot 13^{3} \cdot 19 \cdot 23 \\ & \cdot 29 \cdot 41 \cdot 47 \cdot 59 \cdot 71 \end{aligned}$ |
|  | $2^{2+11+22} \cdot\left(M_{24} \times S_{3}\right)$ | $\begin{aligned} & 3^{16} \cdot 5^{8} \cdot 7^{5} \cdot 11 \cdot 13^{2} \cdot 17 \cdot 19 \cdot 29 \\ & \cdot 31 \cdot 41 \cdot 47 \cdot 59 \cdot 71 \end{aligned}$ |
|  | $2^{5+10+20} \cdot\left(S_{3} \times \operatorname{PSL}(5,2)\right)$ | $\begin{aligned} & 3^{17} \cdot 5^{8} \cdot 7^{5} \cdot 11^{2} \cdot 13^{3} \cdot 17 \cdot 19 \cdot 23 \\ & \cdot 29 \cdot 41 \cdot 47 \cdot 59 \cdot 71 \end{aligned}$ |
|  | $2^{3+6+12+18}\left(\operatorname{PSL}(3,2) \times 3 S_{6}\right)$ | $\begin{aligned} & 3^{17} \cdot 5^{8} \cdot 7^{5} \cdot 11^{2} \cdot 13^{3} \cdot 17 \cdot 19 \cdot 23 \\ & \cdot 29 \cdot 31 \cdot 41 \cdot 47 \cdot 59 \cdot 71 \end{aligned}$ |

Table 5.3: Odd useful indices and potential primes

| $X$ | $m_{X}$ | $p_{X}$ |
| :---: | :--- | :--- |
| $M_{11}$ | 11 | 11 |
| $M_{12}$ | $3^{2} \cdot 5 \cdot 11$ | 5,11 |
| $M_{12} \cdot 2$ | $3^{2} \cdot 5 \cdot 11$ | 5,11 |
| $M_{22}$ | $7 \cdot 11$ | 7,11 |
| $M_{22} \cdot 2$ | $7 \cdot 11$ | 7,11 |
| $M_{23}$ | 23 | 23 |
| $M_{24}$ | $3 \cdot 11 \cdot 23$ | 11,23 |
| $J_{1}$ | $5 \cdot 11 \cdot 19$ | $5,11,19$ |
| $J_{2}$ | $3^{2} \cdot 5 \cdot 7$ | 7 |
| $J_{2} \cdot 2$ | $3^{2} \cdot 5 \cdot 7$ | 7 |
| $J_{3}$ | $3^{4} \cdot 17 \cdot 19$ | 17,19 |
| $J_{3} \cdot 2$ | $3^{4} \cdot 17 \cdot 19$ | 17,19 |
| $J_{4}$ | $11^{2} \cdot 29 \cdot 31 \cdot 37 \cdot 43$ | $29,31,37,43$ |
| HS | $3 \cdot 5^{3} \cdot 11$ | 11 |
| $\mathrm{HS} \cdot 2$ | $3 \cdot 5^{3} \cdot 11$ | 11 |
| Suz | $3^{3} \cdot 5 \cdot 7 \cdot 11 \cdot 13$ | $7,11,13$ |
| $\mathrm{Suz} \cdot 2$ | $3^{3} \cdot 5 \cdot 7 \cdot 11 \cdot 13$ | $7,11,13$ |
| McL | $5^{2} \cdot 11$ | 11 |
| $\mathrm{McL} \cdot 2$ | $5^{2} \cdot 11$ | 11 |
| Ru | $3^{2} \cdot 5^{3} \cdot 13 \cdot 29$ | 13,29 |
| He | $5 \cdot 7^{3} \cdot 17$ | 17 |
| $\mathrm{He} \cdot 2$ | $3^{2} \cdot 5^{2} \cdot 7^{2} \cdot 17$ | 17 |
| Ly | $5^{3} \cdot 31 \cdot 37 \cdot 67$ | $31,37,67$ |
| O N | $3^{2} \cdot 7^{2} \cdot 11 \cdot 19 \cdot 31$ | $11,19,31$ |
|  |  |  |


| $\mathrm{O}^{\prime} \mathrm{N} \cdot 2$ | $3^{2} \cdot 7^{2} \cdot 11 \cdot 19 \cdot 31$ | $11,19,31$ |
| :---: | :--- | :--- |
| $\mathrm{Co}_{1}$ | $3^{6} \cdot 5^{3} \cdot 7 \cdot 13$ | 13 |
| $\mathrm{Co}_{2}$ | $3^{4} \cdot 5^{2} \cdot 23$ | 23 |
| $\mathrm{Co}_{3}$ | $3^{3} \cdot 5^{2} \cdot 11 \cdot 23$ | 11,23 |
| $\mathrm{Fi}_{22}$ | $3^{7} \cdot 5 \cdot 13$ | 13 |
| $\mathrm{Fi}_{22} \cdot 2$ | $3^{7} \cdot 5 \cdot 13$ | 13 |
| $\mathrm{Fi}_{23}$ | $3^{4} \cdot 17 \cdot 23$ | 17,23 |
| $\mathrm{Fi}_{24}^{\prime}$ | $3^{13} \cdot 5 \cdot 7^{2} \cdot 13 \cdot 17 \cdot 29$ | $11,13,17,23,29$ |
| $\mathrm{Fi}_{24}^{\prime} \cdot 2$ | $3^{13} \cdot 5 \cdot 7^{2} \cdot 13 \cdot 17 \cdot 29$ | $11,13,17,23,29$ |
| HN | $3^{4} \cdot 5^{4} \cdot 7 \cdot 11 \cdot 19$ | $7,11,19$ |
| $\mathrm{HN} \cdot 2$ | $3^{4} \cdot 5^{4} \cdot 7 \cdot 11 \cdot 19$ | $7,11,19$ |
| Th | $3^{8} \cdot 5^{2} \cdot 7 \cdot 13 \cdot 19$ | 13,19 |
| BM | $3^{7} \cdot 5^{3} \cdot 7 \cdot 13 \cdot 19 \cdot 31 \cdot 47$ | $13,19,31,47$ |
| $M$ | $3^{11} \cdot 5^{5} \cdot 7^{4} \cdot 11 \cdot 13^{2} \cdot 17 \cdot 19 \cdot 29 \cdot 31 \cdot 41 \cdot 47 \cdot 59 \cdot 71$ | $17,19,29,31,41,47,59,71$ |

Table 5.4: $n_{X}$

| $X$ | $n(X)$ |
| :--- | :--- |
| $\mathrm{Co}_{1}$ | $3^{4} \cdot 5^{2} \cdot 7 \cdot 11 \cdot 13 \cdot 23$ |
| $\mathrm{Fi}_{22}$ | $3^{5} \cdot 5 \cdot 7 \cdot 11 \cdot 13$ |
| $\mathrm{Fi}_{24}^{\prime}$ | $3^{9} \cdot 5 \cdot 11 \cdot 7^{2} \cdot 13 \cdot 17 \cdot 23 \cdot 29$ |
| $\mathrm{Aut}\left(\mathrm{Fi}_{24}^{\prime}\right)$ | $3^{9} \cdot 5 \cdot 11 \cdot 7^{2} \cdot 13 \cdot 17 \cdot 23 \cdot 29$ |
| Th | $3^{8} \cdot 5^{2} \cdot 7 \cdot 13 \cdot 19 \cdot 31$ |

## Chapter 6

## Miscellaneous

From Theorem 1.2.2, Theorem 1.2.6, Theorem $A$ and Theorem $C$, we obtain the following.

Theorem 6.0.2. Let $G$ be a finitely generated profinite group and $S$ a finite simple group. Assume that almost every composition factor of $G$ is isomorphic to $S$. Then $P_{G}(s)$ is rational if and only if $G / \operatorname{Frat}(G)$ is a finite group.

We would like to ask whether the conjecture holds if we replace the simple group $S$ in Theorem 6.0.2 by a finite set $\mathcal{F}$ of simple groups. The problem is not easy even in the case $\mathcal{F}$ is of cardinality 2 . In the first section, we give some examples showing difficulties for this situation. However, there are some cases in which the conjecture holds, as can be seen in the second section.

### 6.1 Examples

In this section, we will give some examples showing that our techniques are not effective in the general case.

Example 1 In this example, we consider the group $G$ such that almost every composition factor of $G$ is either an alternating group $\operatorname{Alt}(m)$ or isomorphic to a projective special linear group $\operatorname{PSL}(n, p)$. We will show that we cannot deduce the finiteness of $\pi(G)$ by our techniques.

Assume that $P_{G}(s)$ is factorized as

$$
P_{G}(s)=\prod_{i \in J} P_{i}(s)
$$

where $J$ is the set of indices $i$ such that the chief factor $G_{i} / G_{i+1}$ is non-Frattini and $\Gamma$ the set of the simple groups $S_{i}$ with $i \in J$. Let $I$ be the set of indices $i \in J$ such that $S_{i}$ is either an alternating group or a projective special linear group, and let $\Gamma^{*}$ be the set of simple groups such that $S_{i} \in \Gamma$ with $i \in I$. By our assumption, the Dirichlet series $A(s)=\prod_{i \in I} P_{i}(s)$ is rational, and hence $\pi(A(s))$ is finite. Assume that $p=5$ does not belong to $\pi(A(s))$, as in Step 1 in Section 2.6.1. We need to prove that 5 is actually in $\pi(A(s))$ to obtain a contradiction. Let

$$
\mathcal{S}=\left\{S \in \Gamma^{*}: 5 \in \pi\left(P_{i}(s)\right)\right\}, r:=\min \left\{r_{i}: S_{i} \in \mathcal{S}\right\} \text { and } I^{*}:=\left\{i \in I: r_{i}=r \text { and } S_{i} \in \mathcal{S}\right\}
$$

As in our process described in Section 2.6, we consider $\Lambda$ the set of positive integers divisible by 5 , and let $\beta \in \Lambda$ be minimal with the properties that $v_{5}(\beta)=r$ and $b_{i, \beta} \neq 0$ for some $i \in I$, i.e., $\beta$ is a useful index for a group $L_{i}$ with $i \in I$. At this step, we need to show that $b_{i, \beta}<0$ for all $i$ such that $b_{i, \beta} \neq 0$. However, if $S_{i} \cong \operatorname{Alt}(3.5 .11)$ then

$$
P_{i}(s)=1-\frac{3 \cdot 5 \cdot 11}{(3 \cdot 5 \cdot 11)^{r_{i} s}}+\cdots
$$

while if $S_{j} \cong \operatorname{PSL}(2,11)$ then

$$
P_{j}(s)=1-\frac{22}{11^{r_{j} s}}+\frac{165}{(3.5 .11)^{r_{j} s}}+\cdots
$$

In this case, $\beta=3.5 .11$, but $b_{i, \beta}<0$ while $b_{j, \beta}>0$. Thus, we can not conclude that

$$
c_{\beta}=\sum_{\substack{i \in I^{*} \\ r_{i}=r}} b_{i, \beta}
$$

is different from 0 . Therefore, we cannot conclude that 5 is in fact in $\pi(A(s))$, eventhough $5 \in \pi(G)$. Hence, we cannot conclude that $\pi(G)$ is a finite set.

Example 2 In this example, we consider the group $G$ in which both $\operatorname{PSL}(3,3)$ and $\operatorname{PSL}(12,2)$ appear infinitely many times as composition factors in non-Frattini chief factors of $G$. We
will show that when the characteristics of simple groups of Lie type are different, then our techniques are not effective.

Assume in addition that $\pi(G)$ is finite. We need to prove the final step to deduce the finiteness of $G / \operatorname{Frat}(G)$. As above, the product

$$
A(s)=\prod_{i \in I} P_{i}(s)
$$

is rational. We would like to deduce the emptiness of the set $I$. We will use reduction maps in Lemma 1.2 .5 to simplify the product $A(s)$. We choose the prime $p=2$ and so the product

$$
\prod_{i \in I} P_{i}^{(2)}(s)
$$

is still rational. At this step, normally we will look for a positive integer $w$ with some additional properties, such that we can use Proposition 2.4.3 to obtain that the following product

$$
\prod_{i \in I}\left(1+\frac{b_{i, w^{r_{i}}}}{\left(w^{r_{i}}\right)^{s}}\right), \text { where } b_{i, w^{r_{i}}}<0
$$

is still rational. From that, we can then use the Corollary of the Skolem-Mahler-Lech Theorem. However, if $S_{i} \cong \operatorname{PSL}(3,3)$ then

$$
P_{i}^{(2)}(s)=1-\frac{26}{13^{r_{i} s}}+\frac{117}{\left(3^{2} .13\right)^{r_{i} s}}
$$

while if $S_{i} \cong \operatorname{PSL}(12,2)$ then

$$
P_{i}^{(2)}(s)=1-\frac{3^{2} \cdot 5 \cdot 7 \cdot 13}{\left(3^{2} \cdot 5 \cdot 7 \cdot 13\right)^{r_{i} s}}+\cdots
$$

In this situation, if we choose $w$ in the set $\Lambda$ of odd positive integers divisible by $3^{2}$ and 13 such that $v_{3}(w)=2$ and $v_{13}(w)=1$, then if $w$ would be $3^{2} .13$. So $b_{i, w^{r} i}=117>0$. Thus, if we could reduce $A(s)$ to the product

$$
\prod_{i \in I}\left(1+\frac{b_{i, w^{r_{i}}}}{\left(w^{r_{i}}\right)^{s}}\right)
$$

we still can't apply the Skolem-Mahler-Lech Theorem since not all $b_{i, w^{r} i}$ are negative.

### 6.2 Mixing up some families of simple groups

In this section, we will give a proof of the following theorem.
Theorem D. Let $G$ be a finitely generated profinite group of which almost every composition factor is isomorphic to either a sporadic group, or a projective special linear group $\operatorname{PSL}(2, p)$ for some prime $p \geq 5$, or an alternating group $\operatorname{Alt}(n)$ where $n$ is either a prime or a power of 2 . If $P_{G}(s)$ is rational then $G / \operatorname{Frat}(G)$ is a finite group.

We will use the techniques as in Chapter 4 and Chapter 5 . We will focus on the smallest useful index in the monolithic group associated to a nonabelian composition factor $S \in$ $\Gamma^{*}$. Descriptions of such useful indices when $S$ is $\operatorname{PSL}(2, p)$ or sporadic are included in Chapters 4 and 5 . We now focus on the alternating groups $\operatorname{Alt}(n)$ when $n$ is either a prime or a power of 2 .

When $n=p$ is a prime number, $\operatorname{Alt}(p)$ has a maximal subgroup $M=\operatorname{Alt}(p-1)$ of index $p$, and similarly for $\operatorname{Sym}(p)$.

### 6.2.1 Maximal subgroups in alternating groups $\operatorname{Alt}\left(2^{t}\right)$

Let $X$ be an almost simple group whose socle is $\operatorname{Alt}(n)$ where $n=2^{t}$ is a power of 2 , with $t \geq 3$. So either $X=\operatorname{Alt}(n)$ or $X=\operatorname{Sym}(n)$.

Let $M$ be a maximal subgroup of $X$ such that $M$ contains a Sylow 2-subgroup of $X$. By Liebeck and Saxl ([LS85]), the group $M$ is of either intransitive type or imprimitive type unless $n=8$ and $X=\operatorname{Alt}(8)$.

- In case $M$ is of intransitive type, i.e., $M=\left(S_{k} \times S_{n-k}\right) \cap X$ with $1 \leq k<n / 2$, then

$$
|X: M|=\binom{n}{k}
$$

Let $n=\sum_{i} n_{i} 2^{i}$ and $k=\sum_{i} k_{i} 2^{i}$ be 2-adic expansions of $n$ and $k$ respectively, then applying Lucas' Theorem gives us

$$
|X: M|=\binom{n}{k} \equiv \prod_{i}\binom{n_{i}}{k_{i}} \equiv 0 \quad \bmod 2
$$

since $n_{i}=0$ for all but $i=t$. Therefore $M$ is always of even index in $X$, a contradiction. Hence $M$ is not intransitive.

- In case $M$ is of imprimitive type, i.e., $M=\left(S_{a} \backslash S_{b}\right) \cap X$ where $a b=2^{t}, a>1, b>1$, then $M$ has index

$$
w(a, b)=\frac{\left(2^{t}\right)!}{(a!)^{b} \cdot b!}
$$

Notice that $w(a, b)$ is always odd because of the following. For a given integer $n$, let $n=a_{0}+a_{1} p+\cdots+a_{d} p^{d}$ be the $p$-adic expansion of $n$ where $p$ is a prime and $0 \leq a_{j} \leq p-1$ for each $j, a_{d} \neq 0$. Let $S_{p}(n)=a_{0}+\cdots+a_{d}$, then Legendre's formula gives us

$$
v_{p}(n!)=\frac{n-S_{p}(n)}{p-1}
$$

Now in this case $n=2^{t}$, then $p=2, a_{t}=1$ and $a_{k}=0$ for all $k \neq t$. So $S_{2}(n)=1$. We have that $v_{2}(n!)=2^{t}-1$. Assume that $a=2^{u}, b=2^{v}$ then $v_{2}(a)=2^{u}-1$, $v_{2}(b)=2^{v}-1$ so that

$$
v_{2}\left(\left(2^{u}!\right)^{2^{v}}\right)=\left(2^{u}-1\right) 2^{v} .
$$

Then

$$
v_{2}\left(\left(2^{u}!\right)^{2^{v}} \cdot 2^{v}!\right)=\left(2^{u}-1\right) 2^{v}+2^{v}-1=2^{u+v}-1=2^{t}-1 .
$$

Hence $w(a, b)$ is always odd.

- In case $n=8$ and $X=\operatorname{Alt}(8)$ then $M=2^{3}: \operatorname{PSL}(3,2)$. So $|X: M|=3 \cdot 5$.

Lemma 6.2.1. Mar02, Lemma 2.1] Assume that $m=a b \geq 8, a, b \geq 2$. Then

$$
w(a, b)=\frac{m!}{a!^{b} \cdot b!}
$$

is smallest when $b$ is the smallest prime divisor of $n$.
Proof. We may assume that $a \geq b$ since if $b>a$ then

$$
b!^{a-1}=a!^{a-1}(a+1)^{a-1} \cdots b^{a-1}>a!^{a-1} a^{(b-a)(a-1)} .
$$

In addition, we have that $a^{a-1}>1.2 . \cdots . a=a$ ! and so

$$
b!^{a-1}>a!^{a-1} a!^{b-a}=a!^{b-1}
$$

which implies that

$$
b!^{a} \cdot a!>a!^{b} \cdot b!\Rightarrow \frac{m!}{a!^{b} \cdot b!}>\frac{m!}{b!^{a} \cdot a!}
$$

Assume now that $m=a_{1} b_{1}=a_{2} b_{2}$ with $b_{1} \leq a_{1}, b_{2} \leq a_{2}$. If $b_{1} \leq b_{2}$ then $a_{1} \geq a_{2}$ and

$$
\begin{aligned}
a_{1}!^{b_{1}} \cdot b_{1}! & \geq a_{2}!^{b_{1}}\left(a_{2}+1\right)^{b_{1}} \cdots a_{1}^{b_{1}} b_{1}!\geq a_{2}!^{b_{1}} a_{2}^{\left(a_{1}-a_{2}\right) b_{1}} b_{1}!\quad\left(\text { since } a_{1} \geq a_{2}\right) \\
& =a_{2}!^{b_{1}} b_{1}!\left(a_{2}^{a_{2}}\right)^{\frac{b_{1}}{a_{2}}\left(a_{1}-a_{2}\right)}=a_{2}!^{b_{1}} b_{1}!\left(a_{2}^{a_{2}-1} a_{2}\right)^{\frac{b_{1}}{a_{2}}\left(a_{1}-a_{2}\right)} \\
& \geq a_{2}!^{b_{1}} b_{1}!\left(a_{2}!b_{2}\right)^{\frac{b_{1}}{a_{2}}\left(a_{1}-a_{2}\right)}=a_{2}!^{b_{1}} b_{1}!\left(a_{2}!b_{2}\right)^{b_{2}-b_{1}} \quad\left(\text { since } a_{2} \geq b_{2} \text { and } a_{1} b_{1}=a_{2} b_{2}\right) \\
& \geq a_{2}!^{b_{2}} b_{1}!\left(b_{1}+1\right) \cdots b_{2}=a_{2}!^{b_{2}} b_{2}!\quad\left(\text { since } b_{2} \geq b_{1}\right)
\end{aligned}
$$

and hence

$$
\frac{m!}{a_{1}!^{b_{1}} \cdot b_{1}!} \leq \frac{m!}{a_{2}!!^{b_{2}} \cdot b_{2}!}
$$

In particular, when $n=2^{t}$, then $w\left(2^{t-1}, 2\right)$ is the smallest among $w(a, b)$ with $n=a b$, $a>1, b>1$.

Theorem 6.2.2. Let $L$ be a monolithic primitive group with socle is $\left(\operatorname{Alt}\left(2^{t}\right)\right)^{r}$. Let

$$
w=\left\{\begin{array}{cl}
\left(2^{t}\right)!/\left(\left(2^{t-1}!\right)^{2} \cdot 2!\right) & \text { if } t>3 \\
3 \cdot 5 & \text { if } t=3
\end{array}\right.
$$

Let $q$ be the largest prime less than $2^{t}$ if $t>3$ and $q=5$ otherwise. Then $w^{r}$ is the smallest odd $q$-useful index for $L$.

### 6.2.2 The main result

Let $G$ now be a finitely generated profinite group of which almost every nonabelian composition factor is isomorphic to either a sporadic group, or a projective special linear group $\operatorname{PSL}(2, p)$ for some prime $p \geq 5$, or an alternating group Alt $(n)$ where $n$ is either a prime or a power of 2 . Assume in addition that $P_{G}(s)$ is rational.

We fix a descending normal series $\left\{G_{i}\right\}$ of $G$ with the properties that $\cap G_{i}=1$ and $G_{i} / G_{i+1}$ is a chief factor of $G / G_{i+1}$. Let $J$ be the set of indices $i$ with $G_{i} / G_{i+1}$ non-Frattini. Then by Section 2.1, the probabilistic zeta function $P_{G}(s)$ can be factorized as

$$
P_{G}(s)=\prod_{i \in J} P_{i}(s)
$$

where for each $i$, the finite Dirichlet series $P_{i}(s)$ is associated to the chief factor $G_{i} / G_{i+1}$. We have the following crucial result.

Proposition 6.2.3. The set $\pi(G)$ is finite.

Proof. Let $\Gamma$ be the set of simple groups that appear as composition factors in non-Frattini chief factors of $G$. Let $\Gamma^{*}$ be the subset of $\Gamma$ containing simple groups $S_{i} \in \Gamma$ such that $S_{i}$ is isomorphic to either a sporadic simple group, or $\operatorname{PSL}(2, p)$ for some prime $p \geq 5$, or an alternating group $\operatorname{Alt}(n)$ where $n$ is either a prime or a power of 2 .

Notice that for each simple group $S \in \Gamma^{*}$ which is not sporadic, either there is an odd prime $r$ such that $S \cong \operatorname{PSL}(2, r)$ or $S \cong \operatorname{Alt}(r)$ or $S \cong \operatorname{Alt}\left(2^{t}\right)$ for some $t \geq 3$. In the latter case, there is also an associated prime $p_{t}$, namely the largest prime less than $2^{t}$. Notice also that for a given prime $p$, there are only finitely many numbers $n$ such that $p$ is the largest prime less than $n$, since for every large enough positive integer $x$, there is always a prime in the interval $[x, 6 / 5 x]$ (see [Nag52]). Now we proceed as in Chapter 4 and 5.

Assume by contradiction that $\Gamma^{*}$ is infinite. Let $I$ be the set of indices $i$ such that $S_{i} \in \Gamma^{*}$ and let $A(s)=\prod_{i \in I} P_{i}(s), B(s)=\prod_{i \in J \backslash I} P_{i}(s)$. Since $\pi\left(P_{G}(s)\right)$ is finite and by hypothesis, $\pi(B(s))$ is finite, it follows that $\pi(A(s))$ is finite. In particular, there is a prime $p>71$ such that $p \notin \pi(A(s))$. We choose the prime number $p>71$ since 71 is the largest prime dividing the order of a sporadic simple group, so if $p$ divides some $\left|S_{i}\right|$ then $S_{i}$ is either an alternating group or a projective special linear group. Set

$$
I^{*}=\left\{i \in I: p \in \pi\left(P_{i}(s)\right)\right\} \quad \text { and } \quad r=\min \left\{r_{i}: i \in I^{*}\right\} .
$$

Let $\Lambda$ be the set of all odd positive integers $n$ such that $n$ is divisible by $p$ and is not divisible by any prime strictly larger than $p$. Notice that for each $i \in I^{*}$, there exists $\alpha \in \Lambda$ such that $\alpha$ is a useful index for $L_{i}$. Indeed, if $p \in \pi\left(P_{i}(s)\right)$ then one of the following occurs:

- $S_{i}=\operatorname{PSL}(2, p)$ and $(p(p \pm 1) / 2)^{r_{i}}$ are useful indices for $L_{i}$.
- $S_{i}=\operatorname{Alt}(p)$ and $p^{r_{i}}$ is a useful index for $L_{i}$.
- $S_{i}=\operatorname{Alt}\left(2^{t}\right)$ and $w\left(2^{t}, 2\right)$ is a useful index for $L_{i}$.

Choose $\alpha \in \Lambda$ minimal with the properties that there exists $i \in I^{*}$ such that $r_{i}=r$, and $v_{p}(\alpha)=r$ and $\alpha$ is a useful index for $L_{i}$. Notice that if $i \in I$ such that $b_{i, \alpha} \neq 0$ then $i \in I^{*}$,
and $r_{i}=r$ and $\alpha$ is the smallest odd $p$-useful index for $L_{i}$. It follows that $b_{i, \alpha}<0$. Hence the coefficient $c_{\alpha}$ of $1 / \alpha^{s}$ in $A(s)$ is

$$
c_{\alpha}=\sum_{\substack{i \in I \\ r=r_{i}}} b_{i, \alpha}=\sum_{i \in I^{*}} b_{i, \alpha}<0
$$

which implies that $p \in \pi(A(s))$, a contradiction. Hence $\Gamma^{*}$. It follows that $\Gamma$ is finite. Consequently, the set $\pi(G)$ is also finite.

Proof of Theorem D. Let $\mathcal{T}$ be the set of almost simple groups $X$ such that there are infinitely many indices $i \in J$ with $X_{i} \cong X$, and let $I=\left\{i \in J: X_{i} \cong X\right\}$. Our assumptions combined with Proposition 2.6.3, imply that $J \backslash I$ is finite. In order to prove that $J$ is finite, we need to prove that $I$ is empty. Since $P_{G}(s)$ is rational, also $\prod_{i \in I} P_{i}(s)$ is rational. By Lemma 1.2.5, the product $\prod_{i \in I} P_{i}^{(2)}(s)$ is still rational. Notice that the set $\pi(\mathcal{T})$ of prime divisors of orders of simple groups $S$ such that $S=\operatorname{soc}(X)$ for some $X \in \mathcal{T}$ is finite. Let

$$
q=\max \{p: p \in \pi(\mathcal{T})\}
$$

and

$$
\Lambda_{q}=\left\{i \in I: q \in \pi\left(P_{i}^{(2)}(s)\right)\right\} .
$$

Notice that if $q>71$ and $i \in \Lambda_{q}$ then $S_{i}$ is isomorphic to either $\operatorname{Alt}(q)$ or $\operatorname{Alt}\left(2^{t}\right)$, where $q$ is the largest prime less than $2^{t}$, or $\operatorname{PSL}(2, q)$. Let

$$
\begin{aligned}
w & =\min \left\{x \in \mathbb{N} \mid x \text { is odd, } v_{q}(x)=1 \text { and } b_{i, x^{r} i} \neq 0 \text { for some } i\right\} \\
& =\min \left\{x \in \mathbb{N} \mid x \text { is odd, } v_{q}(x)=1 \text { and } b_{i, x^{r_{i}}} \neq 0 \text { for some } i \in \Lambda_{q}\right\}
\end{aligned}
$$

Note that if $i \in \Lambda_{q}$, and $n$ is minimal with the properties that $n$ is odd, $b_{i, n^{r} i} \neq 0$ and $v_{q}(n)=1$, then $b_{i, n^{r_{i}}}<0$. So if $b_{i, n^{r_{i}}} \neq 0$ then $b_{i, n^{r_{i}}}<0$. Moreover, by Proposition 2.4.3, we obtain the rational product

$$
\prod_{i \in \Lambda_{q}}\left(1+\frac{b_{i, w^{r_{i}}}}{\left(w^{r_{i}}\right)^{s}}\right)
$$

where $b_{i, w^{r_{i}}} \leq 0$ for each $i \in \Lambda_{q}$. By applying Corollary 2.5.5, we get that $\Lambda_{q}^{*}=\left\{i \in \Lambda_{q} \mid\right.$ $\left.b_{i, w^{r_{i}}} \neq 0\right\}$ is finite, but this implies that $\Lambda_{q}=\varnothing$. Let

$$
p=\max \{r: r \in \pi(\mathcal{T}) \backslash\{q\}\}
$$

and

$$
\Lambda_{p}=\left\{i \in I: p \in \pi\left(P_{i}^{(2)}(s)\right)\right\}
$$

Again, by the same argument, we obtain that $\Lambda_{p}=\varnothing$. We continue this procedure until we reach the prime 71. Notice that we deal with both PSL(2,71), Alt(71) and M by the prime 71. Now, with the same spirit, we deal with all remaining sporadic groups, alternating groups and $\operatorname{PSL}(2, q)$ with $5 \leq q<71$. Our process is described in order in the following table in which the first column stands for the primes $r$ we use in order to deduce that $\Lambda_{r}=\varnothing$, the second column are simple groups $S$ involved corresponding to the primes in the first column:

| $r$ | $S$ |
| :---: | :---: |
| 71 | PSL( 2,71 , M, Alt(71) |
| 67 | PSL(2,67), Alt(67), Ly |
| 61 | Alt(61), Alt (2 ${ }^{6}$ ) |
| 59 | PSL(2,59), Alt(59) |
| 53 | PSL(2,53), Alt(53) |
| 47 | PSL(2,47), Alt(47), BM |
| 43 | PSL(2, 43), Alt(43), $\mathrm{J}_{4}$ |
| 41 | PSL(2,41), Alt(41) |
| 37 | PSL(2,37), Alt(37) |
| 31 | PSL(2,31), Alt(31), Alt (2 ${ }^{5}$ ), $\mathrm{O}^{\prime} \mathrm{N}$ |
| 29 | PSL(2,29), Alt(29), $\mathrm{Fi}^{\prime}{ }_{24}, \mathrm{Ru}$ |
| 23 | PSL(2,23), $\mathrm{Alt}(23), \mathrm{M}_{23}, \mathrm{M}_{24}, \mathrm{Co}_{2}, \mathrm{Co}_{3}, \mathrm{Fi}_{23}$ |
| 19 | PSL(2,19), Alt(19), $J_{1}, J_{3}, \mathrm{HN}, \mathrm{Th}$ |
| 17 | PSL(2,17), Alt(17), He |
| 13 | PSL(2,13), $\operatorname{Alt}(13), \operatorname{Alt}\left(2^{4}\right), \mathrm{Suz}^{\prime} \mathrm{Co}_{1}, \mathrm{Fi}_{22}$ |
| 11 | $\operatorname{PSL}(2,11), \operatorname{Alt}(11), M_{11}, M_{12}, M_{22}, \mathrm{HS}, \mathrm{McL}$ |
| 7 | $\operatorname{PSL}(2,7), \operatorname{Alt}(7), J_{2}$ |
| 5 | $\operatorname{PSL}(2,5), \operatorname{Alt}(5), \operatorname{Alt}\left(2^{3}\right)$ |

### 6.2.3 Appendix

Table 6.2: Even numbers $n$ with largest prime less than 71 and potential primes $p$ such that $v_{p}(w)=1$ where $w=n!/(m!)^{t} . t$ !

| $n$ | potential primes |
| :---: | :--- |
| 10 | 7 |
| 12 | 7,11 |
| 14 | 11,13 |
| 16 | 11,13 |
| 18 | $11,13,17$ |
| 20 | $11,13,17,19$ |
| 22 | $13,17,19$ |
| 24 | $13,17,19,23$ |
| 26 | $17,19,23$ |
| 28 | $17,19,23$ |
| 30 | $17,19,23,29$ |
| 32 | $17,19,23,29,31$ |
| 34 | $19,23,29,31$ |
| 36 | $19,23,29,31$ |
| 38 | $23,29,31,37$ |
| 40 | $23,29,31,37$ |
| 42 | $23,29,31,37,41$ |
| 44 | $23,29,31,37,41,43$ |
| 46 | $29,31,37,41,43$ |
| 48 | $29,31,37,41,43,47$ |
| 50 | $29,31,37,41,43,47$ |
| 52 | $29,31,37,41,43,47$ |
| 54 | $29,31,37,41,43,47,53$ |
| 56 | $29,31,37,41,43,47,53$ |
| 58 | $31,37,41,43,47,53$ |
| 60 | $31,37,41,43,47,53,59$ |
| 62 | $37,41,43,47,53,59,61$ |
| 64 | $37,41,43,47,53,59,61$ |
| 66 | $37,41,43,47,53,59,61$ |
| 68 | $37,41,43,47,53,59,61,67$ |
| 70 | $37,41,43,47,53,59,61,67$ |
| 72 | $37,41,43,47,53,59,61,67,71$ |
|  |  |

Table 6.3: Prime divisors of $|\operatorname{PSL}(2, q)|$ for $q \leq 71$

| $q$ | $\|\operatorname{PSL}(2, q)\|$ | Smallest odd useful index |
| :--- | :--- | :--- |
| 71 | $2^{3} \cdot 3^{2} \cdot 7 \cdot 71$ | $5 \cdot 7 \cdot 71$ |
| 67 | $2^{2} \cdot 3 \cdot 11 \cdot 17 \cdot 67$ | $3 \cdot 11 \cdot 67$ |
| 61 | $2^{2} \cdot 3 \cdot 5 \cdot 31 \cdot 61$ | $31 \cdot 61$ |


| 59 | $2^{2} \cdot 3 \cdot 5 \cdot 29 \cdot 59$ | $29 \cdot 59$ |
| :--- | :--- | :--- |
| 53 | $2^{2} \cdot 3^{2} \cdot 13 \cdot 53$ | $3^{3} \cdot 53$ |
| 47 | $2^{4} \cdot 3 \cdot 23 \cdot 47$ | $23 \cdot 47$ |
| 43 | $2^{2} \cdot 3 \cdot 7 \cdot 11 \cdot 43$ | $3 \cdot 7 \cdot 43$ |
| 41 | $2^{3} \cdot 3 \cdot 5 \cdot 7 \cdot 41$ | $3 \cdot 7 \cdot 41$ |
| 37 | $2^{2} \cdot 3^{2} \cdot 19 \cdot 37$ | $19 \cdot 37$ |
| 31 | $2^{5} \cdot 3 \cdot 5 \cdot 31$ | $3 \cdot 5 \cdot 31$ |
| 29 | $2^{2} \cdot 3 \cdot 5 \cdot 7 \cdot 29$ | $29 \cdot 7$ |
| 23 | $2^{3} \cdot 3 \cdot 11 \cdot 23$ | $11 \cdot 23$ |
| 19 | $2^{2} \cdot 3^{2} \cdot 5 \cdot 19$ | $19 \cdot 3$ |
| 17 | $2^{4} \cdot 3^{2} \cdot 17$ | $3^{2} \cdot 17$ |
| 13 | $2^{2} \cdot 3 \cdot 7 \cdot 13$ | $7 \cdot 13$ |
| 11 | $2^{2} \cdot 3 \cdot 5 \cdot 11$ | 11 |
| 7 | $2^{3} \cdot 3 \cdot 7$ | 7 |
| 5 | $2^{2} \cdot 3 \cdot 5$ | 5 |
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## Samenvatting

In dit proefschrift onderzoeken we de relatie tussen eindig voortgebrachte pro-eindige groepen $G$ en hun bijbehorende Dirichletreeks $P_{G}(s)$, waarvan de reciproke de probabilistische zètafunctie van $G$ heet. In het bijzonder kijken we naar het vermoeden van Lucchini, dat zegt dat voor een eindig voortgebrachte pro-eindige groep $G$ de bijbehorende Dirichletreeks $P_{G}(s)$ rationaal is dan en slechts dan als de quotiëntgroep $G / F r a t(G)$ eindig is. Detomi en Lucchini lieten al zien dat het vermoeden waar is voor pro-oplosbare $G$. Voor niet pro-oplosbare groepen hebben ze laten zien dat het vermoeden ook waar is als bijna elke niet-abelse compositiefactor van $G$ een alternerende groep is. In dit proefschrift bevestigen we het vermoeden in een aantal andere gevallen. We laten eerst zien dat het vermoeden waar is als bijna elke niet-abelse compositiefactor van $G$ isomorf is met een simpele groep van Lie-type over een lichaam van karakteristiek $p$, waar $p$ een vaste priem is. Als er verschillende karakteristieken optreden, wordt het probleem moeilijker, en in dit geval hebben we nog geen antwoord. We verkrijgen wel als deelresultaat dat het vermoeden waar is als bijna elke niet-abelse compositiefactor van $G$ isomorf is met één van de groepen $\operatorname{PSL}(2, p)$, met $p \geq 5$ priem. Dit is ook waar als we $\operatorname{PSL}(2, p)$ door een sporadische simpele groep vervangen. Het vermoeden staat in zijn algemeenheid nog open, en het kan door onze technieken niet bewezen worden. We geven een aantal voorbeelden die dit onderbouwen. Desondanks verkrijgen we in deze richting ook een gedeeltelijk resultaat door te laten zien dat het vermoeden waar is als bijna elke niet-abelse compositiefactor isomorf is met ofwel $\operatorname{PSL}(2, p)$, met $p \geq 5$ priem, of een sporadische simpele groep, of een alternerende groep $\operatorname{Alt}(n)$ waar $n$ ofwel een priem, of een macht van 2 is.

## Summary

In this thesis, we investigate the connection between finitely generated profinite groups $G$ and the associated Dirichlet series $P_{G}(s)$ of which the reciprocal is called the probabilistic zeta function of $G$. In particular, we consider the conjecture of Lucchini saying that given a finitely generated profinite group $G$, the associated Dirichlet series $P_{G}(s)$ is rational if and only if the quotient group $G / \operatorname{Frat}(G)$ is finite. Detomi and Lucchini first showed that the conjecture holds when $G$ is prosoluble. For non-prosoluble groups, they later showed that the conjecture also holds when almost every nonabelian composition factor of $G$ is an alternating group. In this thesis, we prove the conjecture in several other cases. We first show that it holds when almost every nonabelian composition factor of $G$ is isomorphic to a simple group of Lie type over a field of characteristic $p$, where $p$ is a fixed prime. When there are different characteristics, the problem becomes quite difficult and we do not have any answer yet. However, we obtain that the conjecture holds when almost every nonabelian composition factor of $G$ is $\operatorname{PSL}(2, p)$ for some prime $p \geq 5$. This is also the case when we replace $\operatorname{PSL}(2, p)$ by a sporadic simple group. The conjecture is still open in general and it cannot be proved by our techniques. We give some examples supporting this. Nevertheless, we also obtain a partial result by showing that the conjecture holds when almost every nonabelian composition factor is isomorphic to either $\operatorname{PSL}(2, p)$ for some prime $p \geq 5$, or a sporadic simple group, or an alternating group $\operatorname{Alt}(n)$ where $n$ is either a prime or a power of 2 .

## Sommario

In questa tesi investighiamo la connessione tra un gruppo profinito finitamente generato $G$ e la serie di Dirichlet associata $P_{G}(s)$, la cui inversa moltiplicativa è chiamata funzione zeta probabilistica di $G$. In particolare, consideriamo la congettura di Lucchini che dice che dato un gruppo profinito finitamente generato $G$, la serie di Dirichlet associata $P_{G}(s)$ è razionale se e solo se il quoziente $G / \operatorname{Frat}(G)$ è finito. Detomi e Lucchini hanno dimostrato la congettura nel caso prorisolubile. Per quanto riguarda i gruppi non prorisolubili, hanno dimostrato la congettura nell'ipotesi che quasi tutti i fattori non abeliani in una serie di composizione di $G$ siano di tipo alterno. In questa tesi proviamo la congettura in alcuni altri casi non considerati in precedenza. La dimostriamo in particolare nell'ipotesi che quasi tutti i fattori di composizione non abeliani siano gruppi semplici di tipo Lie su campi di caratteristica $p$, con $p$ un primo fissato. Quando la caratteristica varia il problema diventa piuttosto difficile e non abbiamo ancora risultati definitivi a riguardo. Tuttavia dimostriamo che la congettura vale se quasi ogni fattore di composizione non abeliano di $G$ è della forma $\operatorname{PSL}(2, p)$ per qualche primo $p \geq 5$ (non fissato). Questo vale anche se sostituiamo $\operatorname{PSL}(2, p)$ con un gruppo semplice sporadico. La congettura è in generale ancora aperta e non può essere dimostrata con le tecniche utilizzate in questa tesi. Infatti sono forniti degli esempi in cui le nostre tecniche non producono risultati. Nonostante questo limite, abbiamo ottenuto un risultato parziale dimostrando che la congettura vale se quasi ogni fattore di composizione non abeliano è $\operatorname{PSL}(2, p)$ per qualche primo $p \geq 5$, oppure un gruppo semplice sporadico, oppure $\operatorname{Alt}(n)$ dove $n$ è un primo o una potenza di 2.
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