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ABSTRACT

IN THIS THESIS, we look at networking protocols through the eyes of a
chemist. By introducing an artificial chemistry for networking, we ob-
tain an intrinsically dynamic, reaction-based view to packet processing. Our
chemical virtual machine lets packets react with each other akin to chem-
ical molecules. Simple reaction rules at the microscopic level translate to
well-defined behavior on the macroscopic flow level. Because these two de-
scriptions are linked by laws from chemical kinetics, we are able to apply tools
from chemistry to predict the behavior of chemical networking protocols and
even proof dynamic convergence properties.

Based on this principle, we develop an engineering model to design and
analyze chemical protocols. We demonstrate the feasibility and usefulness
of our approach with several new solutions to application scenarios ranging
from a gossip-style aggregation protocol, over an enzymatic MAC protocol,
to a chemical Tcp-like congestion control algorithm, which ensures the
coexistence and fairness among chemical and classical packet flows in the
Internet.

The chemical reaction model has additional properties that are hard
to achieve on traditional code execution platforms: We show how protocol
software is able to continuously regenerate itself in order to exhibit intrinsically
self-healing properties; our approach is based on self-replicating code and
natural selection. We present a self-healing multipath routing protocol that
is resilient to the removal of large parts of its own code.

With this work, we try to contribute to the future Internet by discovering
the self-regulating capabilities of packet flows, which currently lie dormant.

Keywords: network protocol, artificial chemistry, emergent computation,
packet flow balance, self-healing code
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INTRODUCTION

CONTEXT AND MOTIVATION

The original aim of the Internet, namely providing a standardized way of reli-
ably exchanging information between spatially distributed and architecturally
different computers, has been fulfilled. We can assume that information sent
from one application to the other is delivered reliably and on time. Hence,
research interest shifted towards higher communication layers: the World
Wide Web endowed users with location-independent linkage of information,
the Web 2.0 enabled interactions with automatic services and with other users,
Service Oriented Architectures (soAa) allow for the interaction of machines
over well-defined interfaces.

Under the hood, the Internet is still based on the same principles and
protocols as in the beginning: The Internet Protocol (1p) provides a global
addressing scheme and structures information exchange into a sequence of
packets; the Transmission Control Protocol (TcP) ensures that packet streams
reliably cross the Internet and adapts the transmission rate to maximize
throughput and ensure fairness; routing protocols automatically adapt to
topological changes and support data packets in finding their way through
the network.

However, the seemingly perfect service offered by the network’s core is
threatened by recent and future developments, including the ever-growing
complexity and the potential decrease of reliability of future computing in-
frastructure.

The Complexity Problem: Due to the big success of the Internet, the overall
traffic currently grows at an annual growth rate of 30 % to 40 %. Mobile
data undergoes an even larger growth of up to 100 % per year (Cisco,
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2010). With the advent of Internet-enabled mobile devices, more and
more computers are and will be attached to the network. This growth is a
challenge for the current, mostly manually administrated infrastructure.
Autonomic protocols exist for certain areas, for example routing and
address assignment, but infrastructure management is far from being
autonomic: A lot of human intervention is still needed to maintain the
overall service quality. The labor cost to maintain the 1T infrastructure
by far exceeds the overall cost for equipment.

The Reliability Problem: Another trend we observe is the complexity and
miniaturization of computing machinery. Nowadays, ubiquitous mobile
devices are full-fledged general-purpose computers requiring more and
more processing power and energy. Integrated circuits are reaching a
critical package density. When increasing the package density further,
or when reducing the operating voltage to save energy, logic gates will
occasionally fail to switch correctly. Thus, the computing service that
future hardware platforms can provide will likely be unreliable.

These trends and the accompanied problems in networking led to our research
objectives stated as

Organize information exchange and coordination tasks in packet
networks such that autonomous protocols can be designed easily.

and

Organize code execution such that communication software is still
able to provide a reliable service on unreliable hardware.

A method that addresses both objectives would be important for the future
development of complex computer networks and their ubiquitous accessing
devices. Especially the second objective is hard to address with traditional
software engineering methods: Code is executed sequentially and is not able
to validate its own correctness without relying on hardware mechanisms. This
led us to the study of natural systems and how they achieve robustness and
self-healing properties.

CONTRIBUTIONS

In this work we are looking at networking protocols through the eyes of a
chemist. By transposing chemical concepts to computer networks we ob-
tain a reaction and flow-based view to packet processing. The consistent
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implementation of chemical laws leads to protocols with similar emergent
properties than found in chemical systems, such as for example robustness
to perturbations and self-organization. In particular, this thesis makes the
following original contributions:

« We introduce a novel “chemical” execution engine for networking
protocols that treats packets as molecules and lets them react with code
in virtual reaction vessels. The “molecules” span a distributed reaction
network that may reach over the entire computer network and that
performs a distributed computation.

« We put strong emphasis on the dynamical aspect of protocol execu-
tion and propose a chemical packet scheduler, which organizes packet
processing according to laws from chemical reaction kinetics.

o This allows us to adopt analysis tools from chemistry to predict the
dynamics of protocols by studying the distributed reaction network
and come up with elegant convergence proofs.

« We provide sound engineering methods to design and analyze chem-
ical networking protocols. In particular, we offer a couple of well-
understood reaction network motifs that can be combined in a bottom-
up approach to synthesize new protocols.

« In this chemical engineering framework, we also model basic net-
work components, such as simple queues and links, and implement
common networking motifs, such as source routing, traffic shaping,
neighbor discovery, anycast, gossiping, and link load balancing.

« We show how chemistry suggests novel solutions for established pro-
tocols by introducing an enzymatic shared medium access control
scheme, which allocates bandwidth more smoothly than existing mac
protocols.

« We demonstrate that chemical and classical protocols may coexist in
the Internet. Therefore, we propose a chemical congestion control
algorithm (c;A) that balances molecular packet flows and ensures
fairness to TCP streams competing for bandwidth-limited links.

» We make protocols more robust to packet loss and achieve a strong
embodiment to the network by exploiting rate-based information ex-
change, which results naturally from a reaction-centric view of com-
munication. We demonstrate this concept for Disperser, a gossip-style
aggregation protocol.

1. INTRODUCTION |
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« We show how protocol software is able to continuously regenerate itself
in order to exhibit intrinsically self-healing properties; our approach
is based on self-replicating code and natural selection. We present a
self-healing multipath routing protocol that is resilient to the removal
of large parts of its own code.

« We quantify the robustness of protocol software by analytically com-
puting its mean survival time and by carrying out empirical studies
based on simulations. Our results show that self-maintaining molecule
ensembles with as little as 20 replicas easily endure perturbations for
billions of years.

o In order to increase the robustness of software running on unreliable
hardware, we propose to integrate an energy conservation scheme to
the chemical execution model.

APPROACH

Chemical reaction networks are similar to computer networks as both or-
ganize flows of matter or packets, which adapt to environmental changes.
The main motivation for mimicking chemistry to structure communication
protocols is the robustness of bio-chemical systems to all kinds of pertur-
bations: Redundant pathways protect a metabolism from the knock-out of
a participating enzyme; chemical reaction networks form organizations in
which every part is at least produced by another part. In such a self-regulating
reaction system, there is no dedicated controlling instance. Thus, “control” is
an emergent phenomenon.

INTRODUCTORY EXAMPLE:
THE SELF-HEALING BOARD GAME

The seemingly complex but actually simple phenomenon of emergent self-
organization is best introduced with the example of a board game. In their
book Das Spiel” (1975), Eigen and Winkler used simple board games to illus-
trate how in nature, emergent behavior arises from simple rules. We follow
Eigen by sketching the prototype of an intrinsically self-healing system as
simple game:

Consider a checkerboard with two types of tokens, white and black, as
depicted in Figure 1.1. In each round, apply a simple rule: Randomly select two
places and compare the color of the tokens found there. If they are identical,
do nothing. If the colors are different, create a copy of each token and let

| PART I — INTRODUCTION, BACKGROUND & RELATED WORK
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Figure 1.2 Example time trace of the
mate-and-spread game: The game
strives to equilibrium where black and
white tokens are present with the same
quantity.

them drop at random places, replacing any previously present token color.
Then start the next round. We call this the “mate-and-spread game”.

If each color is present at least once in the start configuration, the distribu-
tion of the tokens will most likely be uniform after a certain time: Independent
on the initial distribution, this game strives to equilibrium where black and
white tokens are present with the same quantity as shown in Figure 1.2.

The microscopic process of a move in this game is random (random
selection and random replacement) and we cannot predict the outcome of
the next round. However, at the macroscopic level we observe the emergence
of an equilibrium.

Now imagine that the passive white and black tokens are instead two
active software components. Instead of a central player picking tokens and
replacing them if needed, tokens react with each other. Once they mate, they
replicate and, if necessary, displace other software components in turn. At
equilibrium, both parts will be present with an equal number of copies. If
something happens to one instance of either part, for example, if a fault occurs
such that it is not able to mate anymore, the erroneous copy will eventually be
displaced by the remaining healthy parts: the overall software is self-healing
without requiring a central controller.

Such an intrinsically software-only self-healing mechanism is hardly
possible in traditional software execution environments where instructions
are executed sequentially. But if we put software into a chemical setting,
where each code part is represented as a molecule that is able to react with

1. INTRODUCTION |
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other molecules in parallel, such self-organization of code suddenly becomes
possible.

A CHEMICAL APPROACH
TO COMMUNICATION PROTOCOLS

Self-healing is only one of the properties that result from such a chemical-like
reaction model. If chemical reaction networks are arranged correctly, they
strive to equilibrium where all forces are balanced, like in the board game,
where eventually, replication and deletion forces are equal.

We aim at designing networking protocols as distributed chemical reac-
tion networks that present their solutions at equilibrium. Perturbations in the
network, such as packet loss or competing packet flows, will automatically
bring the system back to the fixed point of optimal operation. The challenge is
to express the problem chemically and to design a reaction network such that
at equilibrium, the system behaves correctly according to the requirement
specification. With the help of several examples we will demonstrate that this
is feasible for most continuously running distributed algorithms, such as for
example routing, load balancing, and consensus protocols.

Beyond the inherent robustness of chemical networking protocols, the
chemical approach offers a unified model for protocol execution and analysis.
That is, the dynamic behavior of a given protocol implementation can be
analyzed mathematically. At the same time, a designed abstract reaction
network can be transposed quickly to a concrete implementation in a chemical
programming language.

In this thesis, we study both the use of a chemical model as an engi-
neering framework to design, execute, and analyze robust communication
protocols and the use of self-organizing reaction networks to obtain self-
healing protocol code that is able to run on unreliable hardware.

STRUCTURE OF THE THESIS

As depicted in Figure 1.3, this thesis is organized in four parts: Part 1 (Chap-
ters 1 to 3) gives background information in computer networks and artificial
chemistry. Part 11 first introduces the fundamentals of our chemical network-
ing theory in Chapters 4 and 5. The remaining chapters of the second part
(Chapters 6 to 12) study the approach in more detail. In particular, we show
how to analyze and design chemical networking protocols and discuss issues
related to the integration of a chemical virtual machine into current hardware
and computer networks. In Part 111 (Chapters 13 to 18), we indicate how the
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Part | — Introduction, Background & Related Work

Chapters1 -3

Part Il — Chemical Networking Protocols (CNPs)

4. Principles of Chemical Networking 5. An Artificial Chemistry for Networking

Design, Analysis, and Integration
of Chemical Networking Protocols Part Ill — Self-Healing Protocols

Chapters 6 — 12 Chapters 13 — 18

Part IV — Discussion

Chapters 19 — 21 Figure 1.3 Structure
of the thesis in four

parts

chemical execution model gives rise to self-healing protocol software that
tolerates deletion or mutation of parts of its own code base. Finally, part
Part 1v (Chapters 19 to 21) concludes this thesis by discussing the relevance
and impact of our approach.

Audience

This document is written with a broad audience in mind. We combine meth-
ods from two major research fields, namely formal and applied computer
networking and (artificial) chemistry; but the thesis also touches areas in
complex systems and evolutionary dynamics. We introduce all concepts thor-
oughly, having in mind that an expert in one area will need more background
material in the other fields. Some chapters, written for a dedicated audience,
contain skip marks in the introduction to guide the reader through the docu-
ment. The first and fourth part is recommended to all readers. The second
part mainly addresses researchers in computer networks whereas the third
part on self-healing protocols may attract researchers from artificial life.

Computer scientists with a theoretical background are referred to Chap-
ters 6 to 8, where we provide structural and dynamical analysis methods to
prove properties of chemical protocols, and to Chapter 14 where we quantify
the robustness of self-healing code.

1. INTRODUCTION |
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Model / Example Section Page
Mate-and-spread game (self-healing board game)  Section 1.3.1 6
Catalytic bimolecular reaction (equilibrium) Section 3.3.3(c) 34
Distributed equilibrium Section 5.1.1(c) 54
Non-deterministic finite state machine Section 5.3.1 66
Source routing Section 5.3.2 67
Disperser: Gossip-style aggregation protocol

Simulation: Section 5.4 68

Analysis: Chapter 9 139-151

Design Variants: Section 10.4 178-183
Packet forwarding Section 7.1 85
Distributed arithmetic computation Section 10.3.2 164-170
Enzymatic traffic shaping/limiter Section 10.3.3(c) 173
Neighborhood discovery Sections 10.3.4(a), 10.3.4(b) 175-176
Anycast Section 10.3.4(d) 177
Chemical queue Section 12.1.1 201
Chemical model of a bandwidth-limited link Section 12.1.2 203
Enzymatic Medium Access Control (mac) Section 12.1.3 206
C3A: Chemical congestion control algorithm Sections 12.3.2-12.3.4 230-237
C3A*: Congestion avoidance extension Sections 12.3.5,12.3.6 237-242
Self-healing distributed software updates Section 15.3 291-294
Self-healing multipath routing protocol Chapter 16 297-314

Table 1.1 Examples and application cases: Three major application cases (bold) are used to demonstrate prop-
erties of chemical protocols or the chemical engineering framework, the others illustrate discussed concepts.

For computer network engineers, we provide engineering methods to
design chemical protocols in Chapter 10; Chapter 12 illustrates how chemical
and classical protocols cooperate in the Internet. There are a vast number of
protocol examples to illustrate the principles of chemical program design and
analysis: Table 1.1 lists all examples and application cases.

computer net-
work engineers

Computer system architects may be more interested in the architecture of
the chemical virtual machine, which executes chemical protocols. Chapter 11
shows how a chemical execution engine can be integrated to existing computer
and networking infrastructure.

computer sys-
tem architects

Finally, natural scientists interested in the self-organizational properties
of living systems may be attracted to see an application case for biological
and chemical principles in computer networking. They are referred to the
third part, where we study the behavior (Chapters 14 and 15) and robustness
(Chapter 17) of self-healing code and adopt an energy model from nature to
promote efficient and robust programs (Chapter 18).

natural
scientists
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NOTATIONAL CONVENTIONS

In this work, we used a few notational conventions listed below. An extensive
list of all mathematical symbols used throughout this thesis can be found in
the List of Symbols in the back matter on page 415.

Scalar variables are represented by lowercase Roman or Greek letters,
a...z,ora,...,w, vectors by lowercase Roman bold face letters, a,...,z,
whereas we use uppercase Roman bold face letters for matrices, A,...,Z.
Sets are typeset in a calligraphic font, A, ..., Z, except for N (natural num-
bers), Z (integers), R (real numbers). Multisets over sets are written as
M(A),..., M(Z), power sets (set of all subsets) as °(A),...,R(Z). The
cardinality (number of elements) of a set A or a multiset M (.A) is written as

|A| and ‘M(A) , respectively. Molecule types (species) are represented by
upright uppercase Roman letters, A, ..., Z.

1. INTRODUCTION
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NETWORKING PARADIGMS

On the principles of current communication networks — an overview.

Will the technologies of
communication and culture help us
to understand one another better, or
will they deceive us and keep us
apart? *

ROGER WATERS

ELECTRONIC COMMUNICATION started with telegraph and telephone
networks. Such connection-oriented networks establish a physical con-
nection between the participants for the duration of a communication session.
Later, Paul Baran and Donald Davies developed packet-switching networks
in the 1960ies (Baran, 1964), which ultimately lead to the Internet, as we
know it today. In the meantime, other communication patterns such as active
networking appeared but never penetrated the world in the same way the
data-packet-centric Internet did.

In this chapter we review the landscape of networking paradigms. We
skip circuit-switched networks and immediately start by discussing the packet-
switched paradigm in Section 2.1. Then, motivated by the possibility of our
chemical model to exchange code on the fly, we give a short introduction to
the principles of active networking in Section 2.2. Finally, also related to our
approach, we discuss the benefit of stochastic protocols in Section 2.3.

2. NETWORKING PARADIGMS |
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PACKET-SWITCHED NETWORKS

There is no doubt that the Internet is the most successful packet-switched
network. In packet-switched networks, there is no direct physical connec-
tion between two communicating endpoints. Information is split in chunks,
which are transferred as data packets over shared physical links. But often, a
virtual circuit hides the packet nature of the network from the user. Transport
protocols such as the Transmission Control Protocol (Tcp) (Postel, 1981) or
the Stream Control Transmission Protocol (scTpP) (Ong & Yoakum, 2002;
Stewart, 2007) establish a virtual connection between Internet applications.
Such connection-oriented protocols also exist below the transport layer: x.25
(1TU, 1996) was developed as core protocol for the public data networks of
the 1980ies (Compuserve, Euronet, etc.) and is still used for signaling in the
1SDN D-channel. Frame Relay and ATMm also use the concepts of virtual paths
and virtual connections. Recently, virtual circuits below the network layer
became popular again with mpLs (Rosen, Viswanathan, & Callon, 2001).
Multi Protocol Label Switches classify packets into streams and manage them
as such, for example by ensuring quality of service guarantees on the stream
level.

In this section, we review two aspects of packet-switched networks: In
Section 2.1.2, we compare the role of the network’s core to the role of end
systems. In Section 2.1.2, we then discuss packet-switched networks from
two different points of view, namely the microscopic view on the individual
packets and the macroscopic view on packet flows through the network.

NETWORK CORE AND END SYSTEM

The core of a packet-switched network consists of several routers or switches.
They forward a data packet to its destination and dynamically allocate the
necessary bandwidth of a shared physical link by means of statistical multi-
plexing. Packets are sent asynchronously over the link in the order of their
arrival. Since the link may be busy at the time a new packet arrives, packets are
stored into FIFO (first in / first out) queues. This so called store and forward
method afflicts the traversing packets with a delay, which is proportional to
the current fill level of the queue.

FIFO ordering does not ensure fairness among different packet streams.
Other scheduling disciplines such as fair queuing divide the arriving packets
into individual packet streams, for example, one stream per source/destination
address pair, and assign each stream an individual queue. The queues are
then scheduled, for example, in a weighted round-robin fashion such that
each stream obtains the same bandwidth share.
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The Internet’s design philosophy is to put most of the protocol’s logic
into the end stations whereas the core of the network shall operate stateless
(end-to-end principle). Because the network itself does not provide fairness
among the competing packet streams, transport protocols such as Tcp have
to control their own packet transmission rate to avoid congestion.

MICROSCOPIC STATE MACHINES AND MACROSCOPIC FLOWS

There are two levels of granularity at which we can look at protocols and the
packets they exchange: a microscopic and a macroscopic level. At the mi-
croscopic level, a protocol implementation cares about the individual packets:
the format of their header, the actions triggered by a received packet, timers
that have to be set, etc. Protocols are implemented as state-machines where
an asynchronous event such as an arriving packet or an elapsed timer triggers
an action and a state transition.

At the macroscopic level, we look at packet streams or flows. The content
of an individual packet is not important anymore; we focus on the large-
scale dynamic behavior of a protocol. Often, a protocol is being developed
at the functional, microscopic level first, ignoring its dynamical behavior,
or analyzing it at a later time. An example of this approach is Tcp: Only
after a series of “congestion collapses” in 1986, it was recognized that Tcp
misbehaved on this dynamical level, because it did not throttle its transmission
rate in order to ensure fairness to other packet streams competing for the
same limited bandwidth resources. Jacobson (1988) then proposed a very
successful congestion-control mechanism for TCPp.

Several analysis tools operate on this macroscopic level: Queuing theory

was developed in the early 20th century by Erlang (1917) (see also Bose, 2002,
and F. P. Kelly, 1979, for example) as a mathematical framework to determine
the capacity requirements of circuit-switched telephone networks. Queuing
theory models traffic (telephone calls, but also data packets) as stochastic
processes and allows for the analysis of statistical properties, such as the
expected waiting time or packet loss. A whole packet network is modeled as
a network of queues where the output of one queue is fed as input to the next
queue (Jackson, 1963; E. P. Kelly, 1976, 1979).

Instead of using a stochastic model, Chang (2000) as well as Le Boudec
and Thiran (2001) developed a deterministic model of a queuing network
based on min-plus algebra (Baccelli, Cohen, Olsder, & Quadrat, 1992). They
use their network calculus to estimate the worst-case performance of packet
tflows through components, such as links with limited capacity, traffic shapers,
etc. A deterministic treatment greatly simplifies the analysis of large queu-
ing networks. However, the worst-case assumption ignores that statistical
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multiplexing can interleave packet streams and actually save bandwidth. Re-
cently, Fidler (2006) developed a probabilistic network calculus, which takes
statistical multiplexing into account (see also Jiang & Liu, 2008). It models
packet streams and network components as stochastic processes and uses
their moment-generating functions to derive performance characteristics of
the network.

ACTIVE NETWORKING

Active networking refers to a communication paradigm in which packets
carry instructions in addition to data; such active code is executed in the
routers along the packet’s path. This allows packets to dynamically modify
the operation of the underlying core network.

Tschudin (1993) proposed his messenger paradigm, which “replaces the
exchange of data values by the exchange of instructions”. The goal is to speed-
up protocol development and deployment: Protocols of traditional data packet
networks have to be standardized. This is mandatory if two protocol imple-
mentations shall “understand” the syntax and semantics of the exchanged data
packets. The messenger paradigm avoids the cumbersome standardization
process by sending the code required to interpret information along with the
information.

Tennenhouse and Wetherall (1996) describe active networks from an
architectural level. They propose a distinction between two flavors: strong and
moderate active networks (see also Sterbenz, 2002). Strong active networks
is the flavor proposed by Tschudin (1993) where the user injects messengers
(also called capsules) that are executed by the network processors along the
packet’s journey through the network. This paradigm causes performance and
security concerns: Each capsule has to carry the code needed for interpreting
the embedded data. Since many or all data values of a certain stream are
treated in the same way, the same code is sent multiple times. The security
problem results from the fact that code is remotely executed on distrusted
hosts and that on the other hand the host should be protected from malicious
user-supplied code. Sander and Tschudin (1998) proposed an encryption
method that allows the hosts to execute encrypted code directly without
needing a decoded form.

Moderate active networks avoid the problems of strong active networks
by only allowing the network provider to update its forwarding hardware
with new code. This is a more controlled way of active networking, but does
not offer the new flexibility to the end-user.
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We advocate the paradigm of strong active networks and mobile code.
Today, where everyone seeks to virtualize hardware, it is interesting that
protocol execution is still static. Active networking would allow for separate
sandboxes in which users run their own forwarding code, for example. We
agree with Tennenhouse, Lampson, Gillett, and Klein (1996) that

[...] active networks present an opportunity to change the struc-
ture of the networking industry, from a “mainframe” mind-set,
in which hardware and software are bundled together, to “vir-
tualized” approach in which hardware and software innovation
are decoupled.

Our chemical networking paradigm extends the concept of active networking
by a special, stochastic packet scheduling scheme. On the next pages we
therefore address the purpose of randomness in communication protocols.

STOCHASTIC PROTOCOLS

Stochastic protocols differ from traditional protocols in the probabilistic na-
ture of certain decision processes. Unlike stochastic modeling methods of
deterministic protocols, such as queuing theory, stochastic protocols deliber-
ately add some noise to their very actions in order to speed-up convergence
time or to make the protocol robust to environmental noise.

Many stochastic approaches to communication have been proposed,
from randomized consensus protocols, which are able to tolerate erroneous
participants (Bracha & Toueg, 1985; Aspnes, 2003), to probabilistic algorithms
that schedule access to a wireless medium in an energy-efficient way (Chlam-
tac, Petrioli, & Redi, 1997). We can only provide a limited overview of the field
here: In Section 2.3.1 we discuss gossip protocols, which stochastically select
their communication peers; many distributed problems have been solved
within this framework. Later, in Section 2.3.2, we focus on a specific applica-
tion case, namely packet routing, and review two different stochastic packet
forwarding approaches.

GOSSIP PROTOCOLS

Gossip protocols mimic the epidemic spreading of gossip in a social net-
work by periodically sending small pieces of information to one or multiple
randomly selected neighbors.

Gossip protocols work according to the following simple scheme: Each
node (1) periodically selects n peers from its set of neighbors, (2) sends its
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state to the selected neighbors and receives the state form the neighbors in
turn. (3) Finally, an update function merges the local state with received
states. All existing gossip protocols use this principle and vary in how (1) they
select the node, (2) what the state represents, and (3) how the update func-
tion is implemented. Note that only the first step, namely the selection of
the peers is usually randomized; the update function aggregates the states
deterministically.

Gossip protocols have been proposed for different applications: The first
gossip approach was an epidemic algorithm to maintain mutual consistency in
a replicated database, proposed by Demers et al. (1987). Another application
of gossiping is information aggregation in large networks. Aggregation refers
to functions that provide the nodes access to global information as a summary
of local information kept in the individual nodes (Jelasity, Montresor, &
Babaoglu, 2005). This information can be related to the network itself, such
as network size, average load, average uptime, or it can be an aggregation
of environmental information such as the average, minimum, or maximum
of measured temperatures in a Wireless Sensor Network (wsN) (Kempe,
Dobra, & Gehrke, 2003), for example. In order to compute the distributed
average with the above simple scheme, each node (1) selects one random peer,
(2) sends its estimate s; to the peer and receives the peer’s estimate s,, and
(3) computes a new estimate: s; < (s; + 52)/2.

Jelasity, Montresor, and Babaoglu (2009) proposed a gossip protocol for
topology management. Their T-MAN protocol builds overlay networks with
regular topologies from scratch by randomly exchanging node descriptors to
which the nodes shall connect.

Gossip protocols are interesting because consensus is achieved based on
the random exchange of messages. The system asymptotically computes the
result and reaches equilibrium, where updates do not alter the state anymore.
The number of messages needed to reach consensus is relatively small com-
pared to a deterministic algorithm. That is, gossip protocols converge faster
and require less messages, especially if the network is large.

STOCHASTIC ROUTING

From the various sub domains of stochastic protocols, we pick routing as
an example, because we develop an own stochastic and chemical routing
protocol in Chapter 16. A routing protocol has to collect topological infor-
mation from the network and guides data packets towards their destination.
Therefore, each router disseminates information about its local connectivity
and collects and aggregates knowledge about the connectivity of its neighbors.
Stochastic routing protocols usually start by sending real data or special probe
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packets randomly through the network. If a packet reaches the destination,
an acknowledgment packet travels back to the sender and updates the states
of all routers along the packet’s path to reinforce the good path. The next data
packet then randomly selects the next hop based on the obtained statistical
model.

Routing Inspired by Ant Colony Optimization

The most famous stochastic routing protocol is AntNet (Di Caro & Dorigo,
1998) and the Ad-Hoc network version AntHocNet (Di Caro, Ducatelle, &
Gambardella, 2005). These protocols are inspired by the path optimization
observed in the foraging task of ant colonies: Ants walk around randomly,
searching for food. Once nutrition is found, the ants return to the nest and
deposit a pheromone trail. These chemicals influence the search behavior of
ants: if pheromones are absent, the ants search randomly, but if pheromones
are present, the ants follow the previous trail with a high probability. The ant
colony as a whole is able to optimize foraging as an emergent phenomenon.

AntNet mimics the behavior of real ants. Each network node periodically
sends “ant” packets through the network to the known destinations. These
packets collect information about their path through the network. On the
way back, the “ants” increment the virtual pheromone concentration in each
router. A statistical model evaluates the quality of a path based on these
pheromone concentrations and sends data packets via the optimal path.

Similar principles have been used in many ant colony inspired stochastic
meta heuristics used for scheduling (Martens et al., 2007), image processing
(Meshoul & Batouche, 2002), protein folding (Hu, Zhang, Xiao, & Li, 2008),
and electronic circuit design (Zhang, Chung, Lo, & Huang, 2009), to name
only a few.

Routing Inspired by Attractor Selection in Cells

Another stochastic routing approach is ARas (Leibnitz, Wakamiya, & Murata,
2006). The protocol is inspired by stochastic attractor selection in cells that
switch from one state to another depending on the availability of a nutri-
ent (Kashiwagi, Urabe, Kaneko, & Yomo, 2006). ArRAs’ forwarding engine
maintains several paths to the same destination. When the link quality of the
primary path changes, another path is automatically selected. This switching
phenomenon is emerging from the underlying differential equations steering
the forwarding decision process. In order to let the system switch from one
path to the other, randomness was intentionally added to the differential
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equations. Interestingly, this augmented intrinsic noise made the system
more stable to the influence of environmental noise.

TOWARDS CHEMICAL NETWORKING PROTOCOLS

Chemical concepts appear in a surprisingly large number of existing protocol
descriptions: TCP’s congestion control algorithm is based on the “conservation
of packets principle” trying to bring a connection to “equilibrium” (Jacobson,
1988); AntNets stochastically routes packets proportional to “pheromone con-
centrations” (Di Caro & Dorigo, 1998); gossip protocols adopt the dynamics
of epidemic spreading to disseminate information in a robust way.

Apparently, chemically inspired ideas are considered to be beneficial
for the dynamic behavior of protocols. Furthermore, we recently observe a
tendency towards stochastic protocols, because in large networks, determin-
istic service guarantees cannot be given anyway, and because inherent noise
makes the protocols robust to environmental noise.

The chemical paradigm we introduce in this work formalizes chemical
concepts for networking and provides a framework for the development of
many chemically inspired protocols. The chemical paradigm extends the
packet-based and active networks paradigm by an additional dimension:
stochastic but predictable dynamic behavior. Whereas traditional protocols
are packet- or data-oriented, active networks are code oriented. Chemical
networks will be reaction-oriented and thus emphasize data and code flows
and their dynamics. However, before we start to introduce our chemical
paradigm for networking, we discuss existing models of chemistry.
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ARTIFICIAL CHEMISTRIES

An introduction to abstract models of chemistry as unconven-
tional ways of organizing computation.

Das Treffen zweier Personlichkeiten The meeting of two personalities

ist wie der Kontakt is like the contact
zweier chemischer Substanzen: of two chemical substances:
Wenn es eine Reaktion gibt, if there is any reaction,
werden beide transformiert. both are transformed. 3
C.G. Juna C.G. JuNa

NTIFICIAL CHEMISTRIES are abstract models of chemistry, simplified
to simulate chemical reactions on a computer (Suzuki & Dittrich, 2009).
Artificial chemistries are used as tools for biologists to simulate real chemistry
and as unconventional paradigms to organize computation, among other
usages. In this chapter, we provide an introduction to artificial chemistry and
focus on the latter aspect: how the chemical reaction metaphor can be used in
computer science to structure computation. Instead of listing all existing work
related to artificial chemistries in this chapter, we only provide introductory
material here and refer to the details in later chapters.

This chapter is organized as follows: In Section 3.1, we provide a defi-
nition of artificial chemistry before Section 3.2 elaborates on its history and
the variety of chemical computing models existing today. In Section 3.3, we
presenta more formal definition of an important subset of artificial chemistries.
We especially delve into the dynamical aspects of chemical computing and
discuss existing algorithms to simulate chemical reactions in silico. This
last section is important for our work, since our chemical packet-processing
model extensively exploits the dynamics of chemical reaction systems.

3. ARTIFICIAL CHEMISTRIES
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DEFINITION

In the broadest sense, an artificial chemistry is a “man-made system that
is similar to a chemical system” (Dittrich, Ziegler, & Banzhaf, 2001). In
the design of such a system we usually recognize chemical entities such as
molecules or reactions. There is not only one artificial chemistry: A scientist
or program designer will craft its own chemical system depending on the
problem to be solved; each problem usually requires another representation
of molecules and reactions and a new definition of how they interact.

Dittrich et al. (2001) provided a generic definition that helps classity
artificial chemistries: According to this definition an Artificial Chemistry is
the triple AC=(S,R,.A), where S is the set of molecular species, R is the set
of reaction rules specifying how the molecules interact, and A is the reaction
algorithm describing how and when the reaction rules are applied.

The set of species S = {s1,...,s, } contains all molecule types that may
appear in a certain chemistry. The species may either be defined explicitly
by enumeration, for example, S ={A, B, C} or implicitly by providing rules
how they are constructed. Artificial chemical models of biological reactions
often define the molecules explicitly (Hjelmfelt, Weinberger, & Ross, 1991;
Paiin, 2000; Wolkenhauer, Ullah, Kolch, & Cho, 2004; Paladugu et al., 2006;
Deckard, Bergmann, & Sauro, 2009). On the other hand, an implicit defini-
tion attribute the molecules a structure in form of, for example, mathematical
objects (Banatre & Le Métayer, 1993; Dittrich, 2001), binary strings (Banzhaf,
19933, 1993b; Dittrich & Banzhaf, 1998), symbol strings (Holland, 1992; De-
craene, 2006; Suzuki & Ono, 2002; Tschudin, 2003; Fernando & Rowe, 2007),
or even graphs (Benko, Flamm, & Stadler, 2003).

The set of reaction rules R ={ry,...,ry} describes how the molecules
interact. A reaction rule r € R is usually given by the chemical reaction
notation

Sin,1 + ot Sin,n > Sout,1 + et Sout,m (3'1)

defining that the molecules on the left hand side are replaced by the molecules
on the right hand side of the arrow. The reaction can be defined explicitly
as in (3.1) or implicitly by providing rules how the structure of the reacting
molecules leads to their interaction. Examples for implicit reaction rules are
the interpretation of binary strings as code tapes acting on data strings as
described by Dittrich and Banzhaf (1998), or the application of A-expressions
in AlChemy (Fontana, 1992).

The set of molecules together with the reaction rules describe the struc-
tural part of the chemistry. The reaction algorithm A completes the definition
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Algorithm 3.1 Simple re-

action algorithm for the
1. Randomly select two tokens. mate-and-spread game:

2. Try to apply reaction r;, which is only effective if the color of the two tokens ~ see also Figure 1.10n
is different. page 7. This algorithm
schedules chemical reac-

3. Ifthereaction is effective place the new tokens to random fields and remove
the tokens previously occupying these fields.

tions by randomly pick-
ing two tokens and ap-

4. Gotostep1. plying the reaction.

of the artificial chemistry by describing its dynamics, i.e. how and when which
reaction rules are applied. The algorithm operates on a reaction vessel, i.e.
an instance of an artificial chemistry (S,R,.A) hosting molecule instances.
Note that we distinguish between molecule species and molecule instances: A
species represents a molecular type whereas we use the term molecule when
referring to an instance of a species.

The algorithm A implicitly defines the structure of the vessel (Dittrich,
2001): For example, if the algorithm picks two random reactant molecules,
the system simulates a well-stirred vessel. On the other hand, if the vessel shall
have a spatial structure, the algorithm has to restrict itself to select reactants
in a certain neighborhood.

MATE-AND-SPREAD GAME EXAMPLE

In Chapter 1, we introduced a simple board game to demonstrate a mechanism
with emergent self-healing properties. Now we are able to associate the game
with artificial chemistries:

The set of molecular species contains two explicitly defined species,
namely black and white tokens: S ={B, W}. The set of reaction rules com-
prises one reaction only: R = {r;}. It duplicates a pair of black and white
tokens: r;: B+ W — 2B +2W. Finally, the reaction algorithm A continuously
performs the steps listed in Algorithm 3.1.

Recall that the number of black and white tokens will strive to equilib-
rium where both tokens are present with an equal quantity. This equilibrium
is achieved without being programmed explicitly. It is an emergent prop-
erty of the small number of simple rules, described within the context of
an artificial chemistry. Although we used a checkerboard to illustrate this
example, the spatial distribution of the tokens does not matter for the current
algorithm. Thus, the vessel can be seen as well stirred where molecules are
floating around randomly. An implementation would probably store the
molecules in a multiset or just remember the multiplicity of the two species.
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HISTORY, PURPOSE AND VARIETY

In this section, we briefly sketch the history of artificial chemistries and their
achievements, and highlight the vast diversity of artificial chemical computing
models. For further information, the reader is referred to a couple of excellent
reviews (Dittrich et al., 2001; Suzuki & Dittrich, 2009).

EMERGENCE OF REGULARITY AND ORGANIZATIONS

Abstract models of chemistry describing emergent natural phenomena can
be traced back to Turings patterns (Turing, 1952): In his late work on mathe-
matical biology, Turing studied reaction-diffusion systems in two and three
dimensions and discovered the emergence of regular patterns, which he linked
to morphogenetic phenomena in nature. In the following years, research on
emergent computing focused on even more abstract and digital models, such
as Cellular Automata (ca). We will refer to this branch of research later in
Chapter 13, in the third part of the thesis.

Laing (1977) was probably the first to make a clear analogy between
chemical reactions and computation: He constructed an artificial chemistry
where strands of strings (molecules) come in contact and interact, in analogy
to a Turing machine operating on a tape. Laing showed that self-replication
by means of self-inspection is possible. Since then, researchers developed
many other string chemistries, in which active molecules (tapes) operate on
passive molecules (data) (e.g. Dittrich & Banzhaf, 1998; Ikegami, 1999).

One of the most influential artificial chemistries was Fontana’s algorith-
mic chemistry AIChemy (Fontana, 1992; Fontana & Buss, 1994). In AIChemy,
molecules are A-expressions. The algorithm randomly picks two expressions
from the vessel, applies the first to the second and performs f3-reduction until
the resulting expression is in normal form. This result then replaces another
randomly selected expression in the vessel.

Today, as a generalization of Fontana’s AIChemy, an algorithmic chem-
istry refers to an artificial chemistry where both, the species and the reaction
rules are defined implicitly, i.e. where they are constructed algorithmically
by a sub-molecular logic. Although there are a fixed number of rules defin-
ing how the species are structured and how they interact, the set of species
and reaction rules is often infinite. The outcome of a reaction depends on
the algorithmic logic and the sub-molecular structure of the participating
molecules.

An algorithmic chemistry is constructive in the sense that species can
be generated that were not present in the beginning. Fontana, Wagner, and
Buss (1994) distinguish between weakly and strongly constructive systems:
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In weakly constructive systems “new agents are constructed in an unspecific
(essentially stochastic) fashion” Algorithmic chemistries are strongly con-
structive, because “the encounter of two agents implies a specific third one”
(Fontana et al., 1994).

Another interesting aspect of AlChemy that holds for many artificial
chemistries is that there is no distinction between code and data: In A-calculus,
functions and numbers are both represented by A-expressions. The same
molecule can either take the role of code (function) or data depending on the
order the two molecules are selected. Thus, code may operate on code, which
is the key requirement for self-replicating and self-modifying code and the
basis for our own self-healing software approach.

Fontana and Buss (1994) used AlIChemy to demonstrate the spontaneous
emergence of organizations from a “soup” of random A-expressions. Simi-
lar self-replicating (or autocatalytic) structures were found in a lot of other
chemistries (Farmer, Kauffman, & Packard, 1986a; Ikegami & Hashimoto,
1996; Dittrich & Banzhaf, 1998; Speroni di Fenizio & Banzhaf, 2000; Kvas-
nicka & Pospichal, 2001; Suzuki & Ono, 2002; Hutton, 2002; Yamamoto,
Schreckling, & Meyer, 2007). Dittrich and Speroni di Fenizio (2007) formally
defined chemical organizations in their Chemical Organization Theory and
recognized them as macro-states in which a chemical system stays for a long
time. We will review the Chemical Organization Theory in more detail in
Chapter 8.

One of the most realistic artificial chemistries is ToyChem (Benko et al.,
2003; Benko, Flamm, & Stadler, 2005; Flamm et al., 2010). Molecules are
represented as labeled graphs with basic properties derived from quantum
mechanics. Chemical reactions are implemented as graph rewriting rules.
The deep roots in quantum mechanics allow the chemistry to incorporate an
energy model such that the macroscopic behavior follows the rules of chemical
thermodynamics and kinetics. Modeling details down to the physical level
however requires more processing power to simulate the reactions.

Algorithmic chemistries are good frameworks for studying the emer-
gence of organizations and, because of the remaining bonds to real chemistry,
to model and study complex chemical phenomena related to life and its ori-
gins (Farmer et al., 1986a; Fontana & Buss, 1994; Dittrich et al., 2001). This is
why artificial chemistry is a sub-branch of Artificial Life.

ARTIFICIAL CHEMICAL COMPUTING

Another purpose of artificial chemistries is to use reaction systems to organize
computation in an unconventional way. In the 1980ies, Banatre developed
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Gamma, an abstract multiset rewriting calculus (Banatre & Le Métayer, 1986).
In the y-calculus, concurrent computation can be expressed quite naturally:
An algorithm such as the computation of prime numbers is implemented
as interaction among the entities, e.g. as simple arithmetic operations on
number “molecules”. “The result of a Gamma program is obtained when a
stable state is reached that is to say when no more reactions can take place.”
(Banétre, Fradet, & Radenac, 2005)

Note that this operation principle is quite different from the chemistries
used to study organizations. In Gamma, the result is presented on the mi-
croscopic, symbolic level by the molecules remaining in the vessel after the
chemical program terminated. On the other hand, a chemistry that runs
continuously and settles in an organization presents its result at the macro-
scopic level, i.e. by the presence/absence or the concentration of the species
in steady-state.

In both representations, a chemical formulation of a problem automati-
cally leads to a logical parallelism, which can be physically executed on one or
multiple processors (Banatre & Le Métayer, 1993). Berry and Boudol (1989)
developed Gamma further to the Chemical Abstract Machine (CHAM).

P-systems (Patin, 2000; Calude & Patin, 2001) is another computing
model inspired by cell membranes. Each reaction vessel or “cell” contains
a multiset of molecules and reactions operating on them. Additionally, P-
systems allow hierarchies of multiset compartments to be constructed recur-
sively and molecules to travel through the membranes. The result is presented
microscopically in the outermost membrane when no reaction may take place
anymore.

Fraglets is an artificial chemistry (Tschudin, 2003) in which multiset
compartments are distributed over a network. The molecules actually rep-
resent packets traveling through the network and reacting with each other.
The packets (=molecules) are structured as strings of symbols where each
symbol represents an instruction that has to be executed in the target node.
In this thesis, we use Fraglets as execution layer for our chemical networking
protocols and show how both microscopic symbolic and macroscopic con-
centration information can be used together. We will introduce Fraglets in
detail in Chapter 5.

Artificial chemistries were considered for a variety of applications be-
yond the modeling of wet chemistry and the study of emergent organizations:
Ziegler and Banzhaf (2001) used an artificial chemistry to control the move-
ment of a robot. There are a few search and optimization algorithms based on
artificial chemistries (Banzhaf, 1990; Kanada, 1995; Weeks & Stepney, 2005;
Yamamoto, 2010; Yamamoto & Banzhaf, 2010). Tominaga and Setomoto
(2008) even used an artificial chemistry for composing music. Although
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artificial chemistries were quite successful in solving concrete problems, a
generic design and analysis method is still missing. There is no general recipe
how to structure the microscopic rules such that the desired functionality
emerges.

A FORMAL APPROACH TO ARTIFICIAL CHEMISTRIES

In this section, we re-iterate through the formal definition of an artificial
chemistry. This time, we introduce more concepts and terms. We extensively
discuss the dynamics of chemical reactions in well-stirred reaction vessels
and their in silico simulation. By restricting the model to the well-stirred case,
we will not cover all existing artificial chemistries. However, we now build
the foundation upon which we later define our artificial chemical networking
model.

We recall that according to Dittrich et al. (2001), an artificial chemistry is
formally defined as the triple AC = (S,R,.A). S denotes the set of molecular
species, R the set of reaction rules, and A the algorithm that defines which
reaction is executed next and when. We split the detailed description into
three parts. Section 3.3.1 focuses on the structural aspects of the chemistry:
the reaction network spanned over the set of species. In Section 3.3.2, we show
how the reaction vessel and its contents are described. Finally, in the third
and largest subsection, Section 3.3.3, we elaborate on the dynamical aspects
of chemical reaction kinetics and discuss existing stochastic algorithms to
simulate chemical reactions on a traditional computer.

THE STRUCTURE OF CHEMICAL REACTION NETWORKS

The structural part of an artificial chemistry describes the potential appearance
of molecules and their interactions. A reaction rule describes how to replace
molecules in the reaction vessel. A reaction rule r € R is formally given as a
pair of multisets and an assigned reaction coefficient

k,
r: Min,r - Mout,r VreR (3-2)

where My, , € M(S) are the reactants (or left-hand side) and My, €
M(S) the products (or right-hand side) of the reaction, and k, is the reac-
tion coefficient that determines the speed of the reaction; we will discuss the
reaction coefficient later when studying the dynamics of a reaction network.
The number of reactant molecules O(r) = | My ;| is called the order of the
reaction. As we mentioned before, reaction rule (3.2) can also be written in
the equivalent chemical notation (compare to (3.1))
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Figure 3.1 Reaction network graphs of the mate-and-

spread game: see also Figure 1.1 on page 7. The artifi-

cial chemistry is defined by the set of species S = {B, W} r,

and the set of reactionrules R = {rn:B+W — 2B + :2-::@ e xr1 @
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by the joining arcs. directed graph cal notation
ky
r: Z AspS —> Z Bsrs VreR (3.3)
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In this equation, the positive integers «as ,, 8s,» € No denote the number of
molecules consumed and produced by the reaction. The net production
of molecule s by reaction r is given by the stoichiometric coefficient y,, =
/js,r - ‘xs,r-

Next to the reactant and product multiset we also define the set of re-
actant and product species according to Benko et al. (2008): The domain
of a reaction r is the set of those species that are in the reactant multiset:
domr = {5 €eS|ag,> o}. Similarly, the image of a reaction r is the set of

those species that are in the product multiset: imgr = {s €S| Bsr> o}.

The tuple (S, R) constitutes the structural part of the artificial chemistry.
It can be represented by an arc-weighted bipartite directed graph with both,
molecular species and reactions as vertices and edges s — r with weight
o, if a5, > o0 and edges r — s with weight f3, , if 85, > o (Benko et al,,
2008). Figure 3.1(a) shows the bipartite graph of the mate-and-spread game.
Instead of the bipartite graph, we usually draw a simplified graph, show in
Figure 3.1(b) for the same reaction, where the reaction vertex is implicitly
represented by the joining arcs.

REACTION VESSEL: INSTANTIATION OF A CHEMISTRY

The structure of the reaction network is completely defined by the pair (S, R),
which Benko et al. (2008) call the chemical universe. The reaction algorithm
A defines the dynamic behavior of this chemical universe. The reaction
algorithm operates on a reaction vessel and schedules reaction events, i.e. it
decides which reaction is executed next and when. Therefore, we also use
the term scheduling algorithm synonymously for reaction algorithm. In this
subsection, we discuss the structural aspects of the reaction algorithm, i.e.
how it executes reactions in a reaction vessel. In the next subsection, we then
focus on the dynamical aspects of reaction scheduling.
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A reaction vessel v is an instance (or realization) of an artificial chemistry.
A vessel contains a multiset of molecules, denoted as M, € M(S); each
molecule in the reaction vessel is an instance of one of the molecular species
seS.

We denote the quantity of species s in the vessel multiset (i.e. its multi-
plicity or copy number) as N (). The composition of reaction vessel v is then
given by the vector of molecular quantities

N51 (t)
N, (t) = 5 (3.4)
N5|5| (t)

Chemists usually operate with the macroscopic concentration of species
s € S, which is defined as x; = N,/Q. The scaling parameter Q) represents
the size of the system. For molar concentrations, the system size is given
as O = NoV, where N, is Avogadro’s constant and V' is the volume of the
reaction vessel. The molar concentration is written as [s] = Ng/NAV. In
an artificial chemical setting however, one may use a simplified notion of
concentration. For example, the simplest way is to set the system size to Q=1
such that the concentration becomes equivalent to the quantity of a species.
Alternatively, we may define the concentration as the abundance, i.e. the
relative quantity of a species. In this case, the system size is equal to the total
number of molecules Q=) s N;.

Often, more than one reaction rule is ready to be executed at the same
time. The algorithm defines whether all possible reactions are applied in
parallel, or, if not, which reaction is applied first and when. As we will see later,
choosing the right algorithm is crucial for chemical networking protocols to
behave nicely. We say that a reaction is active, if enough reactant molecules
are present in the reaction vessel such that if the reaction is applied to the
vessel, it can consume the required molecules. Formally, a reaction r € R is
active in vessel v iff

Mv N Min,r = Min,r (3-5)

If none of the reactions is active, the artificial chemistry halts, and we say that
the vessel is inert.

An alternative way of understanding the influence of reactions to a
reaction vessel is to write the vessel multiset as a composition vector according
to (3.4). The net effect of a reaction r € R can then be represented by a state-
change vector (Gillespie, 2002) of the same dimension
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Vsi,r
y,=| (3.6)

Vsis\r

where y;s, ,, the stoichiometric coeflicient, specifies the net change of the
quantity of species s; by reaction r. For a given initial vessel composition N, g,
the resulting configuration after applying reaction r is simply N, ; =N, o + y.,.

CHEMICAL REACTION KINETICS

In a gas-phase chemical system that is kept well stirred and thermally equi-
librated, molecules move around following Brownian motion (McQuarrie,
1997, Chap. 27). Because one usually does not want to keep track of all posi-
tions and moments of the individual molecules, the state of a chemical system
can be reduced to the current number of molecules of each species. This
is accompanied by a loss of information, resulting in a stochastic process
that can be described by the Chemical Master Equation (McQuarrie, 1967;
Gillespie, 1992). We will discuss the Chemical Master Equation in more detail
in Chapter 8 where we show how to analyze the dynamics of chemical net-
working protocols. For now, we just note that the master equation describes
the time evolution of the probability that the chemical system occupies one
of the possible reaction vessel compositions.

The Law of Mass Action

Even before having had a stochastic description that roots in statistical me-
chanics, researchers had observed macroscopic dynamical phenomena of
chemical reactions. For example, the more molecules are located within the
same volume, the more likely collisions and reactions become. This fun-
damental law of chemical kinetics was discovered in the 19" century and
is known as the law of mass action (Waage & Guldberg, 1864; see also the
English translation by Abrash, 1986). It states that the reaction rate is propor-
tional to the concentration (quantity per volume) of each reactant. That is,
the chemical reaction

X+Y—k>Z (3.7)

consuming one molecule of species X and Y and producing a molecule of
species Z reacts with an average rate of

r=k[X][Y] (3.8)
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where k is the kinetic coefficient associated with the reaction, and [X], [Y] are
the molar concentrations of reactants X and Y, respectively. The coeflicient k
can be expressed in terms of physical quantities like the temperature and the
activation energy, but for the moment, we assume it is constant. We discuss
the microphysical derivation of the reaction coeflicient later in Chapter 18.

Such knowledge from textbook physical chemistry is a macroscopic
description of the average behavior of large quantities of molecules. However,
for an algorithmic chemistry we have to simulate the microscopic behavior of
the system at the level of individual molecular collisions in order to perform
the intended computations encoded within the molecules.

Exact Stochastic Reaction Algorithms

A simulation algorithm for chemical reactions in a well-stirred vessel has to be
correct and efficient: First, the algorithm has to simulate chemical reactions
stochastically correct, i.e. it has to provide a single sample trajectory of the
random process, described by the chemical master equation. Second, the
algorithm shall be efficient in the sense that each iteration is guaranteed to
execute a reaction. This requires a translation of the species-oriented chemical
master equation to a reaction-oriented stochastic algorithm that generates
and executes reaction events as a sequence of (7, t) tuples, recording which
reaction r happens when (#).

We could use a reaction algorithm similar to the one applied to our board
game (see Algorithm 3.1), namely an algorithm that randomly selects two
molecules and checks whether one of the reactions r € R can be applied. This
process akin to random molecular collisions indeed leads to a macroscopic
behavior according to the law of mass action. However, this algorithm does
not scale well for many species and few reaction channels when only a few
collisions actually lead to reaction events.

Researchers proposed many Monte Carlo algorithms to provide an effi-
cient and exact stochastic simulation of chemical reactions (Gillespie, 1976,
1977, 2001; Gibson & Bruck, 2000; Le Novere & Shimizu, 2001; Haseltine
& Rawlings, 2002; Gillespie & Petzold, 2003; Rathinam, Petzold, Cao, &
Gillespie, 2003; Tian & Burrage, 2004; Cao & Petzold, 2005; Cau, Gillespie,
& Petzold, 2005, 2006; Chatterjee, Vlachos, & Katsoulakis, 2005; Samant &
Vlachos, 2005; Di Liu & Vanden-Eijnden, 2007). An overview is provided by
Gillespie (2007).

The two algorithms we considered for chemical program execution were
Gillespies Direct Method and the Next Reaction Method: In every iteration,
Gillespies Direct Method (Gillespie, 1977) draws two random numbers. The
first one is used to determine which reaction shall be executed next whereas
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the second determines the next reaction time. The Next Reaction Method
(Gibson & Bruck, 2000) calculates the next reaction time based on an expo-
nentially distributed random variable for every reaction separately and sorts
it into a priority queue from which the next reaction is determined.

Before we exemplarily discuss Gibson and Bruck’s algorithm in more
detail, we study how both algorithms compute the reaction interval such that
the macroscopic behavior follows the law of mass action.

Reaction Propensities. Both algorithms make use of the concept of the
reaction propensity. The propensity ar(N(t)) reflects the probability that
reaction r € R occurs within the next infinitesimal time interval [¢, ¢ + d¢).
The propensity is the product of the probability that a collision leads to a
reaction times the frequency of a molecular collision:

a,(N(t)) =c,- hr(N(t)) (3.9)

The microscopic reaction coefficient c, is a stochastic rate constant depending
on physical properties of the reactant molecules. It denotes the probability
that a given combination of reactant molecules will collide in the next time
interval d¢ multiplied by the probability that the colliding molecules will
actually react (Gillespie, 1992, 2000). There is a direct mapping between the
stochastic rate constant ¢, and the macroscopic reaction rate constant k, (see
Wolkenhauer et al., 2004, Eq. (20)). We will delve more into the physical
meaning of this coeflicient in Chapter 18.

The second factor in (3.9), hr(N(t)), denotes the number of distinct
combinations of reactant molecules of reaction r (Wolkenhauer et al., 2004).
The more reactants there are in the vessel, the more collision partners are
available, i.e. the higher is h,. This relation is expressed by the binomial
coefficient

hr(N(t)) =1] (Ns(t)) (3.10)

seS \ Qs,r

For example, for a reaction r: 2X +Y — ..., the stoichiometric coefficients
are ax , = 2 and ay , = 1, and hence there are
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hr(N(t)) =T] (Ns(t)) (3.11)

seS \ Xs,r

_ (Nx(t)).(Ny(f))
2 1
_ Nx(t) (Nx(t) -1)
2

- Ny (t)

reactant combinations.

The propensity expresses the stochastic equivalence of the deterministic
reaction rate. Let us assume that the number of molecules is large (N () > 1)
and that the chemistry only contains reactions where at most one instance of
each reactant is consumed (i.e. «;,, € {0,1}). In this case, the propensity can
be simplified to

a,(N(1)) = ¢ [T Nu(2) (3.12)

{seS|ocs,,:1}

For example, for a reaction 7: X +Y — ... the propensity is

ar(N(t)) = ¢, Nx(t) Ny(t) (3.13)

By using our simplified meaning of concentrations (x; = N;) we obtain
an equation similar to the reaction rate equation (3.8). That is, as a first
approximation, we can think of the propensity as the mean reaction rate. We
will examine the relation between microscopic and macroscopic description
in more detail in Chapter 8.

Gibson and Bruck’s Next Reaction Method. The Next Reaction Algorithm
by Gibson and Bruck (2000) computes the next reaction time of each reaction
rule based on its propensity. The next event of each reaction rule is kept in a
priority queue. In an endless loop, the algorithm picks the first event from the
queue, executes the reaction, and updates the reaction times of all dependent
reaction rules. Algorithm 3.2 shows the detailed algorithm.

On average, the reaction rates are proportional to the corresponding
propensity values and thus, to their reactant quantities. This means that the
algorithm realizes the law of mass action on the macroscopic level. Therefore,
we also refer to the Next Reaction Method algorithm as a particular instance
of a law of mass action scheduler.
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Algorithm 3.2 Next
Reaction Method:
Schedules reactions
according to the
method proposed

1.

Initialization:

a) t=0s;

b) foreach reaction ruler; € R, calculate the propensity function a; accord-
ing to (3.10);

c) foreach reaction ruler; € R, draw the reaction interval from an expo-
nential distribution: 7; ~ Exp(1/a;);

d) store the putative reaction time values tj=t + 7; in an indexed priority

queue Q (see Gibson and Bruck (2000)).

Let r, be the reaction rule whose putative reaction time, t,, stored in Qs least.

. Advance the simulation time to the occurrence time of the reaction rule: t=t,.

Execute reaction rule ry, i.e. rewrite the vessel’s multiset according to the
state-change vector (see (3.6) on page 30).

Update the next reaction time of all those reaction rules r; that depend on
the executed reaction. That is, all those reaction rules have to be adjusted
that have reactants that were changed by reaction rule ry. Formally, for each

reactionruler; € {r € R|domrn {s €S| Vs, # O} + @},

a)
b)

c)

calculate the propensity function, aj, according to (3.10);

if j # u, adjust the next reaction time without drawing a new random
variable: tj < t + (@j01d/Ajnew) (tj — t);

if j= u, draw a new reaction interval from an exponential distribution,
T; ~ Exp(1/a;), and set the next reaction time to tj < t + Tj;

d) replace the old value t; in Q with the new value and re-sort Q.

by Gibson and Bruck

(2000).

6. Goto step 2.

(c)

Q)
Q%0

OgO
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Example

Let us step through Gibson and Bruck’s Next Reaction Algorithm while it
drives a simple reaction network, depicted in Figure 3.2. It consists of a
forward reaction rule 7; that converts X- into Y-molecules and a reverse
reaction rule r, doing the opposite. The two species C and D catalyze the
reactions: A catalyst is a molecule that belongs to the domain and to the
image of a reaction rule. For catalyzed reactions we often use the graphical
short notation as shown in the margin.

The explicit artificial chemistry for this example is formally given as
AC=(S, R, A) where the set of species is S={C, D, X, Y} and the reactions
are R= {rf, r,}, where

rim C+X—C+Y (3.14a)
re D+Y—D+X (3.14b)
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@ ©
Figure 3.2 Reaction network of a catalyzed reversible reaction: A reversible reac-
@ tion from species X to Y is represented by two non-reversible reactions, a forward

and a reverse reaction. Both are catalyzed by species C and D, respectively.

We set the reaction coefficients of both reaction rules to ¢, =c,, =1. Let the
algorithm A be an instance of the Next Reaction Algorithm by Gibson and
Bruck (2000).

In the following, we will iterate through Algorithm 3.2 step by step.
To illustrate the dynamic behavior of the algorithm, we display a series of
snapshots of the vessel’s state in Figure 3.3.

1.a) We start the experiment at time #, with ten instances of species X
and no instances of species Y; each catalyst is present with one molecule:

Nc(to) 1
N(to) = ZI\\EEZ); = 110 (3.15)
Ny (to) 0

1.b) First, the algorithm computes the propensity of the two reaction
rules according to (3.9). In other words, the algorithm determines the
probability that reactions occur in the next infinitesimal time according
to

ar(to) = ¢;,NcNx =10 (3.16a)
a,, (ty) = ¢ NpNy =0 (3.16b)

1.c) Foreachreaction rule, the algorithm draws an exponential random
variable with the inverse of the corresponding propensity as mean. The
resulting value reflects the reaction interval: The interval of the forward
reaction rule is finite, 7,, ~ EXp(l/ 10) — 0.1s on average — whereas the
second reaction rule never occurs, because there are no Y molecules
to react with: 7,, ~ Exp(l/o) =00.
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Figure 3.3 Next Reaction Algorithm driving a reversible reaction: Reactions are scheduled according to the
Next Reaction Algorithm by Gibson and Bruck (2000). The rectangle along the time axes illustrate the putative
reaction interval. The reaction rule with the earliest deadline is executed, and this causes all dependent reac-
tion rules to be rescheduled.
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1.d) The algorithm then computes the putative reaction time for each
reaction rule: £, = fo + 7,, and f,, = co. The initialization procedure
is completed by adding the forward reaction rule before the reverse
reaction rule to the priority queue.

2.-4. The forward reaction rule r¢, which is in front of the queue, is
executed next: First, the simulation time is advanced to #;=¢,,. Then,
the forward reaction is executed according to the state-change vector
(3.6) on page 30, meaning that an X-molecule is removed from the
multiset and a Y-molecule is added instead. After this first reaction
occurred, the composition vector reads

0 1
1 0 1

N(#) =N(t) +N,, = ol 12171 (3.17)
0 +1 1

5. After the reaction has been executed, the algorithm iterates over all
reaction rules that potentially consume one of the species modified:
In our example, reaction rule ry modified the quantity of both species
X and Y. That is, the combinatorial number of collision partners for
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Figure 3.3 cont.: When both species are present in equal quantity (Nx =Ny) the reaction intervals are equal, too.
Consequently, the reaction network reached equilibrium where both X- and Y-species are present with equal
quantity.

both reaction rules changed and the algorithm has to re-calculate their
propensities:

arf(tl) = ¢, NcNx =9 (3.182a)
a, () = ¢ NpNy =1 (3.18b)

The algorithm again determines the reaction interval of both reaction
rules based on their propensity values: 7,, ~ Exp(l/ 9) and 7,, ~ Exp(1).
A forward reaction is very likely to happen first, but due to the ran-
domness, there is a small chance that a reverse reaction is scheduled
even before. Whatever reaction rule has a shorter reaction interval,
it is moved in front of the priority queue and the reaction algorithm
restarts with step 2.

Figure 3.3 shows the time evolution of the reaction vessel and at the same time
the putatively scheduled reaction intervals for both reaction rules. In this
illustration, we ignored the stochasticity of the algorithm and scheduled the
reactions deterministically. In this case, the forward reaction is executed five
times until the vessel contains the same number of X- and Y-molecules. Then,
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both reactions have the same propensity, hence the same reaction interval,
and are executed at the same time: the vessel's composition does not change
anymore.

In reality, the algorithm determines the reaction intervals stochastically
by drawing random variables form an exponential distribution. This still leads
to equilibrium where both species contain the same number molecules on
average. Figure 3.4 shows time traces of the quantities of X- and Y-molecules
obtained by 20 simulation runs. Every run is different, but if the quantities
are averaged over all runs, a deterministic trajectory can be observed.

SUMMARY

Artificial chemistries have been developed to study the behavior of chemical
reactions. In the first place, artificial chemistries are modeling approaches
to explain emergent phenomena in biochemistry, such as self-organization
(Fontana & Buss, 1994; Dittrich & Speroni di Fenizio, 2007), pattern-formation
(Turing, 1952), and the emergence of life (Fernando & Rowe, 2007).

In a second thrust, researchers started to use chemical models to organize
computation (e.g. Laing, 1977; Banatre & Le Métayer, 1986). Our chemical
approach to networking protocols that we will present in the second part
falls into this category: it uses the chemical reaction metaphor to structure
communication in a computer network. Our self-healing approach discussed
in the third part is then based on chemical self-organization.

In this chapter, we showed how an artificial chemistry is described as a
reactive system among components (molecules) and discussed the dynamical
aspects of chemical reactions. The law of mass action will play a central role in
our own approach. We demonstrated that a stochastic algorithm can be used
to schedule individual reaction events (Gillespie, 1977; Gibson & Bruck, 2000)
and that the resulting system still follows a deterministic trajectory on average.
We will come back to the relation between a stochastic and deterministic
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system description later in Chapter 8 when we discuss how the dynamics of a
chemical networking protocol can be analyzed.
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PRINCIPLES OF CHEMICAL NETWORKING

Introduction to our novel method to design, execute, and analyze
networking protocols, inspired by chemical reaction networks.

The symbol and the metaphor
are as necessary
to science as to poetry. *

The Habit of Truth
JACOB BRONOWSKI

T HIS CHAPTER INTRODUCES a novel approach to organize the exchange
of information in packet networks, inspired by chemical reaction networks.
In order to convey the principles of chemical networking, we are exploiting
metaphors from chemistry. A “molecule” becomes a synonym for a data
packet whereas a “reaction” refers to the interaction of a packet with code.
Although the proposed model can be described algorithmically and math-
ematically without any reference to chemistry, the metaphor is helpful to
intuitively understand the basic concepts of our model.

More importantly, the chemical metaphor has guided us in adapting tools
and methods that are available for chemical reaction systems to man-made
communication systems. One prevalent challenge for network engineers is
that there is no satisfying theory that unifies the functional and the dynamical
aspects of protocol design, execution and analysis. This could change with
chemical networking protocols, because in chemistry, the interdependence
between the functional reaction mechanism at the microscopic level and
the reaction dynamics at the macroscopic level is well understood and can
be described mathematically. But in order to apply results from chemical
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research to computer networks, the relations between chemistry and computer
networks have to be much stronger than just metaphorical.

The goal of this chapter is to describe the big picture of our approach.
The following chapters will then discuss each aspect and consequence in
more detail: i.e. execution, analysis, and synthesis of chemical networking
protocols. In this chapter, we first elaborate more on the chemical metaphor
applied to networking protocols in Section 4.1. In Section 4.2, we propose an
engineering model at two hierarchical levels: At the lower, microscopic level
(Section 4.2.1) we provide an execution model for “chemical” networking
protocols. Virtual “molecules” representing packets as well as fragments of
code are floating around in a “reaction vessel”. These molecules collide and,
by reacting, they carry out computation and optionally send the result to a
distant reaction vessel. At the upper, macroscopic level (Section 4.2.2), we
abstract away from the concrete structure of code and data and focus on the
dynamic behavior of the emergent distributed reaction networks. Because
there is a correspondence between the microscopic execution engine and the
macroscopic model, we are able to design and analyze chemical networking
protocols based on the theory of chemical kinetics by treating information
flows as distributed reaction networks.

CHEMISTRY AS A METAPHOR
FOR NETWORKING PROTOCOLS

A chemical reaction can be described at two levels of detail: microscopically
and macroscopically. At the microscopic level, two individual molecules
collide; their structure or shape is modified by physical forces leading to
one or more product molecules. If we know the physical laws we are able to
comprehend and even predict the outcome of a molecular collision, decide
whether or not the collision leads to a reaction and determine how the shape of
the resulting products look. Identical reactants will always result in identical
products.”

At the macroscopic level, a bimolecular reaction can be seen as a black
box with two input streams and one or more output streams. In this sense, a
stream is a flow of molecules of the same molecular type that can be charac-
terized by the rate at which instances of a molecular type are consumed or
produced by the chemical reaction. At this higher level, we are not interested
in the microscopic rearrangement of atoms anymore. Instead, we treat the
molecular types as abstract entities and try to understand the dynamics of
chemical reactions. For instance, we are interested in how many molecules
of a certain type are produced by a reaction per second. General statements
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such as the law of mass action are focal points at this level of description.
The law of mass action connects the change of reactant concentrations to the
resulting change of the reaction rate.

It is exactly the two different perspectives and scales of chemical reac-
tions that make them interesting as a metaphor for information processing
in packet switched computer networks. As we mentioned in Section 2.1.2,
networking protocols are also modeled at two different levels of abstraction:
At the microscopic level, packets are treated as individual objects, each in-
stance having its own structure and content. This content is important to
the end-user who wants to convey information over the network by encod-
ing it inside the packet. The core network infrastructure also makes use of
this content in order to decide how to treat the packet: For example, routers
determine the outgoing interface of a packet by inspecting its header fields.
Protocol software is commonly implemented as a collection of distributed
state machines (see for example Postel (1981) for the Transmission Control
Protocol (TcP) or Rekhter, Li, and Hares (2006) for the Boarder Gateway
Protocol (BGP)). The state machine encodes what to do when receiving a
packet or when triggered by another internal or external event.

When we take a step back to have a macroscopic view on data packets
we see them as packet streams. Queuing theory (Cassandras, 1993, Chap. 6)
and Network Calculus (Le Boudec & Thiran, 2001), as one of its analysis
frameworks, abstract away from the content of data packets and make sta-
tistical assumptions about the properties of whole packet streams. On this
abstraction level, network models focus on dynamic properties of the packet
streams.

Despite the analogy between chemistry and chemically inspired computer
networks, a fundamental difference remains: Whereas chemistry is a model
of natural systems, a computer network is the system itself. Speaking about
chemical models, Gibson and Bruck (2000) start their paper with the follow-
ing statement:

The process of creating a mechanistic, predictive model of a
system can be broken into two steps: (a) creating a complete
description of the chemical, physical, and biological processes
involved; and (b) using mathematics to generate predictions.

In this sense, the goal of this thesis is to create a system and its corresponding
model, for which the above statements hold. If we manage to develop a sys-
tem for packet processing that is close enough to chemistry without dealing
with unnecessary details, we hope to be able to build networking protocols
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Figure 4.1 Engineering model for chemical networking protocols: Two hierarchical levels: At the microscopic
level, chemical protocol software is executed by a chemical virtual machine. The software is “written” in an al-
gorithmic chemistry where the structure of the molecules/code strands implicitly defines the chemical reactions
being executed. The macroscopic layer is for the design and analysis of dynamical protocol aspects. There, we
look at chemical reactions from a high-level point of view. Design and analysis methods make use of the direct
correspondence between the two layers.

with chemical methods, adopt mathematical tools from chemical kinetics
for protocol engineering and bridge the current gap between microscopic
execution and macroscopic flow analysis. That is, our goal is to use an artifi-
cial chemistry to organize computation and communication in a computer
network.

4.2 A TWO-LEVEL ENGINEERING MODEL

Our proposed chemical networking paradigm already reflects the microscopic
and macroscopic levels of chemistry in the engineering model. Figure 4.1 illus-
trates the process of designing and analyzing chemical networking protocols,
which we will briefly introduce in this section.
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1. Protocols are first and foremost designed at the macroscopic level where
we envision the designer to combine reaction network patterns whose
dynamic behavior are well known. By synthesizing such motifs in a
bottom-up manner, the designer is able to anticipate the behavior of
the assembled abstract reaction network that may span across several abstract reac-
nodes of the computer network. tion network

2. One of the biggest advantages of the chemical engineering model com-
pared to traditional protocol design is that from the abstract reaction
network we can automatically generate a mathematical model of the = mathematical
protocol’s behavior, for example in the form of the stochastic master =~ model
equation, or as an approximation based on ordinary differential equa-
tions.

3. This description can then be analyzed for properties such as conver- mathematical
gence and stability by using mathematical tools and methods from tools
chemistry.

4. Only in a second step, the protocol designer focuses on the algorithmic
aspects of the protocol and tries to find a microscopic realization of  find realization
the protocol in an algorithmic chemistry, in which the structure of the
molecules implicitly span the aimed distributed reaction network.

5. We provide an execution model for this chemical software by organiz- chemical soft-
ing computation and packet transmission as chemical reactions; we = Ware
describe how virtual molecules are structured and how their reaction
is simulated and executed on traditional computing infrastructure.

6. Simulation results can then be used to refine the algorithmic design on  simulation
the microscopic level.

7. The dynamic behavior of a protocol emerges from microscopic molec-
ular interactions. Chemical reaction laws describe the rate of micro-
scopic reactions, thereby bridging the microscopic to the macroscopic
level. In other words, we can automatically map a given chemical pro- find mapping
gram back to the abstract chemical reaction network and verify whether
the software implements the designed behavior.

In the following, we will provide a quick walk through the main building
blocks of our engineering model. Each of the remaining chapters of this part
then focuses on one particular aspect.
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MICROSCOPIC LEVEL — PROTOCOL EXECUTION

The execution model at the microscopic level (see lower part of Figure 4.1)
comprises of an algorithmic chemistry that specifies the structure of the
individual molecules (=packets) and how these molecules react. Our goal is
to efficiently process data packets on traditional computing and networking
infrastructure. Therefore the chemical virtual machine has to be integrated
into today’s computer architecture as depicted in Figure 4.2 and described
below:

The chemical virtual machine is a computer program, running on a stan-
dard cpu, that simulates chemical reactions at the microscopic level. In the
future, we also envision a hardware implementation of the virtual machine.
Each virtual machine maintains one or more reaction vessels, each containing
a multiset of molecules. Each molecule is represented by a string of symbols.
These symbols indicate what kind of computation the virtual machine shall
carry out when two molecules (strings) “collide” Molecules (symbol strings)
either represent data packets or active code that is executed when reacting
with a packet. We extended an existing algorithmic chemistry — Fraglets
(Tschudin, 2003) — designed for efficient packet processing. Unlike in tradi-
tional computing models where code is executed as fast as the cPU permits,
in our chemical execution model, a reaction between two molecules is de-
layed for a well-defined time. As discussed in the previous chapter, an exact
stochastic reaction algorithm schedules the reactions. Hence, the reaction
rate follows the law of mass action, which is very helpful for the design and
analysis of the protocols’ dynamics.

In order to bring the communication aspect of protocols into our chem-
ical system, molecules can be exchanged among distant vessels. Our current
architecture relies on existing networking infrastructure. That is, virtual ma-
chines are interconnected by a traditional packet network, e.g. over a bare
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Ethernet medium or via an overlay network using the Internet Protocol (1p).
A reaction may result in one or more molecules being sent over a commu-
nication medium to a connected neighbor node. Hence, information that is
stored inside a molecule can be passed from one network node to the next.

A chemical protocol offers its service to an application layer program.
The application software may run in another chemical reaction vessel or may
be programmed with traditional means. The application may at any time
inject molecules into the protocol’s reaction vessel. These molecules react
with the molecules of the chemical network protocol in turn and eventually
traverse from the source to the destination node where they are delivered to
the remote application.

In this setting, a chemical protocol replaces parts of the network, the
transport and optionally the application layer of a network stack.

MACROSCOPICLEVEL — ABSTRACTION

When designing chemical networking protocols, we propose to first design
the abstract reaction network and analyze its dynamics before trying to find
the corresponding symbol strings that generate the required behavior mi-
croscopically. Often, we are looking for equilibrium solutions: That is, if we
manage to find a chemical algorithm for a networking problem in which the
solution is represented by a stable equilibrium of the global reaction network,
then this solution is resilient to environmental perturbations.

In Chapter 10 we will provide generic rules that can be used to build
complex protocol behavior from simple, well-understood design patterns
(reaction motifs). We will show, that with some experience, it is quite easy to
develop distributed chemical reaction networks for a given problem statement,
and that it is a straight forward task to find the corresponding molecule strings
for the executable algorithmic chemistry.

It is also possible to obtain the macroscopic model from a given chemical
program in order to analyze its dynamic behavior. In Chapter 10 we will show
that this model conversion can be automated. At the macroscopic level, we
do not care about the structure of molecules; the symbol strings that form
the molecules are not important. We therefore map all strings with a similar
structure (e.g. packets with different payload) to the same abstract species and
model and analyze dynamical properties on this abstract reaction network.

STRUCTURE OF THIS PART

Our microscopic execution model is an in silico implementation of chemical
reactions applied to data packets in a computer network. We adopt certain
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principles from chemistry, which we believe are beneficial for network proto-
col execution, design and analysis. While these principles come quite natural
from the chemical metaphor they require a radical rethinking of network
protocol design from the viewpoint of a computer scientist.

In the following chapters, we will delve into the details of those aspects:
Chapter 5 describes the execution model, an artificial chemistry for network-
ing. After this, we dedicate four chapters (Chapters 6 to 9) to the analysis of
chemical networking protocols. After an introduction in Chapter 6, Chap-
ter 7 studies structural aspects of chemical program analysis. Then, Chapter 8
demonstrates how analytical methods from “wet” chemistry can be adopted,
leading to powerful instruments to analyze the dynamics of chemical net-
working protocols. Finally, in Chapter 9, we apply these methods to analyze
a chemical gossip-style aggregation protocol. Chapter 10 then presents first
chemical design patterns that allow for a bottom-up synthesis of chemical
networking protocols. In Chapter 11, we discuss constraints of realistic com-
puting infrastructure and the tools we used to simulate distributed reaction
networks. Finally, Chapter 12 concludes this part with a study of how chemical
networking protocols can be integrated into the current Internet.
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AN ARTIFICIAL CHEMISTRY
FOR NETWORKING

On the development of an abstract model for distributed chemical
computing and on Fraglets, an algorithmic chemistry for chemical
protocols.

The outstanding feature of behavior
is that it is often quite easy to
recognize but extremely difficult or
impossible to describe with
precision. °

An Essay of Mind
ANATOL RAPOPORT

N THIS CHAPTER we describe how chemical computation is organized in a
distributed setting. As depicted in Figure 5.1, this involves both abstraction
levels: the macroscopic and the microscopic level. At the macroscopic level,
we extend the formal definition of artificial chemistry given in Chapter 3 for
the networking context. The new description models spatially distributed
reaction vessels, which exchange molecules over network links by executing
reaction rules that generate remote products. At the microscopic level, we
define the structure of the molecules, i.e. the syntax and semantics of the
chemical programming language.

This chapter is structured into five sections. Section 5.1 defines an ar-
tificial chemistry for networking on the macroscopic level. This abstract
definition is helpful during the design phase of chemical networking pro-
tocols and important for analyzing the dynamic properties of the resulting
distributed system. In Section 5.2, we introduce Fraglets, a chemical program-
ming language and algorithmic chemistry where the reactions are implicitly
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Figure 5.1 Artificial chemistries in the engineering model: The concept of an artificial chemistry is extended
for networking. This requires adaptations on the macroscopic as well as on the microscopic level.
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specified by the structure of the molecules. All examples and application
cases in this thesis are written in Fraglets. In Section 5.3, we show how simple
tasks can be solved in Fraglets. Section 5.4 contains the master example of
this chapter. We implement and discuss Diserser, a gossip-style aggregation
protocol that calculates the average of distributed values. This example will
also escort us through the remaining chapters of this part. Finally, Section 5.5
summarizes this chapter.

AN ABSTRACT CHEMICAL MODEL
OF COMMUNICATION

In this section, we develop an abstract model for “chemical” communication in
a computer network. The goal is to first provide an implementation-agnostic
model by defining molecules as abstract species and reactions as generic
interaction rules among those molecules. In this sense, we are talking about
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a “molecule” and mean “packet”, but we don’t define its internal structure or
purpose; we use the term “reaction” to specify how molecules interact without
defining the underlying reason for a particular reaction.

Our model is based on the formal definition of artificial chemistries by
Dittrich et al. (2001) as introduced in Section 3.1 and formalized in Section 3.3.
In the networking context, we have to address several issues that are not
prevalent in an isolated, well-stirred vessel: A computer network consists
of multiple interconnected nodes. In the language of chemistry, we say that
there are spatially distributed reaction vessels. Thus, we first have to represent
data transmission in a chemical way. Second, we have to come up with a
distributed reaction algorithm, which specifies how and when molecules react
and are sent from one vessel to another.

We start with a formal definition of our distributed artificial chemistry
before we give a simple protocol example within this abstract model.

DEFINITION OF A DISTRIBUTED ARTIFICIAL CHEMISTRY 5.1.1

A distributed artificial chemistry is an artificial chemistry extended by a
network graph. It is defined as quadruple RAC=(G,S, R, A), where G is the
computer network graph, S is the set of all molecular species in the network,
R is the set of all reaction rules, and A is the global view on the distributed
reaction algorithm. These four components deserve some more discussion.

Network of Distributed Nodes/Vessels (a)

We define the computer network as a directed graph G = (V,£), where V= computer net-
{vl, e V|V|} is the set of all nodes in the network. The edges £ = {el, Ce €|g|} work

are unidirectional network links and connect neighbor nodes. Node v;isa  network link
neighbor of node v; iff there exists an edge (v;, v;) € £. In this case, we define

adj ( i, j) =1, otherwise, if node v; is not connected to node v;, adj ( i, j) =o0. The

adjacency matrix is the square [V| x |V|-matrix A=[a;;] where a;; = adj(i, j). adjacency ma-
We further define the neighborhood of a network node v; as the set of its ~ trix
neighbor vessels: neighborhood

N; = {vj eV | adj(i,j) = 1} (5.1)

The communication network that interconnects the nodes describes a high-
level structure, conceptually one topological layer above the reaction network
inside a node.
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The Structure of Distributed Chemical Reaction Networks

Inside each network node v; € V), an algorithm A; updates a local multiset
of molecules according to a set of local reaction rules. That is, each node v;

defines a local artificial chemistry as the triple (S; U S i(j ) Rir A ). The set S;
defines the species of all molecules that can possibly be found in the local

multiset. The set S 1.(1 ) - Ujen; S; contains all local species of v;’s neighbors.
Each node also defines its own set of reaction rules R ; where a reaction rule
r; € R, is specified by a pair of multisets (reactants, products) and an assigned
reaction coefficient

k;
ri: Min,r,- — Mout,ri Vri € Ri (5-2)

A node only has access to its local multiset. Consequently, we require that
all reactants are local species: My, € M(S;). On the other hand, a reaction

may produce molecules in neighbor reactors: Moy, € M(S; U S i(] ) ). This
is the way we model transmission in an abstract chemical way: by allowing a
reaction to create products in a neighbor vessel. Thus, in addition to a strictly
local reaction network, each node also defines extended reaction rules that
send molecules to other nodes in its neighborhood.

We require that all nodes run the same algorithm, .4, in order to allow the
protocols to reach consensus. As mentioned before, the algorithm operates
on the local multiset M,, € M(S;). The multiset is either updated by a local
reaction, driven by the local reaction algorithm, or by receiving a molecule
from a neighbor node as a consequence of a reaction rule executed there.

Example

In Chapter 3, we studied a simple reversible reaction (see Figure 3.2 on
page 35). Let us now install such a reversible reaction among two nodes
with the distributed artificial chemistry DAC = {G, S, R, A} with network
graph G = {V, €} as depicted in Figure 5.2(a) where V = {v;,v,} and € =
{(vl, v2), (v2, vl)}. Ea