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CHAPTER 1

Introduction

1.1 Interstellar medium

Basically, direct ways of interstellar investigatiare limited by our solar system. Some
attempts to analyze the surfaces of Mars, Venu$ Moon were undertaken and others are still
in progress [1]. However, the most powerful methotmvestigation are given by spectroscopic
measurements of space. To understand process&sayoin the interstellar medium, one should
think about a physical model of the evolution oé thniverse and model possible chemical
reactions occurring in space. Knowledge of theseleiso allows experiments on specific
molecules of interest to be designed. A comparisbrspectroscopic data from space and
laboratories give insight into which molecules eaist in the interstellar medium. Obtained data

are used to make cosmological models more exact [2]

According to modern cosmology theory the obsemeiderse appeared 13.73 billions
years ago from the beginning ,singular state wihtemperature about ¥OK (Planck
temperature) and a density of approximatel§? 2@ - m~3 (Planck density) and from that time
the universe permanently expanded and cooled d8jvihe early universe was uniform and
isotropic with the unusual energy density, tempegeatind pressure. As a result of expansion
and cooling, the universe passed through seveeaetransitions. Approximately 380 000 years
after the Big Bang, the universe consisted maifliwo particles, helium and hydrogen. These
two elements are still the most abundant elementka interstellar mediumFigure 1.1.1)[1].

All particles heavier than helium are produced tiawrs which can be named the factories of

material.
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Figure 1.1.1. Relative abundances of elementshh. IS

Interstellar gas and stars coexist in a dynamicglilibrium. Stars condense from a
rotating collapsing cloud of dust and gas with agity of about 1batoms or molecules per ém
and a temperature of 10-50 K. The elements he#vaer helium were formed in the stars of
previous generations. The collapse of a cloud iigated perhaps by a shock wave emanating
from a nearby supernova explosion. The originalsnafsa cloud must be thousands of solar
masses to exceed tleans massThe condensation of gas into a star is accomgabyea
considerable temperature increase and continudk that balance between the gravitational
attraction and the hot gas pressure is reachikaur information about the physical properties
of stars comes more or less directly from studieghe stellar spectral signatures. Stellar
classification is based on spectral characterisind physically, the classes indicate the
temperature of the star's atmosphgee5] . In Figure 1.1.1ithe Harvard classification system is

depicted with decreasing temperature towards the le



Figure 1.1.11. lllustration to the stellar classifation system.

There are additional notations where Q is for no¥aéor planetary nebulae and W for
Wolf-Rayet stars. The class C consists of theeatypes R and N. The spectral classes C and S
differ with respect to surface chemical compositiand represent parallel branches to types
G-M. The recent additions are spectral classes d. Bn representingorown dwarfs and
continuing the sequence beyond M. Spectral classeslivided into subclasses denoted by the

numbers Q . .9. The characteristics of stars depend on theaedga®sented:

Class O - Blue stars, with surface temperatureshen range of 20 000-35 000 K.
Spectrum contains lines from multiply ionized atomg. Hell, CliI, Nlil, Olll, SiV. Hel

visible, HI lines weak.

Class B - Blue-white stars, surface temperatuebaut 15 000 K. Hel (403 nm) lines are
strongest at B2, then get weaker and have disaggedrtype B9. The K line of Call

becomes visible at type B3. HI lines getting stem@ll, Sill and Mgll lines are visible.

Class A - White stars, surface temperature is aB000 K. The HI lines are very strong
at AO and dominate the whole spectrum, then getkkeredd and K lines of Call are

getting stronger. Neutral metal lines begin to @ppe
Class F - Yellow-white stars, surface temperataraldout 7000 K. HI lines are getting

weaker, H and K of Call getting stronger. Spectrontains many metal lines, e. g. Fel,
Fell, Crll, Till.
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Class G - Yellow stars (Sun), surface temperatarabout 5500 K. The HI lines are

weak, H and K lines are very strong. Metal lines g&tting stronger.

Class K - Orange-yellow stars, surface temperasuadout 4000 K. Spectrum dominated

by metal lines. HI lines are insignificant. Cal 422m is clearly visible.

Class M - Red stars, surface temperature is alfifii B. TiO bands are getting stronger.

Cal 4227 nm band is very strong. There are many neutrédlriees.

Class L - Brown (dark red) stars, surface tempeeatiabout 2000 K. The TiO and VO
bands disappear for early L class. Spectrum comtaeny strong and broad lines of Nal
and KI.

Class T - Brown dwarfs, surface temperature is al@00 K. Spectrum contains very

strong molecular absorption bands of Gifd HO.
Class C - Carbon stars, previously R and N. Vedystars, surface temperature is about
3000 K. There are strong molecular bands, e,gC8 and CH. TiO bands do not exist.

Line spectrum is similar to the types K and M.

Class S - Surface temperature is about 3000 K.eThez very clear ZrO bands. Also

other molecular bands, e. g. YO, LaO and TiO caprbsent.

Some stars have spectra which are not the sambeasspectral basis differing in

temperature and luminosity. These stars are cpiedliar.

In 1867 Wolf - Rayet stars were discoveredbyWolfandG. RayetThe surface of these

stars is very hot and many of them are membergafypstar systems.

There are additional classifications for the O @&hdtars which have weak emission

component of the hydrogen absorption lines eithéhealine centre or in its wings. These stars

are calledBe andshell stars.The emission lines are formed in a rotationalatténed gas shell

around the star. Thehell and Be stars spectra present irregular variatwamsh is related to

structural changes in their shell.
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PCygnistar spectra have the strongest emission linesawéhor more sharp absorption

lines on the short wavelength side of the emiskien

The peculiarA stars orAp starsare usually strongly magnetic stars with linestsplio

several components due to the Zeeman effect.

Am star(m=metallic) spectra contain anomalous element démces. The lines of rare
earth metals and the heaviest elements are strorigeir spectra and lines of calcium and
scandium are weak.

Barium stars spectra contain strong lines of barium, stron rare earths and some

carbon compounds.

In 1904 some untypical absorption lines were obein the spectra of certain binary
stars which were not Doppler shifted by the motidrthe stars bylohannes Hartmannlt was
supposed that these absorption lines were formesnclouds in the space between the Earth
and stars. Generally, interstellar medium (ISM) taors gas and dust in the form of both
individual clouds and of a diffuse medium. Intelistespace typically contains about one gas
atom per cubic centimetre and 100 dust particlescpbic kilometre. The main properties of
interstellar gas and dust are showTable 1.1.[[1].

Property Gas Dust
Mass fraction 10% 0%
Composition HI, HII, H(70%) Solid particles
He (28%) d~0.1-1pm
C, N, O, Ne, Na, H.O (ice), silicates,
Mg, Al, Si, S, ... (2%) graphite + impurities
Particle density 1 chm 10" cmi® = 100 kn?’
Mass density 16" kgm® 10 % kg/m’®
Temperature 100K (H1), 104 K (H II) 10-20 K
50 K (Hy)
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Method of study Absorption lines in stellar | Absorption and scattering
spectra. of starlight.
Optical: Interstellar reddening
Cal,Call,Nal Interstellar polarization
KI, Ti ll, Fe | Thermal infrared
CN, CH, CH .
emission
Ultraviolet:
H,, CO, HD
Radio lines:

hydrogen 21 cm
emission and absorption;
HIl, Hell, C Il
recombination lines;
molecular emission and
absorption lines

OH, H,CO, NH;, H0,
CO, HC,HCN, GHsOH

Table 1.1.1. Main properties of interstellar gasdagiust.

Almost 30 years had passed when the iimgrstellar moleculesvere discovered by their
molecular absorption lines which were found in $pectra of some stars. Three simple diatomic
molecules were detectednethylidyneCH, cation CH and cyanogenCN. The molecular
hydrogenH, and carbon monoxideavere discovered in the early 1970s by radio olzems.
Some discovered ISM molecules with the years anthads of discovery are illustrated Trable
1.1.11.

Molecule | Name | Year of discovery
Discovered in the optical and ultraviolet region:
CH methylidyne 1937
CH' methylidyne ion 1937
CN cyanogen 1938
H> hydrogen molecule 1970
CO carbon monoxide 1971
Discovered in the radio region:
OH hydroxyl radical 1963
CO carbon monoxide 1970
CS carbon monosulfide 1971
SiO silicon monoxide 1971
SO sulfur monoxide 1973
H>O water 1969
HCN hydrogen cyanide 1970
NH3 ammonia 1968
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H,CO formaldehyde 1969
HCOOH formic acid 1975
HCCNC isocyanoacetylene 1991

C,H40 vinyl alcohol 2001
H,CCCC cumulene carbene 1991
(CHg3)20 dimethyl ether 1974

HC1iN cyanopentacetylene 1981

Table 1.1.11.Some molecules observed in the interstellar medium.

1.2 Diffuse interstellar bands

In spite of the fact that significant progress merstellar chemistry was achieved and

many interstellar molecules were discovered, a syg@ctroscopic problem appeared early in the

th
20 century which is still not solved [6-7]. Along witthe identified atomic and molecular

electronic absorptions since then, more than 308uoh bands, whose origin remains unclear,
were discovered which are called the Diffuse Inediar Bands (DIBs). These bands are broad

compared to sharp lines arising from atomic antbdi& species in spackigure 1.2.1) [8-10].

The Diffuse Interstellar Bands

Courtesy: P. Jenniskens, F.-X. Desert

Figure 1.2.I. The Diffuse Interstellar Bands [11].

A large number of the molecular carriers were satggk such as GOO, C, H, CH,"
but all of them were disproven after careful labonastudies. The problem is that DIBs central
wavelengths do not correspond to any known spelates of any ion or molecule, and thus the

14



material, which is responsible for the absorptieatdires, still needs to be found. There are a lot
of theories which try to explain the DIB problemt e question of determining the nature of
the absorbing material (the ‘carrier’ or ‘carrigrs still open.

Two main features appear from the DIB study thus Tae strengthsof most DIBs are
not correlated with each other. Thus, it is beléevbat there are many carriers which are
responsible for all DIBs instead of one. There m@ny spectroscopic results which show the
strong correlation of DIBs and the intersteliagtinction curve [8, 12] and it is supposed that
DIBs can be somehow related to the interstellat.d@enerally, there are four trends in the
carriers search. One trend is related to solidighes and interstellar dust as solid oxygen O
[13-14], defects in dust grains [15], impurity aerstin grains [16], metallic ions in oxide grains
[17], etc. Since carbon containing molecules anendhant in the ISM , Douglas proposed that
carbon chains could be potential carriers of DIB8][. G. F. Mitchell, et al.[19] , J. Fulara, et
al.[20] and P. Freivogel, et al. [21] extended fidisa to the whole class of linear, unsaturated
hydrocarbons. Polycyclic aromatic hydrocarbons 232-and fullerenes [24-25] are among the
most promising candidates due to their bands’ siras and positions. In 1971 Herzberg
proposed a model that pre-dissociative transitminge certain molecules can satisfy all DIB
features [26] . Sorokin et al. [27] developed a-finear theory, where inter-Rydberg transitions
in gas-phase molecular hydrogen would cause DIBs. OV photon to initiate this process is
absorbed from the surrounding region of the hasstehis is an elegant theory especially taking
into account the abundance of molecular hydrogemterstellar space. Over 187 DIBs are
claimed to be assigned using this theory [23, BIBlwever, their work was criticized by T.Snow
[29].

Spectroscopy of molecular ions can be performedany ways, either by trapping mass
selected species in low temperature matrices trdrgas-phase including methods such as laser
induced fluorescence (LIF) [30], cavity ring-dowpestroscopy (CRDS) [31] and resonance
enhanced multiphoton fragmentation techniques [®]. coupling some of the gas-phase
experimental techniques with pulsed supersonic jetstionally cold spectra are recorded in
which fewer numbers of rotational states are pdpdlséhan at room temperature. Another way
to make a cold ensemble of ions is to confine tiethin an ion trap and collisionally cool them
with cryogenic helium. By using action spectroscémymeans of detection, “cold” spectra are
obtained. Within the present work, the latter isediswith resonance two-color
photofragmentation (R2CPF) [33-35] or multiphotorssdciation techniques to record the
electronic transitions of positive species of gdtisical relevance.
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CHAPTER 2

Theory of Linear RF Traps

The components used in the present experimentap s@te: 22-pole ion trap, two
quadrupoles and hexapole, so called linear radiguency (rf) devices. In 1989 W. Paul [36]
from the University of Bonn and H. Dehmelt [37] rinothe University of Washington were
awarded the Nobel Prize in physics [38]. They wamarded "for the development of the ion
trap technique.., which has made it possible tdystusingle electron or single ion with extreme
precision”. A popular introduction of their contuiions is given elsewhere [39-41]. The award
has brought recognition of the ion trap techniqwhich started to be widely used since the
advent of the commercial version of the ion tra@asass spectrometer in 1983 [42]. The most
popular schemes were introduced by Paul and Steigiwe 1953 [36]. Ideally, the surfaces of
electrodes are hyperboloids. In reality, more senghapes are often used, resulting in small
deviations from a pure quadrupole potential. Thehneque used is related to the Paul trap
because it uses inhomogeneous rf-fields. Howeweld &tructures are more complicated and
have quite different features [43-44]. These trapse a field free region much wider than
conventional Paul traps and are thus well-suitedgémeral low-temperature applications [44].
The 22-pole ion trap based on the design of Gerbeltomes a standard tool for the

spectroscopic and reaction characterization of woid [33, 45-51].

2.1 Adiabatic approximation and effective potentia

The standard equation of motion afcharge particlel and mass m moving in external

electromagnetic fieldE (r, t) andB (r, t) is:

m# = qE(r,t) + qF X qB(r, t) 2(1.1)

16



Consider the magnetic field free problem, §ér, t) = 0. Following the previous work
of Gerlich [44], the electric field is composed afstatic fieIdF; and a time dependant part

E,(r) cos(t) whereE,(r) is the field amplitude. Motion is then describedthe differential

equation
m# = qE, (r)cos(Qt) + qE(r) (2.1.2)

Assume the smooth field variation as a functiomhef coordinate, and the frequency is
high enough to keep the amplitudé&) small. Thus the solution vectorcan be presenteith

superimposed form; a smooth drift ternmRigt) and rapidly oscillating motiors Ry(t).

7(t) = R,(t) + Ry (1) (2.1.3)
with
RL(t) = —d(t)cos(Qt) (2.1.4)

presuming slow spatial variation Eg(r) and expand the expressiﬁ_g)m(RT,(t) — &(t)cos(!)t))

by argument and keep only the first two terms amekpansion
E,(R,(t) — d(t)cos(Qt)) = E, (R_o’(t)) — (@V)E, (_1?;(1:)) cos(Qt) +.. (2.1.5)

and the slow time variation @fandR, which leads to two inequalitied « Qa andR, < 0R,

from which the following equation can be obtained

. 2
mR, = ——— VEZ (2.1.6)

Define time-independent part as potential V

2
V:="_F2 4 qb, (2.1.7)

4mQ?

With this definition the equation of motion desanidp the smooth trajectory is

mR, = —VV*(R,). (2.1.8)

The slowly varying amplitude of the superimposeulisoidal oscillation is then
17



R, () = —Mr:l—go)cos Qt). (2.1.9)

2.1.1 Laplace equation for electrostatics

Both fieldsEs andE, are derived from the potentials, and®,,, respectively. Because of
the superposition principl@® = &, + &, and the problem is therefore reduced to the siudf

the Laplace equation under the inclusion of an @mmte boundary condition and space charge

p(r)is
AD(x,y,z) = —4np(x,y, 2) (2.1.1.1)
In a space-charge-free limit the Laplace equason i
Ad(x,y,z) =0 @.1.1.2)

Boundary conditions are imposed by the geometrgtalicture of a manifold of
electrodes, which are assumed to be equipotenirdhces and by the static and rf-voltages

applied to each.

Functions which satisfy the Laplace equation mayfduad by applying the theory of
complex variables. If the complex varialdex+iy is raised to an integral power then the

result can be expressed as the sum of two fun¢teorealU,, (x, y) and imaginary;,(x,y) part.
(x +iy)" = Up(x,y) + iVo(x,y) (2.1.1.3)

The integen defines the order of the multiple fields. From coexpvariable theoryz' is

known to be analytic so the Cauchy-Riemann equstoe applicable :

AUn(xy) _ Va(x)

0x 9y 21.14
U (%) _ BVa(x,y) @114
0x ady

The sum of the partial derivative of the first bése equations with respecixtand the

partial derivative of the second of these equatieitis respect ty gives

18



aZUn(x'y) aZUn(x'y) — O

o™ 2%y (2.1.1.5)

Thus, the functiof, (x,y) satisfies the Laplace equation.

The equipotential conductor surfaces are constiluste that they fall on the locus of
points in the(x,y) plan defined byU,(x,y) = tconstant. The separation between opposite
electrodes is chosen to 2, to ensure that, for the case of the quadrupole, standard

quadrupole geometry is reproduced. Geometricathacent conductors are arbitrary chosen to
have applied potentials @b; = % and®; = —%, whered,, is allowed to vary with the time

[52].

In spherical coordinates

d(r, @) = % (i)n cos (neg). (2.1.1.6)

Electric fields are gradient by definition and tteresponding potentials are

= o . 10

E=(E.E,)=— (5 cb,mcb) and 2.1.1.7)
= (DO r n-1 .

E = P (E) (—cos (n), sin (ng)). (2.1.1.8)

In Cartesian coordinates

(Ey, Ey) =2op (L)n_l (—=cos ((n — 1)¢),sin ((n — 1)¢)), (2.1.1.9)

2 To To

where F=—. 2.1.1.10)

In general, equations of motion of an ion can bitevr as:

f— F(O)P" (= cos((n— Dg),sin((n—1)¢)) =0 (2.1.1.11)

F(t) = 2% _ 2% (s (i) (2.1.1.12)

where > >
2mry§ 2mr§

and

19



D, (t) = Uy — V,ycos (wt). (2.1.1.13)

The module of the electric field has only radiaitpa

|E,| = ZVT"nf"‘l . 2.1.1.14)

0
Substitute Eq. (2.1.1.14) in Eq. (2.1.1.7) anddtfiective potential for multipole is obtained

pr="0 V6 pomea Yo tncos(ng) £.1.1.15

_16mw2r§ qZ P)- 1.1.15)
Figure 2.1.1.Idepicts an effective potential Eq. (2.1.1.15)hwik equal to zero depending on
different multipole traps

d/2

quadrupole

rro

Figure 2.1.1.1. An effective potential dependentenailtipole traps. The field free region for a
22 pole is larger than that for a quadrupole.

2.1.2  Safe operating conditions

Except for a quadrupole there is no diagram ofilstglbor multipole fields n>2 [53].
Related attempts to characterize the complete yaofimultipoles withn>2 were unsuccessful
[52, 54-56]. There is only an adiabatic way of auéerization the family of multipoles [44].
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The requirement of adiabatic approximation is thedr the full distance of the oscillation, that

is, over2a, the change of the field should be much smallan tihe field itself
|12(aV)E,| < |E,|. (2.1.2.1)
Using this relation the characteristic parametés defined as

_ 2q|VE,|

o~ 20.2.2)

Because the vectdf, has only a radial component for ideal multipole=e &q. (2.1.1.14) one

obtains final equation for the adiabatic parameter

r

n=2n(n—1)—2 (—)n_z 1/2. 21.2.3)

2,2
mQerg \rq

For safe operating conditions according to Geflizt], the adiabatic parameter is required to be

TI(% = 0.8) < 0.3. (2.1.2.4)

2.1.3  Space-charge limit in adiabatic approximation

The model of ion trapping in an adiabatic pseudeptdl well is somewhat artificial in
that the potential does not actually exist untili@m is held in a stable trajectory within an ion
trap. Estimation can be done using the fact th&abadic potential is balanced by a repulsive
effective potential. For simplification, the ditezurrent (dc) potential is assumed to be zero.
The Gauss law Eq. (2.1.3.1) gives the possibibtystimate the coulombic repulsive field Eq.
(2.1.3.2) in a trap [41].

®z = $EdS = 4mQ (2.1.3.1)

E= 2nn;r,e (2.1.3.2)

This coulombic repulsive field is balanced by aulsjve effective potential of a trap (2.2.15)
[41]. Thus, the density of ions in a trap can sineated by following formula
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1 V¢

. = — 2
ni=m-1)n 16wt

(2.1.3.3)

The dependence of the trap capacity of a multimobepicted irFigure 2.1.3.1 As it can
be seen with the same dimensions the trap capaicéy22-pole trap is more than 100 times the

capacity of the linear quadrupole.

100
>,
=
g 10-
o 3
@
o
14

Figure 2.1.3.1 Dependence of the trap capacity atipoles.

The estimated number of ions which can be trapped42-pole trap when the apparatus is

operated under usual conditions is c&.ibfis due to space-charge limit.

2.2 Oscillating quadrupole field

The potential for a quadrupole is given [36]

o(x,y) =35 @* —y*) and (2.2.1)
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the equations of motion in Cartesian representat@m be obtained simply substituting Eq.
(2.2.1) in Eq. (2.1.1.11):

d’x e
m—+- (Ug + Vy cos(wt))x =0

12y : (2.2.2)
Moz "2 (Uy + Vy cos(wt))y =0

Figure 2.2.1 Hyperbolic electrode structures reqdrto generate the quadrupolar field. The
equipotential field lines for such a configuratiare shown in the inset.

For the confinement of ions in a beam, the electigtd must be an axiperiodic
quadrupole which, ideally, is created by fourngovanes with surfaces conforming to
x? —y? =712 and y? — x? = r¢ for the two sets. The geometry of such a set négas shown
in Figure 2.2.1. In practice however, hyperbobal rsurfaces are not easily manufactured and so
purely cylindrical rods are used instead. The dlfy of machining an ideal vane structure has
led to most such structures being formed from rdsisidies have shown that the closest
approximation to a quadrupole field with such aicure is achieved when the rod diameter is
1.148 times the separation of opposite rods [5@jvéler, it should be noted that the effectiye
to calculate they from a voltage amplitud¥ between the rods is no longer exactly the actual
distance of the inner surfaces of the rods fronctre.

Performing a change of variables by defining twoelsionless quantities
4eU

Ay =0y = =0y =55 2.0.2)
2eV
Qu=0x =0y = 5 (2.2.3)
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and expressing time in terms of a dimensionlessatijyd = %t the equation now takes the form

% + (au — uncos(ZZ))u =0 (2.2.4)
whereu is either thex or y coordinate. Equation (2.2.4) is known as the Mathequation as
expressed in its canonical form [58]. The stableitsms, i.e. solutions for which the particle
trajectory remains bounded (trapped), can be egpdesn terms of the two, independent

“Floquet solutions:”

uy = ety (§) (2.2.5)

u, = e e, (§) (2.2.6)
where ¢,(§) and ¢,(¢) = ¢,(—¢) are periodic functions of& with the same period as the
coefficient in the Mathieu equation. This meanst e Mathieu equation contains the term
cos(Z) and ¢ is of periodz For bound solutions of the Mathieu equatipera+i 8 must be
purely imaginary, i.e.a=0. The Fourier expansion o and @ gives the most general
(bounded) solution of the Mathieu equation in tverf [59]

u=AY%__ CpnetCntB 4 By, e t@n+h) (2.2.7)
where A and B are integration constants which depend on théainibnditions, andC,, are
Fourier coefficients in the expansion @f Using Euler's Theorem, the expression can be emritt
in an alternative way

u=A4Y5__,Chpcos(2n+ B)é + B Yi-_, Crpsin(2n + B)E (2.2.8)
where A’= A+B and B’ = A-B. Inspection of Equation (2.2.8) gives the lowBrsguency

motion, that for whicn = 0, is given byw, = %ﬁw, where the next-highest frequency motion is

at wy + w. To determine the characteristic frequeiGyEquation (2.2.8) is substituted into the

Mathieu equation (2.2.4 ) which gives
Yn=—o(Conla — @n+ B)?] = qCon_z — qConsz)cos[(2n + B)E] = 0 (2.2.9)

By defining D,,, = a-@ntp)’ , EQ. (2.2.9) can be rewritten as
—DonCon + Copz + Cony2 =0 (2.2.10)
and for n=0
DoC, = a_qu Co = C_p + C,. (2.2.11)
From Eg. (2.2.10p,,,can be obtained
Dy = % (2.2.12)

After rewriting, the continued fraction can be cluged:
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= (2.2.13)
C2n—2 DZn_;
Dan+2——
and similarly,
C_ 1
2O n (2.2.14)
C_2n—2 D—Zn—z—ﬁ
—2n—4——

By substituting these formulae back into Eq. (D2.4nd expressinB,,, the solution for S of

the desired order can be obtained. The lowest asder

q2
p= |a+ > (2.2.15)
. . . q . ZﬁeV
If the static potential is zero so tleat0, then g = Eand lowest-frequency B, = — The
0
next-highest order ig for S is
a+qz(1+2)+i

B = S sa (2.2.16)

—g2(242%
1-q (8+16)
lon motion in the exact treatment has the frequaswyponents af2n + f)w/2. The

lowest frequency motion, which is identified withet secular frequencyw, occurs at a

frequency lower than the drive frequeneyOther motions occur around the drive frequency or

higher. In an ideal situation there is no comporgérithe ion’s motion atu. Thus, rf-fields atw
of the trap do not couple energy into secular nmotb particle. If there are fields at frequency
wrtapy which are due to noise from the rf producing ttrapping potential, this can produce
rf-heating of the secular motion. As the spectraitp of a typical rf-source is very high, this is

usually not a problem.

The constants £ andpu, however, depend only on the valuesaocdnd g and do not
depend on the initial conditions. Thus, the natfreon motion is determined only on the basis

of its (a, q) values, regardless of initial conditiorfsdure 2.2.11) The solutions represented by

Eq. (2.2.5 and 2.2.6) can further be divided inta tsubcategories: stable and unstable,

depending on the behaviourgfwhich can be real, imaginary or complex. Stablatfons arise
only whenu is purely imaginary such that= i andg is not an integer. Integer valuesfofiorm

a series of solutions which are periodic but uristaBGalled the Mathieu functions of integral

order they form the boundaries (a, q) space between the stable and unstable regions. In

practice, only the first stability regid@ < f < 1) is used for ion beam guides (Figure 2.2.11I).
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Mathieu Stability Diagram

10 4

x-stable region

y-stable region

-10 -

Figure 2.2.1l. The Mathieu stability diagram for &@n beam guide, showing the regions of
stability in the x and y directions. Areas of oa@ping gray represent simultaneous stability in
both directions.
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Figure 2.2.1lI. First stability region of the MathiI diagram.

As the macromotion is simply harmonic, this moticem be explained in terms of a
“pseudopotential well”. In this “well”, the macromon energy is conserved, where it can be
thought of as an oscillation in a potential wekkated by the rf-guide. The higher frequency
oscillations (micro-motion) can be considered asupkations on top of this large-scale motion

of an ion.

Figure 2.2.IV demonstrates the simulated trajectories of ions ilinear quadrupole

performed inMatLab[60] depending on parameter
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q] o =3.8e6Hz b)
01,4 =3.8e7 Hz

9,9=4.57 Hz

micro-
oscillation

000E+000  300E4007  GOOE+007  O00EH07  1,20E4008

q)

n=0.93

4

0,00E4000 5,00E+007 1,00E+008 1,50E4008 200EH08 2,50E+008 3,00E+008

Hz

Figure 2.2.1V. Calculated trajectories a) of ionsdaFourier transformation of their motions b)
in a linear quadrupole trap, depending on the sigbparameter;, whereais a secular motion
of an ion. The y-scale of the Fourier transformatiis in logo. Calculated trajectories are

observed in the motion of an ion, becoming unstalllen the magnitude of macromotion is
comparable to the micromotion.
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2.3 lon temperature and phase space density

Phase-space dynamics technique is widely usedthier description of an ensemble of
ions in ion beam guides and traps [61]. This nemple allows to visualize the time evolution of
an ensemble of particles in which each particle dakfferent trajectory. The description of
individual trajectories in terms of positigx, y, z)and momentunfpy, p,, p;) coordinates at any
point in time, i.e. these six coordina@sy, z, R py, P, is known as the coordinates of particles

in six-dimensional phase-space.

2.3.1 Liouville’'s theorem

Each particle determines the certain point in pispeee and each point represents a
unique time and space evolution. All trajectoréparticles in principle can be obtained from
the Hamiltonian of the force field if the initialondition for each particle is known. For an
ensemble of particles in six dimensional phaseepacs possible to determine the infinitesimal
volume surrounding them. At the border of this vio& there are boundary particles which can
be moving with time. The number of points insities tvolume is constant which means that
points can never escape the boundary of a volurphase-spacéigure 2.3.1.1 Similarly, the
particle initially outside of the certain volumephase-space can never enter inside of it.

Figure 2.3.1.1. Liouville’s theorem: Boundary panrepresented b¥) define a volume in
phase space as it evolves in tirBé)(Interior points () must always stay within the volumé,(
while points exterior to the volumE)(remain outsideR ).
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Thus, the number of points in an infinitesimal cggdN and volumedV are constants,
and the densityD = dN/dV must also be constant. This is a well-known statanof the
Liouville’s theorem

"The particles in phase-space form an incompregsgads. The shape of
the surface surrounding a group of particles magaye, but the density
of particles remains constant. This property is dhigin of the term
‘water bag’ ... the analogy is made with incomprelesiater contained
in a hypothetical elastic bag which has zero etistiso that it exerts no

force on the fluid.”

For the central potential all three canonical paifsoordinates in phase space can be
uncoupled, and thus, Liouville’s theorem can beliadpo each of the associatadtion areas

(momentum displacement) separately.

ffvl d'Xdpx = Cx
ffV2 dydp, = C, (2.3.1.1)
ffV3 dzdp, = C,

whereV1, V2andV3are the regions containing the ensemble of pasticix-p,, y-p, and z-p,
spaces, respectively.

2.3.2 Action diagrams, emittance and acceptance

In the central potential, phase space dynamigmudfcles can be decoupled in three pairs
of coordinates and momentuim,x),(B,Y).(22). In this case the entire system is presented by a
boundary ellipse whose area contains all the patisdividual particles. InqQ, p) coordinates a

boundary ellipse can be expressed@as 2aqp + fp? = ¢ .
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area of the ellipse

T

= Qmax X Pint (2.3.2.1)

= Qint X Pmax

-2a

The angled, the major axis of the ellipse, forms with g sxis given byan(260) = —

(Figure 2.3.2.1).
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Figure 2.3.2.1. General action diagram ellipse slgvcritical values.

This area of the boundary ellipse can be treatéd/anways. In a beam transport system,
three orthogonal action diagrams represent the daoies of an ensemble of particles which are
calledemittanceellipses of the system. Thus, the area of thesdligre is used to characterize

the emergent beam or pulse of the transport system.

From the other sidgy andq values of the boundary ellipses are treated asingnvalues
for which a transport system transmits incomingipias. If particles do not satisfy the boundary
values, then particles have either momentarpcoordinates that are too large or small to have
entered the system. These ellipses then defindotiaé phase-space volume accepted by the
system and are nameadceptancellipses.
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Using these two ellipses (the ellipse of acceptasog emmitance), it is possible to
determine the performance of ion transport syst€mowing the emittance and acceptance
ellipses between two systems, it is possible taakegactly how many particles are admitted to

the system undisturbed and with what positionsraathentaFigure 2.3.2.1I

non-transmitted particle

transmitted particle

P

acceptance boundary

emittance boundary

Figure 2.3.2.1l. Emittance and acceptance ellipses.

2.3.3 Time evolution of action diagrams

For the field free situation, the evolution of thhase-space for particles is relatively
simple. If an ensemble of identical particles odes rectangular region in phase-space with a
width 4g and a heightlp, the time evolution of each particle can be exg@ddy the following
equation

q(t) =q; + %t andp(t) = p; (2.3.3.1)
where gand pare the initial position and momentum coordinatesmet=0.

As can be seen in Eq (2.3.3.1), the original remtéar area is transformed into a

parallelogram with timé. The spread of momentunp remains the same, as it should in the

absence of any force and the spatial spread iresdm®early withdp (Figure 2.3.3.).
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configuration
after time t

.

q

.

Figure 2.3.3.1. Action diagram of the time evolutiof particles travelling in a field free region.

For the second situation under the influence afifotm electric field, the ensemble will
experience a change in momentum and coordinateshdruore if the system of identical
particles occupy a rectangular area in phaseespath width4qg, and a heightlp and a force
F =eE actsin the positive q direction, the time evolution da@m expressed by the following

equation

e|E|

— t2 (2.3.3.2)

q() = q; + ot +
and

p(t) =p; +elE|t. (2.3.3.3)
Inspection of these equations gives information tha initial rectangular action area is

transformed into a parallelogram (Figure 2.3.3Als0, because a foraE was introduced, the

centre of the ensemble is shifteddiy=eEf/ 2manddp =eEt
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Figure 2.3.3.1I. Action diagram of the time evotutiof particles travelling in a constant field
region.

2.3.4 lon temperature and ion cloud

Consider an ensemble of particles of the ion cloomsisting from n particles in phase
space in a pseudopotential well model of the rblep ion beam guide. The Gibb’s distribution
by definition for these particles of temperaturetiie number of particles N that occupy a

volume S in phase-space can be written as

d6N _L
— = Ce *»T (2.3.4.1)

where kg is the Boltzmann constant.
For a simple harmonic oscillator, the motion, meméd before, can be decoupled and it

is possible to take into account each canonicalgfaioordinates separately. For one dimension,

the total energ¥ is
2

E=24 %mwzqz. (2.3.4.2)

2m
Replacing Eq.(2.3.4.2) into Eq.(2.3.4.1) and penf@n integration over the two other pairs
of canonical coordinates, the distribution can themritten as

5 2
AN Now e—%(q”(%) ) (2.3.4.3)

dqdp 2wkgT
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whereN, is the total number of particles in the ensembile.

Performing an integration over dq from to +wo gives

p2

dN N, —
— = ———¢ 2kpT, 2.3.4.4
dp \2mtmkgT (2.3 )
and for dp gives
2 _mw?q?
an _ N, | = ¢ 2kpT (2.3.4.5)
dq 27'CkBT

The Eq (2.3.4.5) gives the particle distributiomsbioth position and momentum are

Gaussian with standard deviatioggsand gy equal to

1 kgT

o, =~ | = (2.3.4.6)
w m

op = mkgT (2.3.4.7)

An estimation of the effective size of an ion enbms possible to do through the integration of

EqQ. (2.3.4.5) to particular values of the amplitddeesulting in the numbe\’

A2

N'=N(1—e 20?) (2.3.4.8)

This is an ellipse which is corresponding to oigenst encompassing about 40% of the particles,
an ellipse of two sigma about 87% and an ellipsihiafe sigma about 99% [6Higure 2.3.4.1)

For an ellipse of¥66 macromotion of frequenayy, the area S, i.e. an action area, is

kT

Wm

S=6n (2.3.4.9)
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Figure 2.3.4.1 Density distribution as a projectionan action diagram for a particule
direction in phase space. The distribution représegmarticles in a simple harmonic oscillator
thermal equilibrium.

Thus, phasepace distributions of confined ions are criticaigpendent on tr

temperature of the syste

2.3.5 RF heating of macromaotior

An ideal rffield of an ideal ion trap does not heat the i[43]. The rf-heating happens
only in real ion traps by imperfections of the ti@pby direct heating of the trap the Ohmic
losses of the rpower. If the r-amplitude is increasinghe effective potential becois to be
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steeper and the ions are confined to a smalléonmegysually, the number of ions in a typical
22-pole ion trap is about a few thousand ions wilaighnecessary to avoid space charge effect.
When the number of ions is high enough the spaeegeheffect starts to influence. Coulomb
repulsion forces push the ions towards the rf-edelets and cause heating. The performed
simulation for a linear 22-pole ion trap [43, &2lows that linear ion densities in the range of
about 168 per cm length are acceptable to have cryogenipeeatures, but when the ion number
exceeds about 2(er cm, the heating becomes critical, and the Isited temperature for a
density of 18 per cm approaches about 150 K . The electrodtatit of the end electrodes has
components in longitudinal as well as in radiakdiron. The radial direction component pushes

the ions into the rf-field and leads to a heatifigas.
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2.4 Inelastic collision of two particles

2.4.1 Relative speed between an ion and buffer gas,
HS1 model

For simulations the HS1 model of collisavas used [63]. In this model the mean relative

speed: between an ion and background gas has a form of

¢ = fffv |vi0n - vgas|f(vgas)dvgas (2.4.1.1)

where|Vion — Vgad IS the relative speed between an ion and a gaglpaof velocity vgas and
f(vgag represents the probability density of gas pasicléth that velocity. Herd is the three-
dimensional Maxwell distribution given by

f (Vgas) = (A/m)*/2exp (—AvZas) 24.1.2)
whereA=mgad2kT
This leads to the following equation

€ = Cyas ((s + (Zs)_l)gerf(s) + %exp (—sz)> , (2.4.1.3)

where

__ |skr _ 2
.  _ [2kT 1
Cgas = m o7 (2.4.1.5)

s =2 — gVA 2.41.6)

Cgas

The mean gas speed is

The median gas speed is
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where

a = |Vl - (2.4.1.7)

2.4.2  Probability of a collision

In order to obtain the probability of a collisidhe next model based on [64] was chosen.

The probability of a collisio?(z)is given by following equation

P(z,t) =1—e 9 =1 — e~ @/Dat, (2.4.2.1)

where n is the densitygis the cross section arzds the position of the ion. When an ion with
velocity v, moves a distancein a time dt, the displacement of a ion in the éuffas iz = vdt .

The mean free pathand the cross-sectianare related by=An.

2.4.3  Collision of two bodies

The particles which have a “0” label are relatedhe system of inertia. The model of

inelastic collision based on [65] was chosen:

V=V —7Vy (2431)
v le: (2.4.3.2)
10 — m1+m2 B
v ! 24323
20 =~ (24.33)
! m;
Vi = VN, (2.4.3.4)
m1+m2
vio=—-"2 yn (2.4.3.5)
20 m1+m2 0 L.0.
m mqv1+m-v
vy =——vn, + ——22 (2.4.3.6)
m1+m2 m1+m2
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2 m1+m2 o m1+m2 ' T

where R is the normal unit vector in the centre-of-massteay (CMS),v,, v, are the velocities
of each particle before collision in the laboratsggstem of coordinates angh, , m, are their
respective massew,, v, are the velocities of each particle after colisidhe relationship

between laboratory and center-of-mass systemisisérdted inFigure 2.4.3.1

o
S
R/ scum — Do e i
AXU R
z m
| Rcm « "\/2' .

Figure 2.4.3.1. Scheme of collision of two bodies.

For hard sphere collisions, the scattering is ogtr in the center-of-mass system;
therefore, the probability of scattering into thgharical polar element of solidngle d2 =
dfsinfd¢ at anglegd, ¢) is

dOsinfd
P, ¢) = Ld). (2.4.3.8)
4T
Integrating overp yields the probability of scattering through an@le
inf
P'(68)d6 = ==d6. (2.4.3.9)

For the application of the Monte Carlo method,andard procedure is followed, where

¢y = [ P'(0)df = == 24310
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and{, = % . {; and{, are random numbers between 0 and 1.

Using the equations above it was possible to siteuhe heating or cooling processes.
The simulations were performed MatLab [60] program with an ensemble of 1000 particles
(Figure 2.4.3.11).
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Figure 2.4.3.11. lllustrations of a) heating and &)oling processes by collision with buffer gas.
Each temperature point on a) and b) graphs is thalysis product of the ensemble of 1000
particles. c) An ensemble of particles has MaxBeliizmann distribution.
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2.5 lon mobility

lon mobility derives from the fact that the coltiei rate of an ion with gas molecules,
while an applied electric field causes it to dsitbwly through a gas, does not depend on its own
drift velocity. The average collision rate is cardtand the average rate of loss of momentum in
the field direction is proportional to the ion mam@m in that direction. In equilibrium this
average rate of momentum loss is equal to the geerate of gain from the field, where the
electric force on a particle and the average iomertum in the field direction is proportional to
the electric field. The relationship for drift velty v4 of an ion in a gas is proportional to the
electric fieldE in the gas [66-67]

Vg=KE, (2.5.1)

where the proportionality constaldtis referred to as the "ion mobility". Represemativalues
for ionsin gases at normal atmospheric ques and room temperature are from 10 to
20 cnfVs* for ions in helium and from 1 to 3 éw's® for ions in nitrogen, where higher
values being for light ions and the lower oneshfeavy ions [61]. The ion mobility of any given
gas is a particular characteristic of an ion ad ometimes be used to identify its presence in a
gas by a technique referred to as lon Mobility $ecetry (IMS) [68-69]. At these drift
velocities the ions should remain very nearly ierthal equilibrium with the gas. The effect of a
background gas on the motion of a low velocity isnto present a drag fordey which is
proportional to the velocity, the proportionality constant is the ionic chaegévided by the ion
mobility:

F; = % % (2.5.2)

The average rate of momentum loss of an ion ictyr@roportional to the collision rate
with gas molecules. The ion mobility is therefangarsely proportion to this collision rate. If the
molecular densit\ of the gas is decreased then the collision raledetrease in proportion. As
a consequence the ion mobility is inversely prapoel to the gas density. lon mobilities for
specific ion-molecule systems are therefore québedstandard gas temperature and pressure,
meaning a densit), of 2.69 x16° cm®. Such mobilities are referred to as "reduced nitads

and are designatd€,. The mobility at any other gas dendiycan then be obtained from
— g No
K=K, " (2.5.3)
The average motion under an applied electric fisldapproximated by integrating the

equation of motion in presence of a frictional diage [70]
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mi = —%x + eE . (2.5.4)

The collision rate of ions which have an averageorty v and a cross sectigelative to
molecules at a density is N,. Because the drag on an ion is proportional t® toilision rate,
the mobility is inversely proportional to the iombacule cross-section. Taking into account the
geometrical and kinematic factors that determires ftaction of the field-direction momentum

which is lost per collision, the following relatisimp is obtained\lason-Schamp equation [}1]

3e T 1
K = —( ) , (2.5.5)
8N kaTeff ‘Q(Teff)

wherem andM are the masses of an ion and the molecules, riesggck is the Boltzmann

constant and(Ter) represents the cross-section of ion-moleculeistofis at the specific

effective temperatur@s of ion-molecular interactions defined by
3 3 1 2
EkTeff = EkT+EMvd' (2.5.6)

However, if the interaction potential is assume8eayiven by the hard sphere limit, ther= o,
whereo is the cross-section obtained when the individiams of a molecular ion and neutral
collision partner are treated as hard spheres snddependent of temperature. As the final
energy of cold ions should be in equilibrium wittetgas, the corresponding room temperature
energy is added to the acceleration term after stegh otherwise, the motion would be cooled
to zero. This is done using the macromotion fregyesy which represents the statistical motion
of ions. This frequency is calculated from the apieg parameters. The final acceleration term
is therefore [72]:

y = %(E(x, t) —y/K + ~cos (wot)) (2.5.7)

Kth
wherevy, is the velocity of mass corresponding to the chosen temperature (300 K)Kanthe

mobility corresponding ti.

The cooling time of C}, in 22-pole ion trap was obtained using collisioaad ion
mobility models. The initial temperature of ionssvassumedll eV. The temperature of the
helium buffer gas in system was 8 K. The ion mopiiarameter i&,=4.3210* m?/VIS for
C&, in helium [73]. The estimated cross-section i9D¥W® m>. The pressure of the buffer gas
used in both models is TOmbar and the number of particles is 1000. Coliialoand ion
mobility models lead to a cooling tinél.2 - 10> and5 - 10~°s, respectively. The simulations

were performed using MatLab [60].
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CHAPTER 3

Electronic Spectroscopy

3.1 Electronic spectroscopy (Born-Openheimer
approximation)

In the first assumption the energy of the mole@ale be presented as sum of three parts;
an electronic, vibronic and rotational energy [74].

E=E+E+E

The probability of a transition induced by the #lating electric field of a light wave is
proportional to square of the transition momenrggnal,

M= @"|aly")?

where the double prime denotes an excited satgle prime denotes ground state and
{1 - dipole moment operator. This equation can bé&sevriout more completely as follow

M = Wy [ ) (e |l e X [Ws)

(Y, |W),)- basis of vibronic selection rules , Frank — Conthartor (3.1.1)
(WS ||y, )- basis of orbital selection rules, pure electrdransition (3.1.2)
(W Pl) - basis of spin selection rules (3.1.3)

A transition will be orbitally allowed if the diréeproduct of

[ (e )BT (e )BT () (3.1.4)

contains the totally symmetric irreducible repreéagan of the point group of a molecule. The
similar rule is applied for thépy |y;,) integral. The Frank-Condon factor is non-zém,the
transition is allowed, if the direct product

T (WYyip) ®T (W31 (3.1.5)

contains the totally symmetric irreducible repreéagan of the point group of a molecule.
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3.2 Vibration

Polyatomic molecules undergo complex vibrations .tk motions may be resolved into
a superposition of a limited number of fundamentation called normal modes of vibrations. In
general, a molecule with n atoms has 3n-6 modeghotions. A linear molecule has 3n-5
modes of vibration. Each normal mode of vibratiarnis the basis for an irreducible
representation of the point group of the molec@es the normal coordinate along which the
progress of a single normal mode of vibration cenfdilowed. Mathematically, the normal

coordinate are defined such that the potential gnef the molecule can be expressed as
2
V= 1/2 YiAiq? and the kinetic energy d6= 1/2 hF <in/dt) where 2; is a constant. The

symmetry forys(0) vibronic wave function on the ground level is ajgdransformed as totally
symmetric irreducible representation. Generallyy i§ hondegenerate irreducible representation
than all the even wave functions are totally symimeand odd wave functions have the
symmetry of the vibrations. The rule to obtain sfyenmetry of a higher wave function is not so
simple anymore. A recursion formula for the symmegpecies of theth wave function of a

doubly degenerate vibration is [75]

2y (R) = = (X (R) xp-1 (R) + X (RY)) (3.2.1)
where
xv(R) —is the character under the operation R fowthesnergy level
x(R) —is the character under R for the degeneratéuaible representation
Xv-1(R) - is the character of tH@-1)th energy level

x(RY) - is the character of the operatiBh

x(R) = 1 (R)

3.3 Rotation

In general, a molecule can rotate about three geanaxes and can have three different

moments of inertia relative to these axes. The nrmoinertia about an axis is defined as
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I = Zimi T'iz ) (3.3.1)

wherer; is a distance from the atom to the axis. The axeshosen in such a way that the tensor
of moment of inertia is diagonal. The three momeafhtsertia,ly, ly andl, determine the layout
of the rotational levels of molecule. The intern@lecular axes are labelled AsB, Cso that

Ia<lg<lc. Conventional classifications of molecules are:

linear moleculed 5 = 0, Iz = I ,for example HCN;
sphericaltops,| a=lg=l¢ ,for example Ckz;

prolate symmetric topsl a<Ig=l¢,for example CHCI;
oblatesymmetric topsl =1g<I¢,for example BE;

asymmetridops, | o<Ig<Ic ,for example HO.

3.3.1 Linear molecules

The rotational energy levels of a rigid linear nwlle are given b¥,,: = BJ (J +1)
where J is the rotational quantum number d@d the rotational constant defined as
h2
B = (3.3.1.1)

T 8m2Ip

A real molecule is not a rigid rotor because thadobetween atom& andB can stretch
at the same time as the molecule rotates. As ootaticreases, the centrifugal force stretches the
bond, increasing and decreasing the effectiBvalue. The bond length also depends, in an
average sense, on the vibrational statehe non-rigid rotor energy level equation for ational
statev is

Fv(]) =Bv](]+ 1)_DVUU+1)]2 + o, (3.3.1.2)
where D, and higher order terms are centrifugal distorti@nstants. The influence of a

vibrational excitation is given as
Bv = Be - Zi a; (Vi + 1/2) (3.3.1.3)
neglecting higher order terms, whergi8 the rotational constant at the equilibrium getgne

anda; is the constant of rotation-vibration interaction.
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The selection rules for rovibronic transitions .(iteansitions that involve electronic
excitation of molecule) ardJ = 0, -1, +1, giving rise to th®-, P- and R-branches of the

rotational structure, respectively.

3.3.2 Symmetric tops

A symmetric top rotor has the same moment of iaeathout two principal axes. The
three moments of inertia about these three prih@gas are labelled,, Ir andl;, with the
convention that. > I, > 1. A symmetric top can have the two larger momentsertia equal
(Ic = 1,> 1), which is called a prolate rotor, or it can hake two smallest moments of inertia
equal (c > Ip =l4), which is called an oblate rotor. If a molecuessta symmetry axis of three or
more fold symmetry, it is always a symmetric ttfolecules of lower symmetry can be
near-symmetric tops, having two rotational constaritclose values and with a lack of spectral
resolution they can behave like symmetric tops.il@mto linear molecules, a symmetric top has
one of the principal axes along the molecwanmaetry axis. In a prolate symmetric top, the
a-axis lies along the symmetry and in an oblate sgtimtop it is thec-axis. The rotational
energy levels for the ground vibrational state afyal prolate symmetric top are represented as

Eot = BJ (J +1)+(A-B)K (3.3.2.1)
whereK is the projection of the total angular momentum,tloe symmetry axis. For an oblate
symmetric top,

Eot = BJ (J +1)+(C-B)K, (3.3.2.2)
whereK must not be greater thdrthen as it represents the component.@ecause the energy
does not depend on the signkafall states with the exception Kf= 0 are doubly degenerate,
corresponding to opposite directions of rotatioouad the symmetry axis. Figure 3.3.2.1 shows
the energy level diagram for symmetric top molesukeveryK stack has the structure rotational

levels same as linear molecule but offse{dy- B)K in energy.
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Figure 3.3.2.1. Energy levels of prolate and oblsyenmetric tops.

Spectra of linear and symmetric tops can generb#y classified as parallel and
perpendicular depending upon the direction of feeteonic transition dipole momentBarallel
transitions occur when a transition moment is @dralong the axis of symmetry tfie
molecule within a givel stack.

AK=0andAJ= %1 forK =0,
AK =0 andAJ=0 1 forK # 0.

In the rigid rotator approximation, transitionseach stack will overlap each other and
the resulting spectral lines will match those o€lr molecule with the rotational const8ntf a
transition dipole moment is perpendicular to thesasf simmetry, its interaction witlhe
electromagnetic wave provides a torque aroundatkiss leading to

AK =1 andAJ =0, 1.

The spacing between two adjacent staskandK + 1, is (A — B)(2K + 1)that givegise

to a series of rotational progressions space@(By— B),so calledK-structure.Figure 3.3.2.11

shows the allowed transitions for a prolate top.
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Figure 3.3.2.1l. Allowed transitions for a prolatetor and R-, Q- and P-branches marked with

different colours.

3.3.3 Asymmetric tops

The majority of polyatomic molecules fall in theyasmetric-top category. When the
three principal moments of inertia of a moleculéedj a molecule is classified as an asymmetric
top. The energy level formulation for a rigid asyetnt top is considerably more complex than
that for symmetric-tops or linear molecules. Witte texception of low rotational levels, the
rotational energy and transitions cannot be corerdlyi expressed in simple algebraic terms.
Nonetheless, it is quite often that the momentmeitia about two axes are close in value and
can be assumed to be a symmetric top rotor tosadinder, with its levels split to remove the
remaining degeneracy. Each level of the rotatigoantum numbed of an asymmetric rotor are
split into 2J + 1 levels which are specified by the quantum numbgrandK.. The valueK,
represents the projection of the angular momentanthe symmetry axis if the molecule is a

prolate symmetric top rotor and the vallig corresponds to the limiting case for an oblate
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symmetric-top. In this way, the levels of an asyrtrinerotor are labelled a$ k.. Ray's

asymmetry parametex, is often used to characterize the degree of astmym

_2B-A-C
A

WhenA = B, « approaches +1 for the oblate case and venC, kx approaches —1 for
the prolate case. For asymmetric tops the rotdtioaasitions can be classified agype, b-type
andc-type depending upon the orientation of the eleitréransition dipole moment to one of

the rotational axes. For an asymmetric rotor tiecsien rules for

a-type transitions are:

AJ=0, £1;AK;=0, £2, ...;AK. = %1, £3, ..,;
for b-type transitions:

AJ=0, £1;AK; = +1, 43, ...;AK. = +1, £3, ...;
for c-type transitions:

AJ=0, £1;AK,= %1, £3, ...;AK: =0, £2, ...;
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CHAPTER 4

Experimental Setup

In this chapter the experimental setup is describee 3D model of the machine is depicted in

Figure 4.1.

2nd Quadrupole
4th chamber

22-pole ion trap
General valve

Heater
3rd chamber

> J 2 Daly Detector
/‘/ ./ o ,\\ v Sth chamber

Source
Bender

Hexapole
Ist chamber

Figure 4.1. 3D model of the experimental setup.

The 22-pole ion trap experiment is composed of fimseuum chambers, mounted on a
ball bearing track which consists of twid .5 cm) stainless steel rods. This makes it caewen
to open the chambers, alignment, cleaning andfdacang components. The cold-head of the
cryostat is supported on two rails track perpendicto the main part of the experiment, making

for simplicity in opening the ion trap chamber.
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The system is evacuated by five turbo pumps. Thecseochamber is pumped by one
turbopump Pfeiffer model TMU 521 (520%sand by a membrane backing pump. The chamber
Is separated from the rest of the system by ardiiteal wall. This is done to protect the
quadrupole mass filters from being operated attively high pressure (B0° mbar) and to

avoid gas condensation on the cryogenically colgp@2 ion trap.

The second, fourth and fifth chamber is equippeth WMU 261 (210 13) turbopump
and the rest third chamber is equipped with TMU 820 1s") turbo pump. Exhaust lines of
four turbopumps are combined using long stainléssl 9ellows, about 2.5 cm in diameter,
which are then pumped out by a small turbo and mangopump. A membrane pump is used to
avoid oil contamination of the system. When oneaksevacuum, the apparatus is filled with
argon gas to avoid water attachment to the inndswad surfaces of the system. This procedure

significantly shortens the subsequent pumping time.

The system is sealed by conflate (CF) flanges, W C gaskets. Upon evacuation,
within one week the entire system reaches presssilew as 18 mbar. Pressures inside the
chambers are measured using Pfeiffer Vacuum Con(alct Cathode Gauges (IKR261). The
backing pressure is monitored using a Pirani GaAdleslectrical electrodes, ion sources, etc.
are made of stainless steel, with the only exceagiging the 22-pole ion trap, which is made out

of copper.

4.1 First Chamber (Source chamber)

The components of the first chamber are the mecimpact source, magnetic bender

and hexapole are depictedrigure 4.1.1 .
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Figure 4.1.1 First vacuum chamber: magnetic bendelectron impact source and hexapole.

4.1.1 Electron Impact lon Source

The source consists of an oven to vaporize thel s@imples and a gas inlet, which
introduces flow of vapours of volatile substanaean ionization region of the source. The oven,
shown inFigure 4.1.1.1, is a stainless steel fixture, about 5.5 cm mgte and 2.5 cm in

diameter, that is threaded on the outside.

Figure 4.1.1.1. Oven of the source.
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The oven is wrapped with a heating element thatahagin core heating element. This
has the major advantage that when current flonsutiir the heating element, it actually flows
through each section of the element in both dimesti thus cancelling out any magnetic field,
generated by the electrical current. This is a@altior creating a reproducible ion flux that is not
disturbed by the generated magnetic field of a dweater. A stainless steel sleeve slips over the
heating element, minimizing heat loss and reaclingaximum temperature of 1000 K. The
temperature is measured by a thermocouple througiteadrilled into the stainless steel fixture.

The entire assembly is surrounded with a secornlesa steel heat shield.

The ionizer contains a thin thorium doped gstan wire (Goodfellow, 99.4 % W,
0.6 % Th, annealed] 0.1 mm) mounted on four electrically isolated feotd Heated by 2.2 A
electrical current, the filament emits electronstiie center of the ionizer. The electrons are
additionally accelerated by a negative potenti@l {130 V) applied to the filament with respect
to the ground.

The principle electrical schematic of the ionizeshown irFigure 4.1.1.11.

+| DC Power Supply |—
Max 15V, 10 A

+| DC Power Supply |—

f Max 250 V, 0.25 A

Figure 4.1.1.1l. Schematic electrical connectiorttad ionizer.
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lons are created in a small cylindrical piecadm of metal mesh (9 mm in diameter,
11 mm long). The cylindrical mesh is mounted onkg& mm from the orifice of the oven. The
mesh is held at a positive potential in the ranig@.@5-5.0 V. This potential actually defines the
translational energy of the charge particles. kmesited within the mesh can then escape through
the mesh if they have more than 5.0 eV of kinetiergy. Otherwise, they will be trapped and
can only escape through the extraction lenses thtohexapole. lons created by an electron
impact in the inner volume of the cylindrical mesie then extracted by the electrode, which is
usually at 15 VIigure 4.1.1.11I).

[ Lenses ]

N

Figure.4.1.1.11l. Electron impact source with thedj filament and electrostatic extraction

lenses.
The entire ionizer assembly mounts onto the outat khield of the oven, and the last

element of the assembly, extraction lens, are pelipelarly oriented to the magnetic bender,
Figure 4.1.1.1V.
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Figure.4.1.1.1V. Electron impact source and thesofl magnetic bender

4.1.2 Magnetic Bender

As can be seen in the abdvigure 4.1.1.1V ions generated in the source are then bent by
a magnetic field. The magnetic bender is followgdathexapole, which guides the ions into the
first quadrupole mass spectrometer. With such igamation most of the neutrals will end up in
the turbopump of the source chamber, allowing afigrged particles to enter the rest of the

apparatus.

The design of the bender is depicted-igure 4.1.2.1 It is simply two iron rods which
are connected on top and one of the rods is sulemliby bear copper wire. The current flowing
in copper wire causes a magnetic field which igppedicularlly oriented to the flying ions,
according to the Lorentz force of the magneticdfielcting on the trajectory of ions. The
electrical connections of the bender are conneittéde power supply where the current can be
changed and accordingly the force of the magndetd fis changing. Additionally, two
electrostatic plates help to vary the deflectioglarof ions and guide them through the first
electrostatic lens of the hexapole.
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Figure 4.1.2.1. Magnetic Bender.

4.1.3 Hexapole

A hexapole, based on design by Gerlich [44], iscenguide rf-device consisting of six
rods that are connected to the two outputs ofgenierator. The diameter of the hexapole rods is
5 mm with a length of 110.5 mm. The usual operafitequency is 3.3-3.7 MHz. The amplitude
of rf- potential usually is about 200 Volts. Magstbr the ions of interest the adiabatic parameter

for the masses up to 720 u is less than 0.3.

By filling the hexapole with room temperature helibuffer gas, ion velocities can be
equilibrated, resulting in a better mass resolutibthe first quadrupole. Additionally, ions can
be trapped in the hexapole and probed by laseatradi For example, under the influence of
UV radiation, one can deprotonate ions, therebylsomg the source and hexapole and use
these two as an advanced ion source. From both sfdee hexapole two electrostatic lenses are

attached for the focussing and defocusing of ions.
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Figure 4.1.3.1. The hexapole with electrostaticsles and shielding is depicted.

4.2 Second Chamber (Mass Filter)

The second chamber consists of a differential wallir electrostatic lenses and a
gquadrupole mass filter. The principal scheme gided inFigure 4.2.1 The differential wall
preserves the rest of setup from contaminationdugrals.
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wall
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Figure 4.2.1. Second chamber: quadrupole, electatisienses, shielding and differential wall.

The first mass filter in the apparatus is a homié uadrupole. It has 9.5 mm diameter
rods with a length of 220.2 mm, and a rf-supplyt fhravides 300 W of power at 1.2 MHz and a
mass range of 2000 Daltons. The DC power suppéy/nsodel U-1272 and rf-power supply is
model 150QC. Additional electrostatic lenses dtached from both sides of the quadrupole to
help get a better signal of ions. This first magadjupole is used to mass-select ions coming

from the source chamber.

4.3 Third Chamber (22-pole ion trap)

The third chamber is the central chamber of thehim&gc Mass-selected ions are guided
to the ion trap where they can be stored up to tesibeing trapped by rf-fields. The trap
shielding is fastened onto the cold-head of a L&/@wyostat. The cold head is surrrounded by a
flexible heater plate. The combination of a coldd@nd heater provides the possibility to vary
the temperature in a wide range (7.5-300K). Genéahle Series 99 is attached to opposite side
of the cold-head. It gives the possibility to hahert and intense pulses of neutral gases which
are directed in to the trap to make complexes orsfadying laser induced charge transfer

processes. Trapped ions are probed by lasetticadi&roducts, which are produced by a laser,

59



are mass analysed by a quadrupole mounted in timthfohamber. 3D plan of the trap in detail

Is depicted irFigure 4.3.1.

Ring

Shielding

Ist output
lens

Figure 4.3.1. Detailed view of the third chambetwihe 22- pole ion trap.

4.3.1 22-pole ion trap

The 22-pole ion trap was built based on the desigGerlich [76], consisting of 22
stainless steel rods (1 mm diameter, 36 mm lengloplly spaced on an inscribed radius of
10 mm. The described geometry derives from thetemua

T
R=—"

n—1
where R: rod radiusprinner radius of the rod arrangement or the stedarap radius and 2n:
the number of rods. The 22-pole trap is made alranstely out of copper. Two flat pieces of
copper on each side have arrays of 11 holes diitledthem. Rods were finally press-fitted into

them. The rods were cooled to low temperature artdeasame time the copper was heated up.
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Soon after the rods were quickly inserted intodbpper pieces, so that when the copper cools,
they are rigidly held in place all the time. Fiigure 4.3.1l, it is clearly seen that the rods are
only supported on one end. The copper holders latrieally insulated from the copper trap
housing by thin sapphire (ADs;) plates, which have no electrical conductance haie a
relatively high heat transmission. Indium foil walaced between the sapphire and copper edges

to provide optimal thermal contact.

Figure 4.3.1.1. Picture of the actual 22-pole ioa.

The rod assembly is enclosed bylashaped copper covefhe cover is screwed down
onto the trap housing to enclose the box and pteyesfrom escaping quickly. It is electrically
isolated from the oscillating voltage of the endggaby the long cylindrical ceramic insulators

that fit into the hemi-cylindrical grooves.

The copper box that contains the 22-pole trap ianted on the second stage of a helium
cryostat and is additionally surrounded by a héaeld of highly polished aluminium that is
bolted to the first stage of the cold-head. Thilshis closed on all sides in order to avoid

radioactive heat transfer from the Black-body radraof the room-temperature chamber walls.

4.3.2 Cryostat

A Leybold COOLPOWER 5/100 cold-head is used, whiah provide 6 W of cooling

power at 20 K and 100 W at 80 K. The cold-headawgred by a Leybold COOLPAK 6000
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compressor unit. A thin foil of indium conducts hbatween the trap housing and the cold head.
Electrical connection wires are precooled onfitst stage of the cryostat to a temperature of
40 K before attachment to the trap. To measurddimperature of the trap, a calibrated silicon
diode is mounted at the base of the 22-pole trasihg. The lowest temperature achieved is
around 7.5 K. The ion trap moves by about 3 mm wt@sled down to 8 K due to thermal
contraction of the cold-head. Thus, the cold-heagitb be on a translatable mount so that it can
be aligned when cold. A Linos telescope with crbags is used for proper alignment. The
cold-head is surrounded by the flexible heater (BEKHR6.4L12A, Minco). The combination of
the cryostat and the heater gives the possibilityary the temperature of ions in the range of
7.5-300 K.

4.3.3 Pulsed-valve

A Parker General Valv8eriesis used. The valve performs at ultra-high speedgstsas
2 msec) and delivers repeatable pulses and higttitiep rates. It can create a high number
density of buffer gas in the trap for a short tifhe high pressure of gas can cause three body
collisions between ions and buffer gas (e.g. heliand create ion-helium complexes.

4.4 Fourth Chamber (Mass Filter)

The second (analysis) quadrupole is a Nermag meitiel12.5 mm quadrupole diameter,
rodes operating at 880 kHz with a mass range oD 2D@ltons. The second quadrupole is
depicted inFigure 4.4.1. This quadrupole is used to analyze the productstedeby different

means (e.g. laser radiation) in 22- pole ion trap.
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Figure 4.4.1. The fourth chamber: second quadrupelectrostatic lenses and shielding.

4.5 Fifth Chamber (Daly Detector)

To detect cations a Daly detector is used in fitlamber. This type of ion detector was
introduced by N.R. Daly in 1960. A Daly detectdfigure 4.5.) consists of a conversion
dynode, scintillator (BC400 plastic scintillator,50mm thick, from GC Technology GmbH,
Freidling 12 D-84172 Buch am Erlbach) and photoiplidtr tube (R647 Hamamatsu PMT).

A critical feature of the scintillator is that iak been coated with a thin aluminum coating
(slightly transparent), so that the burst of el@t$rcoming from the dynode must pass through
an aluminum coating prior to exciting the phospfdris has two advantages: firstly, the highly
reflective aluminum coating greatly reduces theensity of scattered laser light that hits the
detector, thereby reducing the background signa secondly, photons emitted from the
phosphor that are going in the wrong direction refeected back to the PMT tube and thereby
detected. The scintillator was custom-coated withménum by the Department of Materials
Science and Metallurgy, New Museums Site, Pembfikeet, Cambridge CB23QZ, UK. The

scintillator has a short pulse output of roughlyss
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Figure 4.5.1. Daly detector chamber.

The dynode is a highly polished metal knob held high negative potential in the range
of 20-30 kV, which emits secondary electrons wharsiimpinge on the surface. The secondary
electrons are accelerated onto the scintillatayyiding light which is then detected by a PMT.
The dynode and PMT are surrounded by a cylindgealnded shield with two holes which
allow both the ion and laser beams to pass throthis. shielding can be seenhigure 4.5.1 It
is critical so that the high electrical field oktDaly detector does not penetrate into the second

quadrupole.
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CHAPTER 5

Organization of the Experiment

5.1 Automation of experiment

The automation of the experiment is based on skelata/iew [77] programmes which
are installed on a personal computer (PC). The#&prequency of the experiment is 10 Hz and
specified by BNC delay/pulse generator producedBéskeley Nucleonics Corporation. In the
PC three PCI data acquisitions cards are instaBeBCI-6023E by National Instruments and
two cards; PCI-DAS6014 and PCI-CTR20HD from the Meament Computing Corporation.
The DAQ cards are used to provide all required@nad voltages, TTL signals and the sequence
of pulses of high precision. Detailed descriptidrthe PCI-DAS6014 and PCI-6023E cards is
written elsewhere [78]. Shortly, PCI-6023E is pegmed to be a delay line generator. The
sequence of pulses starts when the card getsgeitilse from the BNC generator. These are
CH1 and CH2 logical channels shownFigure 5.1.1.Channel CH1 is connected to the logical
switcher of the power supply of the first quadr@pelectrostatic lens. Channel CH2 is connected
to the logical switcher of the power supply of tiayt. By varying the time width of CH1, the
filling time of the trap is changed. The delay tiofechannel CH2 determines the release time of
trapped ions. The difference between the righeeafgCH1 logical signal and left edge of CH2
logical signal is the storage time of ions. Thespulvidth of CH3 determines the detection time
and it is the gate of a counter. When an experinseaperated on a base of PCI — 6023E card

then CH2 signal is equal to CH3 as this card hasdautput channels.

Filling time Detection time

Storage time

Figure 5.1.1. Timing of the experiment.
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The PCI-DAS6014 card has several digital to anaagutputs. The outputs are used to tune the
first and second quadrupoles to the mass. For thatmag mass spectrometer and Mass
spectrometer programs were written. The usual efajoing mass spectrometry experiment is
as follows. lons are generated in a source and aradgzed with second quadrupole when first
quadrupole is in guide mode. If there are ionsdrest then the first quadrupole is tuned to this
mass. Physically ions are eventually detected Dglst detector, the output of which is sent to a
discriminator (Phillips Scientific Model 6904, 300MHz) and pulse universal counter
(HP5316A). The counter has a gate input (CH3),@nahts pulses received during the gate. The
number of counts is displayed on a front panel digi¢al value and is sent to the computer using

a GPIB interface. The schematic is depicteBigure 5.1.11.

Set of gate time Set of gate time
for Quad in 1 Lens for Trap Out Lens

CHll cuzl

Voltages for 1st Q. i
Set of gate time g Q l (Sig::tloi:‘om SOER
for Counter Logical signal
—» | Counter <«4—— | Discriminator
CH3
¢ Counts via GPIB port
Voltages for 2nd Q.
PC unit _“’ith data Delay line generator
processing cards CH1 CH2 CH3 CHa
oJoJole)

Trigger signal 1

Figure 5.1.1l. Base scheme of mass spectromepgrarent.

The typical mass spectrum when the first quadlmipis in a guide mode is shown in
Figure 5.1.1lland in mass select mode is showkFigure 5.1.1V
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Figure 5.1.11. Typical mass spectrum. First quaplole is in a guide mode (precursor is

naphthalene).
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Figure 5.1.1V. Typical mass spectrum. First quadiegs in a mass select mode (precursor is

naphthalene).
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5.2 Laser beam alignment

The most convenient way to align any laser beawitis the help of a HeNe laser. This
has a good beam profile and intense, visible rdtatian. For the alignment at least two optical
elements mirrors or prisms, need to be used. Tineiple scheme of the alignment is depicted
in Figure 5.2.1 A HeNe laser is fixed on an optical table andl&ser radiation with the help of
two prisms, which are fixed on optical mounts, &sged through the machine. When the light
passes through an apparatus the position of thex laght is fixed with diaphragms. Two
diaphragms are put from one side of the machinesé&ldiaphragms are used for the proper
orientation of any other laser beam going intortteehine. The fine alignment of the laser beam

is controlled by the signal of fragments.

Diaphragms

Figure 5.2.1. Scheme of the laser beam alignment.
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5.3 Photofragmentation experiments

In photofragmentation experiments a scanning leaseonnected to a PC via a RS232
port. If the laser is too far away from PC, themmaction is based on optical fibréigure 5.3.1)

reducing interference from parasitic electricahsiig present in a laboratory.

) )
RS232 Port on RS232 Port on
Host PC Laser PC

) )
—oHt Lo o || Afo
o 2 R 2 S Rx Iy 2_ R _2
O = - O e O ; - O
0 ¢ o—1 —ZL—o0
o3I 310 Optical Fiber Line o3 K 315
O 8 8 '9) o—18 81 5
o4 410 [N ot 40
ol ||=2Po o~ || 2P
\O/ Ground \_o/ \O—/ Ground y
N — 7 9 P
S 7 W

Figure 5.3.1. RS232 connection of laser and PC wittoptical fibre line.

For each laser used, a different program is writkéainly all the lasers have the similar
communication protocol via RS 232. For synchromjdime setup and laser shots, an additional
channel from the delay line is used for one lasertavo channels for two lasers. The delay time
between laser shots interacting with the ion clsuchonitored by a photodiode connected to an
oscilloscope. The ions of interest are mass seleeith the first quadrupole and the second
quadrupole is tuned to the fragments. The timinya oone-colour experiment is shown in
Figure 5.3.11.

Detection time

Laser shot

Filling time

Storage time

Figure 5.3.1l. The timing of one-colour experiment.

The scheme of a one-colour experiment is depict&dgure 5.3.111.
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Set of gate time Set of gate time
for Quad in 1 Lens for Trap Out Lens

UV/VIS/IR

CH1 CHZl

| ignal from PMT
Set of gate time l (Silgna o —
. . etector
for Counter Logical signal
——» | Counter <«€— | Discriminator &
CH3 E
¢ Counts via GPIB port
Set of wavelength via RS -232 port
PC unit with data Delay line generator
processing cards CH1 CH2 CH3 CH4
OO0
| N—

Trigger signal 1 Trigger signal 2

Figure 5.3.1ll. Scheme of one-colour experiment.

In order to synchronise two colours in time, oneutt use one more additional channel
from the delay line generator. The overlap in tohéwo colours is checked with the photodiode
and an oscilloscope. The timing of a two-colourexkpent is depicted ifrigure 5.3.1V. The
automation of a two-colour experiment is shownFigure 5.3.Vand5.3.VI. The difference
between the two schemes is that in the first, ngixamrror is used. The mixing mirror has a
several disadvantages, using a mirror reduces tweemp going to the machine. The high
reflection coating of a mirror can be used in al®1i0 nm spectral range, meaning one should
change the mirror if a scan takes more than 10 nm.

Time dely

> <
Filling time Laser shots  Counting time

Tp .
>

Storage time

Figure 5.3.1V. Timing for a two-colour experiment.
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processing cards CH1 CH2 CH3 CH4
oYelele
Trigger signal 1 Tripsermpun -
Trigger signal 3
Figure 5.3.V. Scheme of a two-colour experimending mirror is used.
Set of gate time
for Trap Out Lens
CHll CH2
UViviaddk — 7 UV/VIS/IR
2nd color : { - ‘ 1st color
; : | E
Signal from PMT
Set of gﬂte time detector =
for Counter Logical signal
& N =
B [ Counter — Dlscnmmator] B
(<] o
= -
2 Counts via GPIB port =
Set of wavelength via RS -232 port
PC unit with data Delay line generator
processing cards CH1 CH2 CH3 CH4
ojeojeo]e
— ~—

Trigger signal 3 Toggersignl 1

Trigger signal 2

Figure 5.3.VI. Scheme of a two-colour experimemtijng mirror is not used.
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CHAPTER 6

Results and Discussion

Within the cold environment of a 10 K 22-pole iap, the rotational, vibrational and
translational temperatures should be equilibrai2idferent diagnostics can be performed to
ensure that this holds true. The rotational prajil@ cation of interest can be simulated to show
that the rotational temperature of the ions ishie tange of 15-25 K. The intensity of hot bands
from low vibrational modes of cations can be proldedmake sure that the vibrational
temperature is in equilibrium with cryogenicallyoted buffer gas. Doppler broadening of
spectral lines can be measured to look at the latdmsal temperature of the system. In the
following section 6.1 the rotational profile of,® was examined to determine the rotational

temperature.

6.1 15 band , A2t « X?*II3,, transition, N,O"

The electronic spectrum of," cation was chosen to probe the rotational temperatiithe
ions within this trap. BD" has been investigated before by optical emisiié lifetime [80]
and photodissociation studies [81-83]. THeband of theA?S~™ « X115/, transition of NO'
has molecular constant®”= 0.41157 cif, D”= 0.298510°cm?®, q” = 1.1310° cm?,
A”=132.434 cit, B’=0.42893 cnf, D’= 0.285510° cm* and y' = 7.010* cm™ [81-82].
Simulations were performed usiffsopher[84] and the rotational temperature was varied as
the only parameter. The best agreement with therempnt could be achieved for a rotational
temperature [[=15-25 K, sed-igure 6.1.1
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Figure 6.1.1. Rotationally resolved electronic spsam and simulations df3 band
of A’Z* « X?[1;, electronic transitionN,O" cation.
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6.2 Electronic Transitions of Polyacetylene Cations

6.2.1 Introduction

In spite of the fact that significant progress mterstellar chemistry was achieved and

many interstellar molecules were discovered, a siggctroscopic problem appeared early in the

th
20 century which still remains elusive [6-7]. Alongttvithe identified atomic and molecular

electronic absorptions since then, more than 308uoh bands, whose origin remains unclear,
were discovered which are called the Diffuse In&diar Bands (DIBs) for their broadness
compared to sharp lines arising from atomic andodiec species in space [8-10]. In this
chapter, electronic absorption spectra of polyderty cations are presented. These are

considered as molecules of astrophysical relevdraang absorptions within the visible region.

6.2.2 Motivation

Carbon chains were proposed as carriers of DIB®#®Y by Douglas [18]. In 1993 this
idea was extended to the family of polyacetylenaireh [20]. Indeed, more than 100 molecules
which have been detected in the interstellar meddwroircumstellar shells contain carbon and
HCCH neutral molecules were detected in the irddest medium (ISM) [1, 85]. Laboratory
studies have shown that for larger polyacetyl@m@ins the ionisation potential decreases with
the number of carbon atoms and for large chainkds than 9 eV [86]. As the degree of
ionization in interstellar clouds can be largesiteasonable to assume that ionic polyacetylene
chains exist in ISM as possible carriers of DIBs.

Polyacetylene cations have been investigated ims@f astrophysical relevance for some
time [35, 87]. The origin bands of the first erdtelectronic state in the series fragH; to
C,6HZ were studied in the gas-phase [35, 87]; howewtationally resolved? bands were only
obtained for chains up 1@;H . In this series of molecules, the rotational tansB decreases
with the number of carbon atoms and fyH; the origin band was only partially resolved,
limited by the bandwidth of the laser [88-92]. Ihaases the transitions observed are of the type

(m3n*) ATl - (m*m®) X211 /.
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The obtained rotational constarBsand spin-orbit coupling constandsfor the ground
XZHu/g and excitedAzl'Ig/u states are presentedTiable 6.2.2.1;however, no matches between

observed transitions and DIBs have been accountad former gas-phase studies.

HCH'
4 6 8 10

To 19722.610(2) | 16654.6873(3]  14143.1815(5) 12260.4(5)

B” 0.146888(22) 0.044594(3) 0.019078(9) 0.000988(3)

B’ 0.140083(22) 0.043792(3) 0.018867(9) 0.000982(3)
B’/B’ 1.049 1.018 1.011 1.007

A" -33.5(1.9) -31.40(28) (-31) (-31)

A’ -31.1(2.0) -28.41(28) (-28) (-28)

AA 3 3

Table 6.2.2.1. Spectroscopic data of polyacetyleat®ons (HGH", n=4-10), where {is given in
cm’, B” and B are the rotational constants in émand A’ and A are the spin-orbit coupling

constants in cifor the ground and excited states, respectiveitalre taken from Ref. [87]

Ideal candidates of astrophysical relevance fooratory investigations must be species
with strong electronic transitions, having absanpsi in the region where DIBs are observed.
There is little known about higher excited statepalyacetylene cations in the gas-phase, where
some of them lie in the DIB absorption range. Samhé¢hese electronic transitions may have
strong oscillator strengths as examples of opeh sddicals of et symmetry which have been
explained theoretically [93]. The molecular orbiflO) diagram involvingz-z excitations
encountered in the electronic spectra of carbomrcathains is depicted iRigure 6.2.2.1 The
parity of MOs alternates for the HE™ chains, the HOMO is ungerade when n=2,4,6,8.. and
gerade when n=1,3,5,7... The first excited eleitrransition isA*Il,/, — X*I1 /¢ -
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Figure 6.2.2.1. lllustration of the frontier orbika of the polyacetylene cations. Typesrof
excitations encountered in the electronic spectraarbon cation chains with g and u parity
labels.

The higher exited states of HE"™ cations (n=2-8) were studied theoretically [94-97]

Vertical excitation energies\E in eV) and oscillator strengttisusing CASPT2 level of theory

are depicted iTable 6.2.2.11 .

Species State Transition AE? fe AEP fP
HCH" XNy | Mriins2nd2nd 0.00 0.00
A2T0,, 1m, - 1m, 2.62 | 3.0810° 2.65 | 3.14107
B?II, 1, - 2m, 393 | 2.4810° | 4.00 | 2.4310°
C21l, 1r, - 2m, 453 | 8.9910° | 4.60 | 9.1010°
D211, 1m, - 2m, 5.21 2.17102 5.29 2.1310?
HCeH" X*1, | Mng2ni2nd3my | 0.00 0.0
AT, 1m, > 2m, 2.14 6.8910? 2.17 7.21107
BIl, 1m, - 2m, 2.99 | 4.8410° | 3.05 | 4.8110°
C?, 1m, - 2m, 346 | 21710° | 352 | 1.62107
D2, 1m, - 2m, 3.97 3.5510? 4.03 3.51110?
HCeH" XMy | MRrp2n33nd3ng | 0.00 0.00
A%, 2m, - 2m, 1.81 | 1.4110" 1.83 | 1.4310"
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B2I1, 2m, > 3m, 2.40 | 3.18107 2.45 | 3.10107
211, 2m, > 3m, 276 | 2.9910" | 281 | 4.4510'
D2Il, 2m, - 3m, 3.20 2.0910° 3.25 2.04107?
HC;oH" X?M, | MBrg3n33ng4my 0.00
A, 2m, - 3m, 152 | 1.4310"
B2Il, 3m, — 3, 1.98 | 2.7910°
21, 3m, — 3w, 2.23 | 8.3110°
D21, 3m, — 31, 2.60 | 2.2810°
HCpH' X?Tlg [MBrry; 31y 4my4my 0.00
A%, 3m, - 3, 1.35 | 1.8810"
B2Il, 31, > 4m, 1.75 2.94 10°
C211, 3n, - 4m, 1.98 5.87[10°
D211, 3n, - 4m, 2.32 2.21 10?
HCyH" X*N, | MBrg4n;4nd5ny |  0.00
AT, 3n, - 4m, 1.22 2.81 10"
BIl, 4m, > 4m, 1.65 | 4.3210°
Cl, A, - 4m, 1.85 1.32 10°
D2, Am, - 4m, 2.16 3.371107
HCyH" X?Tlg (B, 4my 51y 51 0.00
A2T0,, A, > 4m, 1.10 | 3.05010"
B?Il, 4, > 5m, 1.41 | 2.59[10°
C2I, Am, - 5m, 1.61 | 3.91(10"
D2, Am, - 5my, 1.82 | 1.63[10°

Table 6.2.2.11. Vertical excitation energiesK in eV) and oscillator strengths f.

Theoretical values are taken from Ref. [97]

*CASPT2/cc-pVTZ//IRCCSD(T)/6-31G(d, p).
"CASPT2/cc-pVTZ//IRCCSD(T)/cc-pVTZ.

From Table 6.2.2.1lit follows that the oscillator strengths of tBéHg/u - X ZHu/g and
Dzl'[g/u—le'Iu/g electronic transitions are of the same order ofgmitade as oscillator

strengths ofAZHg/u - X ZHu/g , and in case of thézr[g/u - X ZHu/g transitions they are much
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weaker. Recently, transitions to higher excitedctbnic states of HGH" (n=2-8) were studied

in neon matrices at 6 K [98]. The origin band maxiof various polyacetylene cations are
summarized inFigure 6.2.2.11 The 0 bands of theA?Il — X2I1  electronic transition are
presented from gas-phase measurements and posifibigher excited states are taken from the
matrix studies. Neon matrix shifts are normallysiésan 1% of the transition energy [99] and
were taken into account during spectroscopic ssudreorder to ascertain the validity of these
transitions as potential DIBs, the correspondingcs@ have to be obtained in the gas-phase at

low temperature. In the present work, origin baofithe B*I1,/,, — X*I1, 4 electronic transition

u/g
of CgH3, CioH3 , of the C*Il,,, — X*II,,, electronic transition ofgH;, C;oH; andof the
DZHg — X211, electronic transition ofC,,H} were obtained for the first time in the gas-phase

20 K in an ion trap.

1200 T ’ T ’ T ’ T d T T T Y T

1100:- / |

00 | } n-x2 ]
800 | ]
E  700[ / /°/ ]
smil e - * DK |
400 f / /czn-xzn .
or .« —* ¥ Emen
=g & 8 10 12 14 16

CrH

Figure 6.2.2.1l. The origin bands of electronicnsations of polyacetylene cations. The position

of the origin bands of the first excited electrostateA®Il, ,, are from the studies made in the
gas-phase. Positions of the higher excited eleatrstatesB?I1,, q, C*T1, /g, D*I1, /g andE*I1, o

are taken from neon matrix studies. The stateskethwith x a star are the objects of

investigation in the present work. Data are takemt Refs. [35, 98]
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6.2.3 Experimental

Polyacetylene cations were produced by electropagh ionisation (15-25 eV) of
diacetylene gas. A typical mass spectrum afsigproduced in the source is depicted in
Figure 6.2.3.1.To record this spectrum the first mass filter wasaitransmission mode. The
mass spectrum shows the abundances of carbon adtmns presented in the experiment.
Intensities of odd carbon cation chains are we#kan the even ones. The concentration of an
ion decreases with increasing number of carbon st@uantitatively, the number o€, H7
ions is 300 times less than the numberCoH; ions. Each mass peak has a fine structure
corresponding t€,H¥, C,H3, C,H*and C; ions f=4,6,8,10,12). The most intense mass peak
is assigned to th€,HJ species (Figure 6.2.3.1(b)). When the cation dénest was mass-
selected and all the potentials on the apparatue wetimized, it was possible to trap
approximately 3000 cations. Spectra were obtainesingu a two-colour, two-photon
photofragmentation technique. The first colour wasable radiation from a Nd:YAG pumped
dye laser (bandwidth 0.15 &h). lons excited by the first colour were sequélytiprobed by
fixed radiation from an OPO laser (bandwidth 5%ym The pressure of the buffer gas was
[1.0° mbar. The frequency of the second colour was ¢hosa way such that the sum of the
frequencies of the first and the second colour eded the photofragmentation threshold. For the
second colour, photon energies of 5.05, 5.17 e\éwhpsen for HGH" (=4, 6), respectively.
For theA?I1, — X?I1, andBZII, — XII, transitions of HgH", photon energies were 4.35 and
4.68 eV. The overlap in time of the two photons wastrolled by a fast photodiode connected
to a digital oscilloscope. The overlap in spaceth# two laser beams was established using
diaphragms, and the alignment was optimised by mizikig the fragment signal. After resonant
excitation dissociated products were released filoenion trap by lowering the exit potential.
The second quadrupole was tuned to a fragment amakthe resolution was decreased to collect
the signal from all daughter ions correspondindass of G, C;H and GH,. Spectra were
obtained by monitoring the yield of fragment catidny a Daly detector while the first colour
was scanned over the transition. In order to agatdration, the laser power was reduced to less
than 100uJ.
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Figure 6.2.3.1. a) Mass spectrum of ions createclegtron impact ionization of diacetylene.
b) Fine structure of the mass peak, in the masgeansf 118-126 m/z (corresponding to the
Ci, CioH', CioHS and CiyH3 cations). The calibration of the mass spectrunshisted by
0.32 m/z.

6.2.4  A*Il, — X*II, transition of C;oH3
The observed origin band of tIzﬂéHg — X211, transition of C;,HJ cation is depicted in

Figure 6.2.4.1 The dashed line represents the simulation obtiggn band at 20 K performed

with PGopher [84]. In the simulation the Lorentzian contrilmmt was set to 0.45 ¢
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Figure 6.2.4.1. Experimental spectrum and simwolat{dashed line) of the origin band of the

A*Il; — X*?1IT,, transition of C;oH; at 20 K, where the Lorentzian contribution to linewidth is

0.45 cn.

The observed origin band could not be rotationaélgolved with the present laser
bandwidth. Two spin-orbit componentsIl,,, — *I;,, and M3, — °I3,, are expected,
where the intensity ratio depends on the initigbydation in the ground state. The separation
between twd)'=Q"=3/2 and Q'=Q"=1/2 is the difference between two spin-orbit ¢ants in
the ground and excited stateSA=-3 cmi). Since the LUMO is more than half-full in the
X2M(n*73) and A%TI(n3n*) states, the spin-orbit component wig3/2 is lower in energy.
Based on thermal population at 20 K, the expeatative intensity of the transitions originating
from Q'=1/2 are about 18% as comparedQt=3/2. As a consequence, th?eﬂl/2 — 2H1/2
transition is hidden under the unresolved P braxiche more intensél'lg/2 — 21'[3/2 transition
but is partially responsible for the shoulder oledrnear 12259.4 ¢ which liesd3 cni’ to
the red. Simulations at different temperaturespaesented ifrigure 6.2.4.1lusing the rotational

constants reported in Ref. [87].
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Figure 6.2.4.1l. Experimental spectrum and simuati(dashed line) of the origin band at
different temperatures, with Lorentzian contributido the linewidth is 0.15 ¢l The
simulations in a), b), c¢) and d) were performedhgsihe temperatures of 10, 15, 20 and 25 K,

respectively.
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Figure 6.2.4.1ll. Experimental spectrum and simigat(dashed line) of the origin band with
different Lorentzian contribution. In all spectrdhet Gaussian contribution is 0.15 ¢m

(bandwidth of laser) and Lorentzian contributiorajs0.0, b) 0.15, c) 0.45 and d) 0.55triThe

temperature is 20 K.
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By usingPGopherit is possible to simulate the rotational struetof the transition with
both Lorentzian and Gaussian contributions. Indgkgeriment the resolution of laser used was
0.15 cm'. From simulations it was concluded that the déffertemperatures effect the full width
at half maximum (FWHM) of the origin band. At thanse time the dip between observed P and
R branches is almost determined by the Lorantzcontribution to the origin band, see
Figure 6.2.4.1ll At the Lorentzian contribution 0.45 ¢hihe simulated dip is matched with
experimental one and Gaussian contribution doegffett the simulated origin band, i.e. when
the Lorentzian contribution is 0.45 &nit does not matter if the Gaussian contributio ism*
or the laser bandwith used (0.15 8mThe last fact leads to the conclusion that expemtally
observed spectrum is not power broadened andothtional temperature is in the range of
15-25 K. Indeed, at 10 K the FWHM of the simulatemin band is less than in the experiment.

The relative intensity of th&@"=1/2, AQ=0 band is about 0.1% of th@"=3/2 component.

However, the experimental spectrum exhibits a setadlorption feature at this position. At ca.
20 K the fitted origin band matches the experimleatee; but S/N ratio in the experimental
spectrum does not allow a clear determinatibnthe temperature more accurately than
within 5 K and the FWHM of the origin band is ab@.2 cm".

The laser power used to obseAA], — X*II, electronic transition was less than 100
The same power of the lasers was used for all measunts. Therefore, it is believed that all the
other origin bands are free of power saturation BMWHMSs present the natural bandwidths.
Thus, the bands can be comparable with absorpg@tufes of astrophysical relevance directly.

6.2.5 E*Il, — X*II, transition of C;oH3

The spectrum obtained for theEZHg—XZHu transition ofC;,H3 in an ion trap is
presented irFigure 6.2.5.1 The broad spectrum presentedFigure 6.2.5.1(c)is a spectrum
obtained in a neon matrix at 6 K [98]. The mosemnse band is located at 275 nm. The shift
between the most intense band obtained in theramand in a neon matrix is about 650°tm
(matrix shift). Taking into account this ghithe two spectra were superimposed in
Figure 6.2.5.1(b) The weak transition of the matrix spectrum is achat with the 255 nm

transition and the shoulder of the intense broauk e matched with the transition at 275 nm.
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Figure 6.2.5.1. a) TheE?Il, — X*II,, transition ofC;oH; with the assigned origin

band at 20 K. b) spectrum in a) superimposed bysftexctrum obtained in a neon

matrix and c) spectrum observed in a neon matakei from Ref. [98]).

The spectrum obtained in the ion trap shows vibri structure in th&*I1, state where
the most intense peak was detected at 270 nm p€&his cannot be assigned to the origin band of
E*T1, — X*I1, electronic transition as there are bands locatedids the red, separated by
[650 cm'. Trapped ions have a temperature of approxima6lyK, hence these transitions
cannot be hot bands from vibrational levels in gneund electronic state populated at this
temperature. In addition, these absorption featwrasnot be assigned to highly excited
vibrations of theD?II, electronic state ofC;,H; cation due to the energy separation between
the D*I1, andE*I1, states. Although the position of tRéII, — X?IT,, transition is not known,
it is possible to estimate the energyBﬁHg state. Indeed, for linear carbon cation chains the
positions of the origin bands are approximatelydirty dependent on the number of carbon
atoms in a molecule [97]. Using the positicofs the origin bands of the*Il,,, — X*II, /g

electronic transition o€,,HF andC;,HS known from studies in neon matrices at 6 K [98§
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position of the origin band of the*I1, state ofC;,H; cation can be estimated to bé50 nm
corresponding to 22222 émThus, two electronic stateB*I1; andE*Il, are separated by
114000 cril.

Vibrational frequencies of higher excited electmositates do not differ much from
calculated ones for the ground state, i.e. the gé&gnof the species do not change much for
D2I1.. A%1I states [98]. Therefore, the calculated 14000 separation is believed to be too big
to have a good Franck-Condon overlap of the tots§ljnmetrical wave function in a ground
state with highly excited vibrations &f*I1, state. Thus, it is assumed that the observed weak
transition at 285 nm is the origin band and thekmeas of this band can be explained by a small

Franck-Condon factor with a significant geometramfje of the molecule in th'_ézl'lg excited
state. Therefore, the vibrational assignment of BhH, — X*IT,, transition ofC;oH; was not

possible based on the ground state frequencies.

6.2.6 B%Il, — X*II,, transition of C;oH3

The searches of the origin bands were based onxndatia. The band position is known
with uncertainty of the matrix shift, which is tgailly about 1% of the observed transition
energy. For the?Il, — XII, transition ofC;oH; located at 15403 chmatrix shift is about
150 cm. Thus, one has to scan within 150 taround the 15403 chposition. If the transition
is found, it is necessary to check that this isane@tbrational/vibronic one, i.e. scan towards the
red within 150 crit. When no other transitions are observed, one saigra the absorption
feature to the origin band.

The origin band of thele'Ig—XZHu electronic transition ofC;,HJ is presented in
Figure 6.2.6.1 The band is split into three components whichsaarated from the most intense
one by 12 cnt and 22 crit, respectively. DFT and CASSF level of theory caltiales have been
performed using different basis sets (6-311++G(gp)l TZV) for the ground state. The
frequency of the lowest, bending mode of thé,,H} cation was calculated to &40 cm®
(41 cm' (DFT) and 38 cil (CASSF)). Thus, these two features are not likelye one and
double quantum excitation of the lowest vibrationade. However, ther, bending mode
coupled withlq electronic states can be split due to the Rene#eiTeffect and transitions

arising from these components may appear. Nantehgs been assumed that the most intense
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transition can be assigned to the origin band awal @absorption features are likely to be

?Sa12 < 28 pand ?Ag g, < A5, dipole-allowed vibronic transitions.

1 J N 1 B T 2 I = 1
15450 15460 15470 15480 15490 15500

Vem'!

Figure 6.2.6.1. Origin band of thR*TI, — X*II,, transition with two absorption features.

6.2.7 Origin bands of electronic transitions:
C*Il; — X*IN, (C4oH3), B*II, — X*M, (CgH3) and
D*Il, — X*II; (C42H3).

The origin bands of:C*II; — X*I1, (C1oH3), B*IT, — X?II, (CgH3) and DI, — X*I1,
(C,,HF) electronic transitions are presentedrigure 6.2.7.1. The obtained FWHM of the origin
band of theB*II, — XTI, transition ofCgH; is 4:0.5 cm'. For theD2I1, — X?Tl, transition of
C,,H3 and C2I1, — X211, transition ofC;oH3 the FWHMs are28+2.5 cni* and 3@&2.5 cnt',
respectively. The origin band oB2II, —XZHg electronic transition ofgHJ is split in two

components, which are attributed to rotational B Bnbranches. The separationi4d.6 cm.

Although, this separation is barely visible in #pectrum because of the noise in the experiment,

AvZhc

it is possible to estimate the rotational tempegatby the formuld = v for linear
molecules [100]. This estimate is based on assomhiat in theB2I1,, state the geometry of the

86



molecule does not change significantly. Indeed, riditio of the rotational constant B the
excited AZ[l, state to the rotational constaritiB the ground staﬂézr[g is 1.011
(Table 6.2.2). For the separation of about 1.6 tand rotational constant B of 0.02 ¢rthe
calculated rotational temperatured®3 K (310™8.6010%7/1.3810"%0.021.6/8), which lies in
the range of temperatures expected for the expatsn@erformed in our ion trap. The origin
bands ofC?II; — X?II, and D?II, — X*II, transitions are broad and do not exhibit any fine
structure. The bands are not rotationally resolbedause of small rotational constants. In

addition, lifetime broadening might occur as resiilintramolecular processes.

W | A o

5 1760 176S6 1G60 17665 TR0 T6T5 e 17580 17680 1770 17760 WED 1900 162 180 1860 180 1870

Vem'

Figure 6.2.7.1 a) Origin bandf the a)B*Il, — X*I, transitionCgH3 , b) C*I1; — X?I1,

transitionC;oH3 and c) D?I1, — X*Il, transitionC;,H3 .

6.2.8 C*Il, — X*II, transition, CgH3

The origin band of theC?IT, — X*I1, transition ofCgH; is depicted irFigure 6.2.8.]
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Figure 6.2.8.1. Origin band of th@?Tl, — X?I, transitionCgH3 .

The origin band of the?Il, —XZHg electronic transition of CgHY is split into two
components. The separationd42 cm®. Although they appear to &d R branches for a linear
molecule, this cannot be the explanation; a sime&imate usindg] 12 cm* separation and a
rotational constant BD.02 cn* leads to the temperaturgl 1200 K which is not possible. As
shown forC,,H3 the temperature of ions in the trap is in the eaofj15-25 K. Very likely the
absorption feature lying close to the origin isighly excited vibration of thé?2I1, electronic
state. Indeed, the energies separation of the teairenic state82I1, and C%II, of CgHJ is
only 02550 cn[97-98]. A DFT (6-311++G basis set) normal modelysia performed for the
CgHJ cation for ground state gives 2500 twibration of oy symmetry. For the excited state
this frequency is likely to be different and mag tiloser to th@®) band. Thus, the less intense

peak is assigned to a vibrational excitation of Bfél, state.

6.2.9 Cooling dynamics

The population of the excited state was probedddgyihg the length of time between the

excitation and fragmentation laser. The obtainechyecurves are depicted Figure 6.2.9.]
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The maximum of the signal was detected with 26u81time delay between the VIS and UV
lasers forAZHg state Figure 6.2.9.1(a). The decay constant i$64 pus. In contrast, the decay
curve obtained for th@zl'lg state appears at a delay ofu® with all9.1 us decay constant

(Figure 6.2.9.1(b). Uncertainty of the time measurements was abmst 5

b)

Signal

Figure 6.2.9.1. The observed decay curves for @) dhigin band of thed®/l;, — X?II,
electronic transition and b) th@J band of theB?Il, — X*II, electronic transition of

CioH5 .

The large polyacetylene cations do not fluorescefibe lifetimes of the first excited
state forC,H,C,HF and CgH} have been measured to be 71, 17 and < 6 npeatdgely
[101-102]. As the observed FWHM for all origin barare greater than 2.2 €nthe lifetime of
the excited states is expected to lie in the 186ggcond range. The decay curves of the excited
states exhibit different behaviour. The observethgieconstants for tha’Il, andB®I1, states
are[164 and Qus. Estimate of the collisional rate based on Lamgtheory in the presence of
[010° mbar buffer gas leads 010 collisionfis. Thus, the long decay curves are likely related t
the deactivation process by the collisions of tepwns with buffer gas. The same deactivation
process for the first exited state@f,H was studied previously [35]. However, the maximum
shift was not observed [103]. The energy of the@sdprobe photon was the only difference in
the experiments (in the present work 4.5 eV as @vatpto 5 eV). It is assumed that this 0.5 eV
additional energy distributed among the 31 vibralooscillators ofC,,H5 cation leads to

different photofragmentation rate and is likelypessible for the observed 2648 shift.

The first colour excites the cation after whiclstfantra relaxation process can either

leave the molecule in a highly excited vibratiotealel of the ground state or in a close lying
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quartet state [35]. Thedd,, 4l'[g quartet states were theoretically investigatedtlie C,H>

andC¢H3 cations. It was shown that the quartet stateabimveA “I1 state [96]. However, the
quartet states drop closer to the double statéiseasn is bent. Therefore, they may play role in

the observed decay curves.

6.2.10 Conclusion

The summary of the results are presentethiple 6.2.10.1.

A ,nm? A, nmP 7, cmtt [FWHM, cmi*®| Transition
CgHy" 568.5 566.22 0.02 [17661+ 0.5 4+0.5 B3I, — le_lg

495.2 494.56+ 0.03| 20221 8+x1 c%n, — le_lg
CioHy" 815.4* 12264* 2.260.2 | AN, — X211,

649.2 646.66+ 0.02 | 15464 0.5 4+0.5 B2I1, — X?IT,

567.3 566.1+ 0.1 |17664t2.5 30+2.5 |[C*Mg—X?II,

CioH2" 538.5 536.1+ 0.1 | 18646:2.5 28+25 |D?I, — X,

Table 6.2.10.1. Observed wavelengths of the fexe origin bands.

2 Studies in neon matrices at 6 K.This work* Previous study in an ion trap [35].

Five origin bands of higher excited states of podtglene cations have been observed by
two-colour, two-photon resonance-enhanced photodiggon spectroscopy for the first time in
the gas-phase. The observed ions have a rotatiemglerature in the range between 15-25 K

which allows a direct comparison between experimemd astrophysical data. Although no

90



matches were found between the experimentally ehted origin bands and any known diffuse

interstellar bands [10, 104-105], some conclusaarsbe made.

The first is that the FWHMs of the origin bandshifher excited states increase with
increasing electronic excitation. This was illustth with theA®Il,, B*Il, and C*Il, excited
states of GH," cation. For GH," only two B2I1,, andC?Il,, excited states were measured and
compared. The same behaviour was observed: the FWHile origin band of?Il, excited
state is greater than the FWHM of the origin bahd#1, state (4 as compared to 8 tm
Another conclusion is derived when the FWHMs of dhigin bands of the same electronic state
are considered for different cations (48" n=4,5,..). In case ofdEl," and GoH," the FWHMs
of the origin band of thB?I1,,, excited state arg4 cm®, whereas for th€2Il, excited state of
CioH>' the FWHM is greater than ing8,", 30 and 8 cfl. Thus, the bandwidth of the transition
of the CZHu/g state increases with increasing number of carboms in the molecule. In
contrast, the observed bandwidths Bffrng/u state are the same and do not change or change

slightly with increasing number of carbon atoms.

The study of the FWHMs of the bands is important fieolecules of astrophysical
relevance. A pseudo energy diagram showing locatiomterstellar absorption bands versus
their FWHM in the DIB range 400-900 nm is presdnteFigure 6.2.10.1 [106].Roughly, the
FWHM distribution can be divided into thredasses: very broad (15-200 ¢nbroad (3-
15 cm') and narrow DIBs (1-3 cif). Most DIBs are concentrated between 1.56 anfl 8\2
(550-795 nm); very narrow DIBs above 2.25 eV; aad ery broad DIBs above 3.0 eV. For the
spectral range in the present work DIBs have FWHM4-5 cm*. Accordingly, only the origin
bands of theB?Il,,, — X*II, 4 transition of GH>" and GgH,' cations fall in a class relevant for
DIBs. The origin bands of thé&*Il,,, — X*II, ;g andthe D11, — X*II, transitions are too broad.
Although no direct matches were found between dperementally determined origin bands and
any known diffuse interstellar bands, based on examtal FWHMs ofB®Il,,, states we

assume that these of 8, and G4H," cations are of DIB relevance.
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Figure 6.2.10.1. Histograms of energy and FWHMrdsition of DIBs. The FWHM distribution
has two or perhaps three peaks, while the energtrildition has a broad maximum between
1.56 and 2.25 eV. (Histogram is taken from Ref6])0
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6.3 C,H;3Cl* cation

The original aim was to record the electronic spewatof C,HJ in the gas phase, which
was previously measured in a 6 K neon matrix [ZHe origin band of the\*IT, — XTI,
transition ofC,Hj is located around 599.5 nm. In order to produeeditid carbon cation chains,
diacetylene precursor was used. The mass 86 mfespanding toC,H3 was selected with a
first quadrupole mass filter following the mtlard procedure described iGhapter 5
(Figure 6.3.1)

Figure 6.3.1. Mass spectrum of diacetylene withasspeak centered around 86 m/z.

Both quadrupoles were calibrated using Kelectron ionization) and compared with the
mass spectrum from NIST Mass Spectrum Data Cedf@r][Figure 6.3.11(a) presents the
spectrum of Ki taken from the database afijure 6.3.11(b) was the one obtained during
calibration. The positions and intensities of thessipeaks are matched. R2C2PD spectroscopy
was applied to record the origin band. The photpfrantation loss channel okl€ (37 + 2 u)
was monitored. However, no transition was obserasmlind 599.5 nm but an unexpected
transition with the origin band located near 521 wais obtainedKigure 6.3.1l1). As neon
matrix shifts are normally less than 1% of the $raon energy [99] which in case of a band
around 599.5 nm is about 166 ¢nTherefore, it was concluded that the obtainedtspe was
not the spectrum of linedr, H .
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B

Figure 6.3.1l. Mass calibration a) spectrum of Kirom NIST database (Ref.[107] ) and b)

experimental mass spectrum obtained in an ion trap.
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T T T N T T I 1 T

T 1 T T T T 1 T
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Figure 6.3.1l Observed electronic spectrum witk tirigin band located near 521 nm.
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The electronic spectrum recorded in the experingfiws rich vibrational structure.
After the peak around 521 nm no transitions wergeoled to the red up to 600 nm. Therefore,
the peak was assigned to the origin band and #e&rsin could be obtained by using one visible
colour with the power of 0.5 mJ. The dye laser WitB5 cni resolution was used to rotationally
resolve theédd band Figure 6.3.1\).

1 ' 1 L4 1 L ] . 1 L) 1 = ] L] 1
19178 19180 19182 19184 19186 19188 19190 19192
~ -]
viem

Figure 6.3.IV. Rotationally resolved origin banatéged at 19186 cth

6.3.1 Rotational analysis

The origin band has a well-resolved K-structure ahis not a feature for a linear
molecule as expected for the line@fH cation. It was assumed that diacetylene was
contaminated in the chemical preparation becausehlarinated precursor was used.
Accordingly, the presence €f,H;Cl* at the same mass of 86 m/z in an ion trap wasesigg.

In order to explain the experimentally obtainedad®FT calculations were made (basis set for
open-shell molecules was b3lyp/(6-311++G(d,p))) tfer ground state. The results of different
isomers ofC,H;Cl* with A,B,Crotational constants are presentedale 6.3.1.1 Altogether,
five isomers were obtained. From the calculatidn®llows that the isomer A has the lowest
energy.
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Isomer Energy/eV | A/ GHz | B/GHz | C/GHz
D | 0.345 7.106 3.047 2.132
J‘a..,}
ol
Rl
C | 0.186 43.245 1.399 1.355
¥
>
LA = = ’
2
& 5 B | 0.045 9.472 2.486 1.969
p =
9 <9
@
J
Lin | 0.043 26.621 1.547 1.464
¢
e |
: @
@ ‘.,_J
J
A |0 45.747 1.545 1.499
J
e
=
, 99 >

Table 6.3.1.1. Relative energies and rotationalstants of C,H;Cl* C; symmetry isomers of
the ground state.

Although it is supposed that in an ion trap at kwperatures of about 20 K, isomer A
has to be observed as it is the lowest energytiaddl information can be obtained from the
resolved structure of the origin band. Startimgth the rotational constants presented in
Table 6.3.1.1,it was possible to simulate the band profiles of thfferent isomers using

PGopher[84]. The three principal moments of inertia oé ttsomers differ; the isomers were
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classified as asymmetric tops. In the simulatidms tnodel of the rigid rotor was used and

centrifugal distortion was not taken into account.

Mcm

L
e
A

19178 19180 19182 19184 19186 19188 19190 19192
T

Vv/em

Figure 6.3.1.1. Rotationally resolved origin banddasimulations of different isomers at 20 K
(a-type rotational transitionfA’-*A’ and?A”-*A” electronic excitations.
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With PGopfer it was possible to set the symmetry of the mokecids), rotational
constant of ground and excited state and typeaoisttion @,b,9. In the fit only the rotational
constants of the excited state were varied. Thieditprocedure included about 800 rotational
lines was considered converged when residual em@ne [J 0.1 for all isomers. Relative
intensity of the lines and separations/positionstteg bandheads were controlled and the

temperature of simulations was set to 20 K as maypotational temperature of ions.

A — LUMO

Figure 6.3.1.11. MO diagram withA’-*A” and*A”-*A” electronic excitations.

Results are presentedfigure 6.3.1.1 Firstly, it was not possible to fit ti band with
the constants of isomer B, C and D; only the sitmafor isomer B is depictedr{gure 6.3.1.1)
As a result the band of isomer B has differenttiadaintensities and the bandhead separations.
At the same time, for isomer A and the linear isgniiee fitted spectra exhibit a much better
agreement with the experimental spectrum. The sitimuis were performed for an a-type
ZA'-’A" and A"-A" electronic transitions. With other types of rasatil transitions and
electronic excitations the fit procedure did nonwerge. The MO diagram based on DFT
calculations for the ground state is depictedrigure 6.3.1.1l. As singly occupied molecular
orbital (SOMO) has A symmetry, hence the ground electronic staféfsand therefore, it has

been assumed that the possible observed electrangition in the experiment fA"—?A".

The obtained rotational constants of the excitedesfor the linear and isomer A are
presented ifable 6.3.1.11

98



AIGHz B/GHz CI/GHz
A 45.75 1.54 1.50 ground
“e state (DFT
009 values)
48.95 1.46 1.44 excited
state (fitted)
1.07 0.95 0.96 excited/ground
Lin | 26.62 1.55 1.46 ground
2 state (DFT
o o values)
b 29.98 1.42 1.40 excited
state (fitted)
1.12 0.92 0.96 excited/ground

Table 6.3.1.1l. Obtained rotational constants a@fireers.

From Table 6.3.1.11,it follows that the isomer A has the closest rotal constants in the
excited state to the rotational constants in tloengd state. For example, the raticfotonstants
for the isomer A in excited state to the groundesia 1.07. At the same time for the linear
isomer this ratio is 1.12. Thus, it has been assluimat isomer A and the linear isomer are likely
responsible for the observed origin band in theeeinent and théJ band was assigned to an

a-type A"-?A" electronic transition of thé,H;Cl* cation.

99



6.4 Anthracene and naphthalene radical cations

Naphthalene (Nj) and anthracene (Apradical cations were chosen as representatives
of the polycyclic aromatic hydrocarbons (PAH), mayipotential for astrophysical interest
(Chapter }. Accordingly, R2C2PD spectroscopy, which was &ggpko linear carbon chains,

was chosen to probe the electronic transitionsAdd Reations.

a1 s 1 . 1 L 1 . 1 . 1 . 1 . . 1 - 1 - 1 . 1
680 685 690 695 700 705 710 715 720 725 730 735 740
A/nm

Figure 6.4.1. TheD,( ?4, ) « Do( *B,,) transitionof An" at 708 nm. The power of the

scanning laser was a) 2.4 b) 1.1 and c) less tBahmJ.
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The D,(?A,) « Do(°B,,) transition of AA was observed at 708(%B5 nm
(Figure 6.4.1) The second colour was 5.4 eV (230 nm) with a paf®.5 mJ per pulse and the
FWHM of the transition has a strong, non-linear powependence upon the first colour. The
FWHM for different laser power was 16 nm at 2.4 mJ,J8 nm at 1.1 mJ and 5 nm when it
was less than 0.2 mJ. Amations were thermalized with cryogenically cooledffer gas,

therefore ions have a temperati20 K.

R2C2PD spectroscopy was not possible to realiz&\lfr Although, the second colour
was varied in a wide range of energies 5.9-4.1 ZM0300 nm) and the two laser pulses were
overlapped in time and spatially. However, usingtaphoton, one-colour photofragmentation
spectroscopy was possible to obtain Ih€ *Bs,) < Dy(X °A,,) transition of Np at 672+1.5
nm when 5 mJ of laser power was usédjre 6.4.1). Already with a power of 3.5 mJ the S/N
ratio was below the detection limit. The measurédHM of the transition was broad ant6.5
nm. The measurement of Npas performed at room temperature, and in botle@xents the

photofragmentation loss channel gHz; was monitored.

AN

664 666 668 670 672 674 676 678 680
Anm

Figure 6.4.1. TheD,( *B;,) « Do(X ?4,) transition of Np at 672 nm.
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Species Conditions Alnm FWHM/nm
Np' Gas phasé 670.73+0.06 1.63
Np’ 22 ion trap® 672+1.5 6.5¢1.5
An’ Gas phasé 708.76:0.13 4.75
An’ 22 ion trap° 708.520.5 540.5
An" | REMD in an RF [712 70

ion trap”

Table 6.4.1 Absorption band maxima for Nand A cation observed in supersonic jets
[108] @ REMD [32]" and 22 pole ion traf.

Table 6.4.Ipresents a summary of the results obtained inwiaik for Np™ and Ar
cation compared to results observed by CRDS [108] lay resonance enhanced multiphoton
dissociation (REMD) technique [32]. The latter hwifjue is related to the multiphoton

dissociation of A by intense laser radiation.

Rotational and vibrational temperatures in the CRE&$eriments are believed to be
larger than 50 K [108]. This assumption was argoechuse a larger FWHM than expected was
observed for the transition of AnHowever, based on the previous results obtaineahiion
trap, it was assumed that the *Agation was thermalized to 20 K [34, 49]. Thus, the
experimentally observed band with FWHMs nm can be directly compared with diffuse
interstellar bands. The FWHM of a close-lying DIB788.7 nm is only 0.2 nm, whereas the
present work has a band at 7G81% nm. Although at the proper position, it is 5 brmad and

almost a factor of 25 wider [104]; therefore, the" &ation is not of DIB relevance.

There are many reasons why only a few PAHs have besasured in a 22-pole ion trap
by means of two-colour and/or one-colour multi-gimotechniques (i.e Arand Ng cations) and
they can be understood. The resilience of PAHs tdwlacomposition is due to their high bond
energies and many degrees of freedom. Photodis®ocexperiments on pure PAH cations have
shown that decomposition process goes throughniatiecular vibrational redistribution (IVR).
The absorbed energy is subsequently distributechgrabl vibrational degrees of freedom of a
molecule, where the phase space of microscopiessiatdefined with equal energy. A molecule
explores these states randomly through IVR. If éhergy stored in one particular degree of
freedom is higher than the dissociation energyisfibond (e.g., about 3.8 eV for a CH bond in a
PAH cation), then it undergoes photodissociatiorcleavage of a specific bond. Characteristic
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rates of infrared emission from excited vibratiotalels of aromatic neutral or ionic species
have been determined experimentally to be in thged-16 s*. A critical energy is entered as a
parameter where the dissociation rates are lessahaqual to 19s, i.e. below which infrared
radioactive relaxation will dominate over fragmeiaia [109]. The dissociation rate depends
strongly on internal energy stored in vibrationabdes [110]. For example, to dissociate
coronene cation with a dissociation rate of €§ more than 10 eV of energy is needed. Another
feature of PAH photofragmentation is the differlrss channels. Experimentally;H; loss has
only been observed for small catacondensed PAHSs ant open skeleton (e.g. naphthalene,
anthracene and phenanthrene), whereas for theopdenced PAHs (e.g. coronene, pyrene and
coronene) the dominant loss channel is atomic lgeiro[111-112]. Attempts to obtain the
electronic spectrum of the coronene cation wereiccessful in a 22-pole ion trap, although the
H channel loss was monitored. The two-colour, twotpn technique is limited by the laser
radiation of an OPO. Namely, the sum energy of plwotons leads a total energyl08 eV. This
energy is enough to dissociate benzene, naphthaati@acene radical cations but already with
pyrene cation this becomes more difficult. In orteinitiate fragmentation, at least two UV
photons have to be absorbed in addition to the &ire within the visible region. Another
difficulty derives from intrinsic transition bandeth for the electronic transitions of several 10s
cm® [108, 113]. This fact leads to the conclusion faat non-radioactive processes (of the order
of 050 fs) occur in the excited PAH cations. Thushwianosecond lasers is not possible to
probe the excited states. Some other states haue tased to drive the molecule above
photofragmentation threshold but these statesa@trenown because of lack of experimental and

theoretical investigations.

From the spectra obtained using the REMD technifiiras been observed that there is a
disadvantage of resonance multi-photon photofragatien spectroscopy. The efficiency of this
technique is strongly dependent on the laser p@mdrseveral photons are needed to produce
photodissociation channels. The photofragmentata for the naphthalene cation is calculated
to be 18 s at 7 eV internal energy and’1§" at 8 eV for the gH. loss channel, whereas the
critical energy to dissociate the cation is ca.e/3110]. In the case of the Npation, this leads
to the absorption of more than 4 photons. The ahisor of many-photons and high power leads
to saturation of the recorded band. As a resulFW#HM is very broad, and for Arcation , it
has been measured by REMD to be approximately 7@tmeom temperature [32]. In a 22-pole
ion trap, REMD spectroscopy for the Ngives a FWHM of about 6.5 nm at room temperature,
whereas CRDS gives 1.5 nm [108]. Thus, the res@analti-photon photodissociation
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spectroscopy does not give a natural bandwidthetransition and the obtained FWHM cannot

be comparable with astrophysical observations.
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6.5 B*L} < X?Il, electronic spectrum of NCCN" in
the gas phase
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The B°X)—X"II,

absorption spectrum of NCCNT' in the gas-phase was observed using a

two-color, two- photon photodissociation lechmque This was measured at ~20 K in a 22-pole ion

trap with laser bandwidths of less than a cm™
with the origin band near 11 253 cm™

!, The spectrum shows distinct vibrational structure,
!, and the excitation of four normal modes in the excited state.

The rotational structure of the 00 band in the gas phase could not be resolved, indicating that the

B?

state has a lifetime of a iew picoseconds because of a fast intramolecular process. © 2008

Amenc‘an Institute of Physics. [DOIL: 10.1063/1.2989982]

I. INTRODUCTION

Cyanopolyacetylene chains have been identified in the
interstellar medium using radio astronomy up to HC“N.J
The centrosymmetric NC(CC),CN chains and their cations
are not accessible to millimeter-wave spectroscopy because
they lack a permanent dipole moment. However, their elec-
tronic spectra can be observed, making them of astrophysical
interest. Tons and large neutral molecules can have
electronic  transitions in the 400-900 nm region.’
NC(CC),CN* (n=1,2) are two such moieties with a band
system in the visible region.'u The origin band of the
[T+ X *II transition of dicyanoacetylene cation is close to a
diffuse interstellar band with a similar two peak contour but
the position differs by about 3 cm™

Cyanogen (NCCN) and its cation are two components
which make up the atmosphere of Titan,* ’ whereby the sun’s
UV radiation produces NCCN*. The latter has a X Hm %
ground state. Four excited states A 2+ B3 C’M, and

21_[ have long been known from photoelectron (PE)
spectloscopy and theory.'"? The tansitions from the
X 2l_lg ground state to the B, C, and D states are dipole al-
lowed. The cation has also been investigated by matrix iso-
lation spectroscopy, where its electronic'™" and infrared"
spectra have been recorded. In the neon matrix at 6 K, the
observation of the B-X ‘VJ’ -X- H transition is hindered

by theabsmplion bands of CN (A°T,+—X?=*%) and
C, (A H —Xx'zt ) causing spectral congestion and Icadmg
to an uncerlamty m the location of the origin band.'? The
photoelectron and photcnomzatlon 2 spectra are also broad.

The best resolved spectra observed so far are by a
PFI-PE measurement’ using a molecular beam and synchro-
tron radiation, though the resolution is still limited to
~12 cm™'. In the present work, a new approach to study
mass-selected ions at low temperature is used to obtain a
good quality absorption spectrum with a resolution of ap-
proximately 0.3 cm™'. The width of the bands in the ob-
served B 22:—){ ’[1, electronic absorption spectrum is lim-
ited by lifetime brozidening of the excited state. The method

Y Author to whom correspondence should be addressed. Electronic mail:
Jj.p.maier @unibas.ch.

0021-9606/2008/129(13)/134315/4/$23.00

129, 1343151

used a 22-pole trap to confine and collisionally cool the
cyanogen cations to 20—30 K prior to the measurement of
the absorption using a two-color excitation dissociation
approach.

Il. METHOD

The cyanogen cations were created using electron im-
pact (20 eV) of the neutral molecular gas. The apparatus
employed earlier'® was modified by incorporating a magnetic
bender which separates cations and neutrals after they exit
the source from a 0.5 mm pinhole (Fig. 1). The ions were
passed into a hexapole, subsequently mass—selected by a
quadrupole filter and then injected into a 36 mm long 22-
pole ion trap, based on the design of Gerlich.'” The mass
resolution was set to =0.5 u. The trap was filled with ap-
proximately 70 000 ions in 20 ms. There, the ions undergo
collisions with cryogenically cooled He gas (approximately
10 K) for 70 ms, thermalizing their rotational and vibrational
degrees of freedom.

The ions were probed using a two-color, two-photon
pump-probe technique. In this the ions were first excited by
one photon from a tunable OPO laser (0.3 cm™!) and subse-
quently fragmented by a second photon at 355 nm (6 cm™).
The two laser beams were overlapped in time and space for
the optimization of the signal. After resonance excitation the
dissociation products were released from the ion trap by low-
ering the exit potential. A second quadrupole mass filter
analyses and detects fragment ions. The spectra were ob-
tained by monitoring CN* as a function of photon energy.
Measurements of the 0f band in the B*X'-X ZHM.‘E
transition with a Nd:YAG pumped dye laser with a
0.15 cm™! bandwidth were also carried out.

Magnetic Bander Quadrupole HV Electrode

22-Pole Trap Quadrupole

Helium (& K}

Ton source Hexapole Photomultiplier Laser

FIG. 1. Experimental scheme of the ion trap apparatus.

© 2008 American Institute of Physics
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FIG. 2. Comparison of resonance two-photon, two-color spectrum of the
BT -X :HM‘K transition in a 22-pole ion trap (—20 K) and pulsed-field
ionization-photoelectron (Ref. 9) (300 K) spectium (made available by the
authors of Ref. 9). The photodissociation product CN* was monitored to
obtain the lower spectrum.

lll. RESULTS AND DISCUSSION

The spectrum was recorded using a resonant two-color,
two-photon  fragmentation (R2C2PF) technique in the
11000-13 800 cm™" range where the B *%}! X * 1, elec-
tronic tr ansmon is expected, based on the PFI-PE’ and ma-
trix isolation'? studies. A distinct spectrum is observed (Fig.
2) with good signal-to-noise ratio (20:1). The observed ori-
gin band is centered at 11 253 cm™'. This value is 32 cm™
lower than that reported in the PFI-PE study, quoted with an
uncertainty of 8 cm™”

In addition to the origin band. the spectrum in Fig. 2
shows vibrational excitation in the upper electronic state.
The ground electronic state X 21_1 is mverlecl with a calcu-
lated spin-orbit constant of aJound =55 cm™".? Thus, all the
transitions originate from v=0 of the lower level X ]_[3.,.2“&,
as the II,;;, component is not significantly populated
atl  ~20K. The vibrational assignment of the
B 2VW—X 1., , transition is shown in Fig. 2 and the posi-
tions of the band maxima are given in Table I.

The excitation of the two stretching modes »; and », in
the B 15: state is seen and the ‘Zé transition is the most in-
tense band in the spectrum. The intensities may be somewhat
distorted because this is not a linear absorption experiment.
Thus, the two small, unidentified bands to the blue of 2}
vibrational band become apparent because of saturation. The
27 band is also observed at 13380 cm™. The Franck—
Condon intensity distribution shows that the bond lengths in
the B 2+ and X H states are different. The theoretical
calculatlons. mdlcate that the C-C length remains almost
the same, whereas the CN bond decreases by 0.037 A. Com-
pared to the ground state, the v, frequency of 1066 cm™
increases from 956 cm™! in the X *II, state.” The increase
appears to result from the CN bond length decreasing. The
assigned 1, transition leads to v{=2287 cm™', whereas in the
le'[g state it is 2263 cm™' according to the PFI-PE data.”
The excitation of the v, and ¥ degenerate modes in double
quanta is seen at 11 799 and 12 032 cm™', respectively. The

J. Chem. Phys. 129, 134315 (2008)

TABLE I. Vibrational band maxima (+1 cm™) observed in the
BZE:—X 1“1-2« transition of NCCN* and a comparison with the PFI-PE
data. An asterisk (%) denotes unassigned bands. The last column shows a
reassignment of the absorption spectrum observed in a neon matrix. The

error limits given in Refs. 9 and 12 are =8 and =3 em™', respectively.

This work Fiem")
Assignment 7 (cm!) AT (ecm™!) PFI-PE" Matrix"
0p 11 253 11 285
52 11799 546 11 618 11 748
11 770
11 826
4 12032 779 12074 11982
12 000
12051
z 12319 1066 12 384 12 248
12270
12319
= 12 444 1191
= 12 562 1309 12502
12532
12586
2050044 12 837 1584
= 13230 1977
22 13 380 2127
I 13 540 2287

“Reference 9.
PReference 12.

inferred vibrational frequencies in the BEE: state are col-
lected in Table IT where they are compared to the X 21 . state
values from the PFI-PE study. The theoretically calculated 2
frequencies and symmetries of the three stretching and two
bending modes in the ground state of the cation are included
in the caption of Table II.

A comparison of the R2C2PF spectrum (~20 K) of Fig.
2 with that measured by the PFI-PE technique (~300 K) is
made in Fig. 2. Apart from the widths of the peaks due to the
different temperatures, there are irregular shifts in the fre-
quencies between the two sets of data (Table I). The 05, 2.
and 4(3, transitions differ by 32, 65. and 42 cm™'. respectively.
The discrepancies are outside the =8 cm™' error quoted in
the PFI-PE stud){.g The temperature difference (20 K versus
300 K) between the two measurements would result in a

TABLE II. Experimently determined vibrational frequencies (in cm™). The
calculated (Ref. 12) X:HI‘, state frequencies are 1'1(0':)=2300. vﬂo’Z):SUS.
vi(oy)=1789, vy(7,)=537, and vs(,)=240.

e NCCN*
X'z

NCCN® XL B2zt
v, 2330(3) 2262(10)° 2287(1F
7 846(6) 956(10)" 1066(1)°
v, 2158(1) 1818(20)"
v, 503(6) 3904
s 234(3) 2734

“Reference 19.

"Reference 9.

“This work.

4Dbtained by dividing double quanta excitations.
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FIG. 3. The origin band of the B *%}-X Il , transition of NCCN* re-
corded with (.15 em™" laser bandwidth. The first two peaks to the left are
the unresolved P and R branches, whereas the two bands above 11 256 cm™
are assumed to originate from a transition to the A :2; manifold.

shift of the band’s maximum of a few wavenumbers at most.
according to simulation of the rotational profile. The current
data, due to better resolution and calibration, are judged to be
the more reliable. Some bands in the PFI-PE spectrum have
a weak intensity compared to the spectrum in Fig. 2 (e.g., 5%
transition), probably due to the difference in the Franck—
Condon overlap in the two approaches. In the PFI-PE mea-
surement the electronic excitation originates from the X LZ‘;
ground state of the neutral using a single photon, while in
R2C2PF from the X zl_Ig state of the cation to the excited
state which is then followed by another photon absorption
and dissociation.

In Table I the absorption band maxima of the
B 2EI<—X gl_lg transition measured in a 6 K matrix'> are
given. In the latter study. the origin band was assumed to be
at 11 486(3) cm™!. The present data show that in the matrix
the origin band was not observed and it lies under the intense
CN absorption (A *TT+—X *3* v"=1), causing a misassign-
ment of the vibrational progression within the spectrum. This
leads to a reassignment of the observed bands and this is
given in the last column of Table 1. The unassigned band in
the neon matrix at 11769 cm™ corresponds to the 5 vibra-
tional band in Fig. 2, whereas that at 12000 cm™! is assigned
to the 4% transition. The 4% transition assigned in the matrix
at 12 532 cm™' is reassigned as indicated in Table 1.

The origin band of the B *3} — X ll_lg transition was re-
corded using 0.15 cm™' resolution. However, only the rota-
tional profile was observed as seen in Fig. 3. The rotational
profile can be simulated for a ’%-I1 transition, using the
calculated geometries.12 which corresponds to B”=0.156 and
B'=0.161 cm~'. One obtains two peaks separated by
~3 cm™! such as the first two bands in the experimental
spectrum; however, four peaks are observed. Because the
ions have been cooled to ~20-30 K, as has been shown also
in measurements of other ions,'* all the transitions originate
from the lowest vibrational level of the X H state and thus
a vibrational sequence transition can be exc]uded A possi-
bility for the occurrence of the two additional peaks to the
blue (Fig 3) is that they are due to a transition to the nearby
lying A E+ state, becoming vibronically allowed. The A *X*
and B >3} origin bands are separated by just ~2000 um’l.g
For a \f]blomcally induced transition to have intensity com-
parable to a dipole allowed one, strong intensity stealing

J. Chem. Phys. 129, 134315 (2008)

would have to occur. Thus, the interpretation of the four
peaks is tentative and a definitive interpretation will require
the help of high level theoretical calculations because the
rotational structure cannot be resolved.

The lifetime characteristics of the B Y} excited state
were followed by varying the time delay between the exci-
tation and fragmentation laser. The observed decay curve
was fitted with a single exponential with a constant of 35 us.
However, the B *X} lifetime as determined from the FWHM
(~10 cm™') of the 03 band (Fig. 3) corresponds to a few
picoseconds. Thus, the measured ~35 us decay constant
arises from the population of another state, quite possibly
A 32;’, following picosecond intramolecular vibrational re-
laxation from the B 2*+ state. The second UV photon is then
absorbed from the longel lived A EV: state and leads to the
CN™* fragment. ‘

IV. CONCLUSION

Dicyanocationic compounds may occur in the interstellar
medium but cannot be probed by radio astronomy. However,
the electronic spectra may be a way to observe these species
in space and terrestrial environments such as plasmas and
flames. The observation of the B ZE:—X 3l_l_,”.z‘g transition of
NCCN*, with an origin band at 11253 cm™, provides an
accurate band maximum in the gas phase and allows the
frequencies of four fundamentals in the B3} state to be
deduced. By using the PFI-PE adiabatic ionization energy
to the )('31'[m . state (13.3705 eV) (Ref. 9) and the
B 2+4—X I1, origin band transition, a more exact value for
the adiabatic 1omzat10n potential to the B 22+ excited state of
14.766(1) eV is obtained. Because of the short B 2§: slate
lifetime, a picosecond pump-probe approach may shed in-
sight into the dynamics and fast intramolecular vibrational
relaxation.
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The electronic absorption spectrum of NCCN™ in the gas phase was measured at ~15 K in a 22-pole ion
trap. The spectra show two band systems assigned to the C*IL,—X?TL, and D*I1,—X"II, transitions with
origin band maxima at 17 363 (3) and 33 409 (5) cm !, respectively. Both absorptions show distinct vibrational
structure with progressions in ¥; as well as combinations of double quanta excitations in v, and vs. Rotational
structure of the 08 bands could not be resolved, which indicates that the C*I1, and DI, states have a lifetime
on the order of a hundred femtoseconds because of fast intramolecular processes.

1. Introduction

The major molecules that form the atmosphere of Saturn’s
moon, Titan, are nitrogen and methane.! Small traces of
saturated and unsaturated hydrocarbons and cyano compounds
were also found during the Cassini mission.'? Cyanogen is
formed when nitrogen and acetylene are reacted by an electrical
spark or discharge.* In the outer atmosphere of Titan, sunlight
and high energetic particles from Saturn’s magnetosphere® cause
similar conditions. Cyanogen cation (NCCN™) can be produced
from the ionization of the neutral molecule.” The centrosym-
metric nature of NCCN' does not make it accessible to pure-
rotational spectroscopy because it lacks a permanent dipole
moment; however, its electronic and vibrational spectrum can
be observed, making it of astrophysical interest.

In the inner regions of circumstellar envelopes, many neutral
species have been observed through radio-astronomy; however,
near the outer edges, UV radiation changes the chemistry, and
some positive species are prevalent. This is also true in dark
molecular clouds where only long wavelengths of light can
penetrate. Small cations can be involved in many ion-neutral
reactions to form larger molecules, making for a plethora of
chemistry in molecular clouds and circumstellar envelopes.

NCCN' has a X1, , ground state with the ofoimiz}
electronic configuration. Four excited states A’ B*Z}, C7I1,,,
and DT, have been known from photoelectron spectroscopy®’
and theory.? ™! NCCN™ has been investigated by matrix isolation
spectroscopy, where its electronic!®!! and infrared'? spectra have
been measured. Transitions from the X°T1, ground state to the
B’Zf, CM1,, and DI, states are dipole allowed. In neon
matrices at 5 K,'"!! the observed C?IT,—X"T1, and D°TT,—X"TI,
transitions are broadened by site etfects and phonon side bands,
making a determination of frequencies and assignments of
smaller features difficult. The Djl_[ufle_lE transition measured
in neon matrices was overlapped by the absorption of CINC
(AA, — Xng). causing difficulties in the assignment of
individual bands.'

Photoelectron® and photoionization'? spectra of cyanogen are
quite broad; however, well-resolved band systems have been
observed by a pulsed-field ionization photoelectron (PFI-PE)
measurement’ using a molecular beam and synchrotron radia-
tion, although the resolution was still limited to ~12 em ™! In
the PFI-PE study, three excited states, A’Z}, BZ}, C*T1,,, have

* Corresponding author. E-mail: j.p.maier@unibas.ch.

been recorded; the DTI, state has so far only been observed in
a neon matrix.'" The most accurate study of the B*Z] excited
state to date has been via its B°Z}—XTI, transition using
cryogenic ion-trapping technology and a 0.3 em™! resolution
laser." The 0f band could still not be rotationally resolved due
to fast intramolecular relaxation resulting in a picosecond
lifetime. In the present work, the Czl_[u—le_Ig and D?TT,— XZH5
electronic transitions of mass-selected NCCN' have been
recorded in absorption at ~20 K in the gas phase and at a
resolution of approximately 5 cm™!. The width of the bands in
the observed transitions is limited by lifetime broadening of
the excited states. The method used a 22-pole trap to confine
and collisionally cool the cyanogen cations to ~20 K prior to
the measurement of the absorption of laser radiation using a
resonant one-color, two-photon dissociation approach.

2. Method

The cyanogen cations were created using electron impact (15
eV) of the neutral molecular gas. The apparatus employed was
described previously.'* The experiment incorporates a magnetic
bender, which separates cations and neutrals after they exit the
source from a 0.5 mm pinhole. The bender also serves as a
kinetic energy selector from the wide energy distribution of an
electron impact source. The ions were passed into a hexapole,
subsequently mass-selected by a quadrupole filter and then
injected into a 36 mm long 22-pole ion trap, based on the design
given in ref 15. The mass resolution was set to £2.5 u. The
trap was filled with approximately 3000 ions in 20 ms. There
the ions undergo collisions with cryogenically cooled helium
gas (ca. 8 K) for 60 ms, thermalizing their rotational and
vibrational degrees of freedom.

The ions were probed using a one-color, two-photon tech-
nique. In this the ions were first excited by one photon from a
tunable optical parametric oscillator (OPQO) laser and subse-
quently fragmented by a second photon. The laser beam was
directed through the center of the trap. After resonance
excitation, the dissociation products were released from the ion
trap by lowering the exit potential. A second quadrupole mass
filter analyzes and detects fragment ions. The C*11,—XI1, and
DI1,—X*IL, transitions were obtained by monitoring CN'" and
C7 mass channels as a function of photon energy. The power
curve of the OPO laser was fitted to a higher order polynomial,
and the intensities of the recorded absorption features are scaled
accordingly. The laser bandwidth was 5 cm™' within the visible

10.1021/jp906722k  © 2010 American Chemical Society
Published on Web 01/07/2010
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Figure 1. The origin band and assigned vibrational excitations within
the Czl'quXZl'IE transition of NCCN*.
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Figure 2. The electronic spectrum of the D[1,—X?I1, transition of
NCCN " with the assignments of vibrational excitations.

region, while in the UV it was 8 em '. The 0f band of the
C*TI,—X7TI, transition was also recorded with a 0.15 cm™'

bandwidth dye laser, without resolving the rotational structure
further.

3. Results and Discussion

The absorption spectra are the C*IT,—XT1, and D’TT,—X"TI,
transitions of NCCN' presented in Figures 1 and 2. Because
the temperature of the ion is ca. 15 K, the population of the
£2 = 1/2 spin—orbit component in the ground state is negligible
as Aw = —57.2 ecm '}’ therefore, all photoinduced excitations
occur from € = 372, and A = 0 transitions (Hund’s case a)
areobserved. Both C2I1, and DI 1, excited states are Renner—Teller
active, resulting in a complex pattern.

Using the PFI-PE’ and photoionization'* data, the phatof-
ragmentation dynamics in NCCN™" are deduced. The lowest
thermodynamic process is NCCN' + Ay — CT + N, (4.09 +
0.02 eV), and there is also an energetically higher fragmentation
channel, NCCN*t 4+ hv — CN* + CN (7.05 = 0.02 eV). In the
N; loss pathway, the energy required for dissociation is slightly
below the DIT,—X"TI, transition of NCCN™; however, sequen-
tial absorption of two photons from the laser radiation in the
CIL,—XI1, system is energetically sufficient to produce
fragmentation products.

3.1. Czl'l..—le'[g Transition. The CZI_L,—XEHg transition
arises from the excitation of a bonding m, electron to the 7,

J. Phys. Chem. A, Vol. 114, No. 4, 2010 1685

E/cm™
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~33000 | = = = = C,*+ N,
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9 342(12) A+
g
2
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Figure 3. Energy level diagram of NCCN* giving the v = 0 levels of
the states inferred from the electronic transition (B." C, and D) and
from the PFI-PE study (A).” Thermodynamic threshold is at ~33 000
cm™!

(HOMO) orbital, giving a ojoimiw} electronic configuration.
The most intense peak farthest to the red at 17 363 £ 3 cm™!
is the origin band (Figure 1). This is outside the error limit
of the PFI-PE value of 17 393 4 12 cm™".7 There is a small
absorption feature at 17 276 em™' (a in Figure 1) to the red
of the 0f band, which is most probably due to a symmetry-
allowed transition to the vibrational manifold in the B*Z)
state. In the absorption spectrum in a 5 K neon matrix, a
band red-shifted by ~100 em™' from the 0f origin transition
is also observed,"! thus excluding the possibility that the peak
a is a hot band. In the PFI-PE data, it is wrongly assigned to
the CT 32, v—X*ILsp, , transition, and, in the same study.’
the doublet structure was assumed to be a vibrational
progression in v2 (C—C stretch) of the C2T1, state caused by
the spin—orbit components, Q' = 1/2 and 3/2. The origin
bands of the B®E{—X°TI, and C°TI,—X’TI, systems are
separated by ~6000 em™' (Figure 3). making vibronic
coupling probable for the absorption band a in Figure 1. This
is similar to that in the B?Z!—X"I1, transition, where the
B, excited-state lifetime is on the order of picoseconds,'*
presumably due to internal conversion to the nearby AT}
(Figure 3).

The next most intense peak in the C°IT,—XI1, system is the
2} transition at 18 174 cm™". This corresponds to a vibrational
frequency of 811 = 3 cm™! for the v» C—C stretch in the CT1,
state (Table 1). This differs significantly from the neon matrix
value of 740 & 10 cm™','"! whereas in the PFI-PE a lentative
assignment of 788 & 10 cm™! was made.” If the assignment of
the transitions 2§ and 47 in the neon matrix spectrum is
interchanged, v'; = 844 4+ 10 cm™’ is obtained, although still
outside the error limits with the v", inferred here.

The two peaks to the red of the 2} transition are assigned to
double excitations in v; and vs (bending mades); 47 is centered
around 18065 cm™! and 53 at 17710 cm™'. From these
frequencies, ¥’y = 351 em ! and »'s = 173.5 cm ! are inferred.
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TABLE 1: Band Maxima (13 cm™ ") Observed in the
C?I,— X1, Transition of NCCN" and the Assignments
Made

Rice et al.

TABLE 3: Vibrational Band Maxima (5 cm™") Observed
in the D*I1,—X?I1, Transition of NCCN™ and the Suggested
Assignments

assignment #em™! Avlem ! assignment  #/cm- I Apfem™! assignment wem ! Adfem™!
a 17 276 18236 0f 33409
(1] 17 363 18 320 52 33736 327
17 390 2458 18517 1154 2 34 279 870
17 423 18 683 43 34 623 1214
17 500 2658 18 852 1489 2 35 060 1651
5% 17 710 347 2443 18 884 1521 2M3 35496 2087
17 821 18 948 1} 35597 2188
17 891 2 18995 1632 % 35762 2353
18 026 19 137 35929 2520
45 18 065 702 2354 19344 1981 253 36334 2925
18 085 1% 19468 2105 1524 36 466 3057
18 140 2843 19659 2296 36 627 3218
2 18 174 811 36 788 3379
2343 37212 3803
TABLE 2: Experimentally Determined Vibrational 1123 37324 3915
Frequencies (in cm ™) 17 37 8327 4423
NCCN? NCCN* 1423 38 251 4842
4450 em L.

X'zt X1, Azt BZ ¢ cd D¢

¥ 2330(3) 2262(10) 1860(40) 2287(1) 2105(3) 2188(5)
o B4G(6)  95G(10)  838(10) 1066(1)  811(3)  870(5)
va 2158(1) 1818(20)

o 503(6) 390¢ 351 607¢

ve  234(3) 277¢ 273 174¢ 164¢

“Reference 16. ”Reference 7. © Reference 14. ¢ This work.
¢ Obtained from double quanta excitations. Calculated'’ XTI, state
frequencies are: (a:.': C=N sym. str.) = 2300, v (a;': C—C str.)
= 808, 13 (au*: C=N asym. str.) = 1789, vy (x,: deform.) = 537,
and vs (T, deform.) = 240.

Using the interchanged values of 43 and 2} bands in the neon
matrix, v, of ~370 cm™! is obtained. There is also a progression
in 2445 and 258, where ¢/ = 1 and 2 (Figure 1). The 1} (C=N
symmetric stretch) can be clearly associated with the 19 468
cm ! absorption peak, ') = 2105 cm ! thus changing only by
7% from that of the ground state of NCCN™ (Table 2). Several
weaker bands within the electronic spectrum, marked as “#7,
are apparently due to the complicated nature of this Renner—Teller
state. These weak transitions are artifically enhanced by the
power of the laser used in the two-photon experiment. An
assignment of these features will require a high-level ab initio
treatment.

3.2. D’I,—X?II, Transition. In the DT, —X°I1, transition,
electronic excitation occurs from the 7, (HOMO) to the m,
(LUMO) orbital with the apokaiwim; electronic configuration
dominating the DT, state. The strongest peak to the red at
33409 cm ! is the origin band of the ' = Q" = 3/2 spin—orbit
component (Figure 2). In the absorption spectrum in a 5 K neon
matrix,'” the Of) band is at 33 522 4+ 5 em !, blue-shifted by
~110 em™! relative to the gas phase. The origin band in the
gas phase has a full-width half-maximum of ~30 ¢cm ™!, which
is broadened due to a fast internal process and/or predissociation
as the fragmentation threshold for the dissociative product
formation is exceeded.

The next two strongest features present in the D’I1,—X"T1,
system are assigned to the 2} (C—C stretch) and the 1} (C=N
symmetric stretch) transitions, which are located at 34 279 and
35597 cm™! (Table 3). There is a clear vibrational progression
in v;, where " — 1, 2, and 3 are observed (Figure 2). Treating
this as a diatomic vibration, one obtains e, and e, in the D11,
excited state to be 952 & 5 and 42 4 3 cm !, respectively. In
the gas-phase spectrum, there are two weak bands to the red
and blue of the 2} transition, which have been tenatively

attributed to the 53 (33736 cm ') and 47 (34623 cm ')
vibrational excitations. The present data show that the assign-
ment of the 57 and 43 bands in a neon matrix is not correct.'” In
the latter, the system is overlapped by the A’A, — XTI,
transition of CNC. Therefore, the gas-phase values are the
reliable ones: v’y = 607 (5) em™! and vs = 164 (5) cm™'. In
Table 2 are collected the best values for the vibrational modes
with error limits determined for the cation in its different
electronic states by different techniques. There are also two
combination progressions in the gas-phase spectrum (Figure 2),
one with 2443 and the other in 142§, where ¢/ = 1, 2, and 3.

4. Conclusions

The centrosymmetric cyanogen and its cation occur in the
interstellar medium or terrestrial environments: however, they
cannot be probed by mm-wave spectroscopy. The presently
measured gas-phase electronic transitions provide the means of
identitying the cation spectroscopically in such inaccessible
media. The C2II,—X*II, and DII,—X*II, absorption spectra
of NCCN™ in the gas phase have been observed with Of bands
at 575.9 and 299.3 nm, respectively. The absorption features
yield the vibrational frequencies of several of the fundamental
modes in the excited states. Because of the short lifetimes in
the C3I1, and D1, excited states, the 0Y bands could not be
rotationally resolved: the bandwidths imply lifetimes of a
hundred femtoseconds. The short lifetimes are attributed to fast
intramolecular processes, made feasible due to the presence of
several low-lying excited electronic states.
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Conclusions

Five origin bands of higher excited states of potglene cations have been observed by
resonance two-colour, two-photon photodissociatgpectroscopy for the first time in the
gas-phaseChapter 6.2. The observed cations have a rotational pggature in the range
15-25 K which allows for a direct comparison betwesxperiment and astrophysical data.
Although, no direct matches were found betweenekgerimentally determined origin bands
and any known DIBs, some conclusions were madst, Rlve FWHMSs of the origin bands of
higher excited states increase. This was illusiréte C,oH," cation, where tha?Il,, B*I1, and
C*I1, states were considered. FaHz"™ only two BT, andC?Il, excited states were measured
and compared. The same behaviour was observed=EWHeM of the origin band ofC?II,
excited state is greater than the FWHM efdhigin band oB2I1, state (4 as compared to
8 cm?). Another conclusion is derived when the FWHMstloé origin bands of the same
electronic state are considered for different cetitHG,H* n=4,5). In case of §," and GoH,"
the FWHMSs of the origin band of tr[ezr[g/u excited state aré 4 cm’, whereas for th€?Il,
excited state of GH," the FWHM is greater than ingB,", 30 and 8 ci. Thus, the bandwidth
of the transition of th&?Il, , state increases with increasing number of cariomsin the
molecule. In contrast, the observed bandwidth®fdt,,, state are the same and do not change
or change slightly with increasing number of carladoms. Based on experimental FWHMs of

ang/u states, argumentation that only these are DIB/agliewas given

During spectroscopic studies 6§H7 cation in the gas-phase, an unexpected transition
was observed at 521 nr@lfapter 6.3. The parent ion mass in the experiment was 86 Tile
origin band was rotationally resolved. Based onKhk&tructure of the band, it was concluded
that a non-linear molecule was responsible forotheerved origin band. It was assumed that the
diacetylene precursor was contaminated becaudeeafitemical preparation procedure, coming
from the precursor of the synthesis. Accordinglje presence df,H;Cl* at the same mass
86 m/z was suggested. In order to explain the éxgetally obtained data, ground state
calculations at b3lyp/(6-311++G(d,p)) level of theavere performed, giving five isomers of C
symmetry. Using the rotational constants for theugd state, it was possible to fit simulated
bands with the experimental one for isomer A amedr isomer. ThéA'-A’ and ?A"-*A"

electronic excitations of a-type rotational traiogithave matched with the observe$l band.
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Based on a MO diagram using DFT calculations, tgeraentation that onlSA”"—?A" electronic

transition could be observed in the experiment mwade.

R2C2PD spectroscopy, which was applied to linedbarachains, was chosen to probe
the electronic transitions of PAHations Chapter 6.4 The D,( 2A,) < Dy 2Bzg) electronic
transition was observed at 708 nm with a FWHM oin® The conclusion that Arcation is not
DIB relevant, was given. The same spectroscopitiatetvas not possible to realize for the'Np
Although, the second colour was varied in the wiglege of energies 5.9-4.1 eV (210-300 nm)
and the two laser pulses were overlapped in tinte spatially. However, using multi-photon,
one-colour photofragmentation  spectroscopy was  possible to obtain the

D,( *Bs,) < Do(X ?4,) transition of Np at 672+1.5 nm. The obtained FWHM of the

transition was broad 6.5 nm. From the spectra obtained using the RE&tdrtique, it has been
observed that there is a disadvantage of resonanaéti-photon photofragmentation
spectroscopy. The efficiency of this technique trorgyly dependent on the laser power and
several photons are needed to produce photodisisoczhannels. The photofragmentation rate
for the naphthalene cation is calculated to bestat 7 eV internal energy and°16" at 8 eV

for the GH; loss channel, whereas the critical energy toodisse the cation is ca. 6.3 eV. In
the case of the Nication, this leads to the absorption of more tioam photons. The absorption
of multi-photons and high power leads to saturatibthe recorded band. As a result the FWHM
Is broad and]6.5 nm. Thus, it was concluded that multi-photesonance photodissociation
spectroscopy does not give a natural linewidthheftransition and the obtained data cannot be

comparable with astrophysical observations.

Electronic spectra of three dipole-allowed transisi of NCCN cation are presented with
vibrational assignmenthapter 6.5, 6.6 The centrosymmetric cyanogen and its cation ioccu
in the interstellar medium or terrestrial enviromtse however, they cannot be probed by
rotational spectroscopy. The measured gas-phasercglie transitions provide the means of
identifying the cation spectroscopically in sugfaccessible media. TthEl’j—XZHg,
C?I1, — XTI, and D211, — X*II, absorption spectra of NCCNn the gas phase have been
observed with0J bands at 888.6 , 575.9 and 299.3 nm, respectiBdgause of the short
lifetimes in theC2I1, andD?I1, excited states, th@) bands could not be rotationally resolved,
implying lifetimes of a hundred femtoseconds, whsrtheB?X; excited state lifetime is on the
order of 10 picoseconds.
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Appendix
Time delay generator based on PCI-CTR20HD Card

The PCI-CTR20HD [114] is a high-performance couftiteer board for PCI bus-
compatible computers. This board can be used ih applications as data acquisition, system
timing, and industrial process control and lasesteays. The PCI-CTR20HD board has four
9513-based counter/timer devices. Each 9513 [1é&bicd has five 16-bit independent up-down
counters (65,536 counts). An input source, duahtoegister, load register, hold register, alarm
register, output, and gate are associated with eachter. All are selectable via software. The
9513 counter/timer device can be configured witltvgre to perform event counting, pulse and
frequency measurements, watchdog timing, alarm eoisgns and other input functions. The
9513 counter/timer can generate frequencies witieeicomplex duty cycles or with one-shot
and continuous-output modes. Up to five counters lose chained together using software to
enable a 32-, 48-, 64-, or 80-bit counter. Thermmdkexternal counter source, gate source, and
gating functions are software-programmable. Thestional block diagram and specification is

shown inFigure A.l.

CTRICLK_A ——b

CTRIGATE_A —— Counter 1 . ,
CTRIOUT_A i je—1/1.67/3.33/5 MHz

or
CTRICLK_ A —]
CTR2GATE_A —— Counter2 EXT SRCA_IN
CTR20UT_A +—y| s

Counter A CTRICLK_A — ]

CTS9513 CTRIGATE A —»| Counterd | §

16Bit Counters ~ CTR3OUT A 4—

CTRACLK_A —
CTRAGATE A memp| Counter 4
CTRAOUT_A +——

CTRSCLK_A —»|
CTREGATE_A g Counter 5
CTREQUT_A +—i

CTRICLK_B
CTRIGATE_LE — Counter 1
CTRIOUT_B +—

#—1/1.67/3.33/5 MHz

CTRICLK B —] or Controller FPGA and Logic
CTR2GATE_E — Countsr2 EXT SRCB_IN Clock Select
CTRZOUT_B 4+—{ _ [=—
Counter B CTRICLK_B —* 2
CTS9513 CTRIGATE B ==mmbl Counterd | £ Control Clock 10 MHz
16-Bit Counters CTR30UT B 4— S Registers Divider Oscillator

CTRACLK_B ==
CTRAGATE B ——b Counterd
CTR4OUT_B +—

CONTROL
BU > 1/1.67/3.33/5 MHz

CTRSCLK_B —»|
CTRSGATE_E —>p( Counter5
CTR50UT_B 4—

Decode/Status Int 1RQAS,IN

ctl ¢—IRQCD_IN
Bus
Timing

CTRICLK_C — CONTROL
CTRIGATE_C membl ounter 1

CTRIOUT_C 4—y|
CTR2CLK_C ——]
CTR2GATE_C ——# Counter2

CTR20UT_C 4+—F
Coumer© crrscike —,
" CTR3GATE_C ——#| Counter3
16-Bit Counters CTRIOUT_C +—
CTRACLK_C —
CTRAGATE_C ——p| Counterd

Control

CTRAOUT_C +— —1/1.67/3.33(5 MHz
CTRSCLK_C —| or Boot
CTRSGATE € ———p| Counters EXT SRCC_IN EEPROM - BADR1

CTREOUT_C |

BADR2 [ Clock
Select

Controller

Interrupt

CTRICLK_D —H

CTRIGATE D —H¥ Counter1

CTRIOUT_D 4]

CTR2CLK_D »

CTR2GATE D — Counter2

CTR2OUT_D *+—

Counter D CTRICLK D —]
CTS9513 CTRIGATELD — Counter3
16-Bit Counters CTRIOUT D +—
CTRACLK_ D —|

CTRAGATE D —»{ Counterd

CONTROL
BU

PCI BUS (5V/3.3V, 32-BIT, 33 MHZ)

Control

CTR4OUT_D +— —1/1.67/3.33/5 MHz
CTRECLK_D —| or
CTRSGATE_D — Counter5 EXT SRCD_IN

CTRIQUT_D +—

Figure A.l PCI-CTR20HD functional block diagram
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The counter specificaion is shownTiable A.l

Parameter Conditions
Counter type 9513
Configuration Four 9513 devises. Five up/down cersper 9513, 16-
bits each
Compatibility 5VITTL

Each

9513 device is programmable for:

Clock source

Software selectable:
External:
Counter 1-5 clock inputs
Counters 1-5 gate inputs
Internal:
Terminal count of previous counter
X2 clock frequency scyler

Gate

Software slectable source:

External:

Active high or low level or edge, counter 1-5 gatgsut
Active high level previous gate or next gate

All externall gate signals (CTRXGATERN) individually
pulled up through 10 K resistors to +5V.

Internal:

Active high previous counter terminal count

No gating

Output

Software selectable:

Always low

High puls on terminal count

Low pulse on terminal count

Toggle on terminal count

Inactive, high impedance at user connector # output

OscOut

Software selectible source:
Counter #1-5 input
Gate #1-5 input
Prescaled clock source (X2 clock frequency scaler)
Software selectible divider:
Division by 1-16
Software selectable enable:
On or low impedance to ground

Clock input frequency

6.8 MHz max (145 nS min pé)io

X2 clock input
sources

Software selectable: (each counter individually)
External (max = 7.0 MHz) EXT SRCA_IN,
EXT_SRCB_IN, EXT SRCC_IN, EXT SRCD_IN
1.0 MHz (10 MHz Xtal divided by 10 )

5.0 MHz (10 MHz Xtal divided by 2 )

3.33 MHz (33 MHz PCI clock divided by 10)
1.67 MHz (33 MHz PCI clock divided by 20 )

X2 clock frequency
scaler

BCD scaling (X2 devided by 10,100,1000 or 1000) or
Binary scaling (X2 divided by 16, 256,4096 or 65536

High pulse width

70 ns min
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(clock input)

Low pulse width 70 ns min
(clock input)

Gate with high 145 ns min

Gate width low 145 ns min

Input low voltage

-0.5 V min, 0.8 V max

Input high voltage

2.2 V min, Vcc max

Output low voltage @
IIL =3.2 mA

0.4 V max

Output high voltage
@ IIH =-200pA

2.4V min

Cristall oscillator
frequency

10 MHz

Freguency accurancy

50 pm

Table A.l. Counter specification

For the programmable delay line generagsed on a PCI-CTR 20HD card the physical
connections of some pins had to be done as showigure A.ll. Channels CH1- CH10 are
output channels of the delay line. The acronym EXx&ans an input for a trigger signal.

Counter C,D Counter A B
Signal Name Pin Pin  Signal Name
GND o[ .. |50 GND
PC+5V @ 42 PCe5V
CSC OUT_D ) 43 OSC oUT_B
EXTSRCOIN 97| .. |47 EXTSRCEN
GND | .. |48 GND CHS
CTREGATED ©5|| « |45 CTRSGATE B i
< \———— CTRSOUT D ©4 44 CTRSOUT_S e >
CH10 CTRECLKD & 43 CTRSCLK B
GND @2 | .. |42 GND
—» CTR4GATED 91| «o |41 CTR4GATERE —
CTR4OUTD 0| oo |40 CTR4OUT S
CTR4CLK D &8 3@ CTR4CLK B
GND & 38 GND
CTRAGATE_D 37 CTRAGATE B CH4
« t CTR30UT_D 38  CTR3OUT B »
CHY CTRICLK_D €L CTRACLK_B
GRND 34 GND
» CTR2GATE D 33 CTR2GATER *+—— |
CTR20UT_D 32 CTR20UT 8
CTR2CLK_D 31 CTRICLK B
GND 30 GND
CTRIGATE D 28 CTRIGATEB
< CTR1OUTD 22 CTRIOUT 8 >
CHS CTRICLK_D 27 CTRICLK B CH3
IRGCD_IN 26 IRQAE_N =
PC +5V 25 PC+AV
GND 24 GND
PC +5V 23 PC+5V
OSC OUT_C 2 OSCOUTA
EXTSRCC_IN 71 21 EXTSRCAN
GND 0 20 GND
> CTREGATEC &8 19 CTRSGATEA «— —— |
CTREOUT C @8 8§ CTRSOUT_A
CTRECLK C &7 7 TRECLK_A
\ GND €8 18 GND
} CTR4GATE C &5 5  CTR4GATE_A
- - ‘ CTR4OUT_C &4 14  CTR4OUT_A »
CTR4CLK C &3 13 CTR4CLK_A
CH? GND &2 12 GND CH2
[(—» CTR3GATEC @1 11 CTRIGATEA *——
CTRIOUTC @0 10  CTR3OUT A
CTRACLK_C £ B CTRACLK_A
GND 58| «« |8 GND CH1
CTRZGATEC 57| «s |7 CTR2GATE A «
- CTR2OUTC %8| «. |8 CTR20UT_Z »
CH6 CTRXCLKC 56 e |5 CTR2CLK_A
GND 54| .. |4 GND >
p CTRIGATEC 53] «s |3 CTRIGATE_A < EXT
CTRIOUT_C 821 «e |2 CTRIOUT A 3> {
CTRICLK C 51 ] «s |1 CTRICLK_A RF
PCl siot |

Figure A.ll. The physical connection for the PCI®ZOHD card
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The program was written in LabView. The front pacehsists from three tabs. The first
tab is used for the configuration purposes. Thel can be triggered externally or internally
(Figure A.lll). When the card is triggered externally, one canoshahe frequency. For each
channel it is possible to choose delay time andeulidth Figure A.1V)

Figure A.lll. Front panel of the program.

Figure A.IV. Configuration panel of the program.
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