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The Association of Large-Scale Climate Variability and Teleconnections on Wind Energy
Resource over Europe and its Intermittency

Pascal Kriesche*† and Adam Schlosser*

Abstract

In times of increasing importance of wind power in the world’s energy mix, this study focuses on a
better understanding of the influences of large-scale climate variability on wind power resource over
Europe. The impact of the North Atlantic Oscillation (NAO), the Arctic Oscillation (AO), the El Niño
Southern Oscillation (ENSO) and the Atlantic Multidecadal Oscillation (AMO) are investigated in terms
of their correlation with wind power density (WPD) at 80 m hub height. These WPDs are calculated
based on the MERRA Reanalysis data set covering 31 years of measurements. Not surprisingly, AO and
NAO are highly correlated with the time series of WPD. This correlation can also be found in the first
principal component of a Principal Component Analysis (PCA) of WPD over Europe explaining 14% of
the overall variation. Further, cross-correlation analyses indicates the strongest associated variations
are achieved with AO/NAO leading WPD by at most one day. Furthermore, the impact of high and low
phases of the respective oscillations has been assessed to provide a more comprehensive illustration.
The fraction of WPD for high and low AO/NAO increases considerably for northern Europe, whereas the
opposite pattern can be observed for southern Europe. Similar results are obtained by calculating the
energy output of three hypothetical wind turbines for every grid point over Europe. Thus, we identified a
high interconnection potential between wind farms in order to reduce intermittency, one of the primary
challenges in wind power generation. In addition, we observe significant correlations between WPD
and AMO.
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1. INTRODUCTION

The European wind industry is growing rapidly. Installed capacity has increased from around
13 GW in 2000 to more than 100 GW in 2012, meeting the power needs of 57 million house-
holds. That corresponds to 7% of Europe’s electricity demand and to the output of 39 nuclear
power plants (EWEA 2013). This positive trend will likely continue to increase in the next decade
given that the European Union agreed that 20% of the total final energy consumption should
come from renewables by 2020. Of course, wind energy already represents more than a fourth
of all new EU power capacity installed in the last year and is one of the most promising energy
resources to fulfill this ambitious objective. Given these great political conditions, the high po-
tential of wind power and the fact that the technology itself is one of the most mature, it should
be of primary importance to better understand the variability of the resource, and to provide so-
lutions to lower its intermittency, as well as to balance its variability. Indeed, one of the biggest
challenges for power companies is the ability to provide electricity on demand. As soon as wind
resource fails, other sources must be available to compensate the shortage. Whereas diurnal and
seasonal variability of wind is quite well known, and wind speed can be forecasted days in ad-
vance (e.g., Watson et al. 1994; Landberg et al. 2003; Torres et al. 2005), only a few studies
have been conducted on the influences of teleconnections or large-scale climate variability on
wind conditions over Europe. Nevertheless, teleconnections are of increasing scientific interest
as can be seen in the ever-growing number of articles published during the last two decades. Be-
sides, Europe has one of the most variable climates of any land area in the northern hemisphere
(Woollings 2010). It is strongly affected by several processes, which are only poorly represented
in current models. Understanding year-to-year variability of wind power density will further help
to better anticipate potential energy output and consequently to judge more accurately the eco-
nomical feasibility of commercial wind farm projects. Thus, the purpose of the present study will
be to evaluate the association of teleconnections such as the Atlantic Oscillation (AO) and the
North Atlantic Oscillation (NAO), and large-scale climate variability, in the case of the Atlantic
Multidecadal Oscillation (AMO) on wind power density over Europe. In addition, the impact of
the El Niño Southern Oscillation (ENSO) is also investigated. The objective will be to provide a
comprehensive way to understand and to quantify these influences. For instance, in addition to
Principal Component Analysis and correlation studies, wind energy output will be estimated for
all of Europe using three different model wind turbines. Furthermore, solutions to reduce inter-
mittency will be proposed.

2. BACKGROUND

Before presenting the methodology applied for the present study and discussing its results, it
is important to recall some definitions and to have a closer look at what has already be done in
previous studies.
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Figure 1. NAO index using a 3-month running mean
(source: NOAA, http://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/month_nao_index.shtml).

2.1 Large-Scale Climate Variability and Teleconnections

A "teleconnection pattern" in a meteorological field may be defined as a spatial structure with
two or more distinct and strongly coupled centers of action according to Deser (2000). The Os-
cillations presented in the following will be studied in terms of their association with wind power
resource over Europe. All the teleconnection indices used are available on the NOAA website.

North Atlantic Oscillation

The North Atlantic Oscillation has been subject of much interest in the last decades (e.g., Wal-
lace and Gutzler 1981; Hurrell 1995). It is the dominant, large-scale extra-tropical teleconnec-
tion pattern in the Atlantic sector according to Visbeck et al. (1998). It consists of a north-south
dipole of anomalies, with one center located over Greenland and the other center of opposite sign
spanning the central latitudes of the North Atlantic between 35°N and 40°N. Its phase is indi-
cated by the NAO index measuring the normalized pressure difference between a station in the
Azores, for instance in Portugal, and one in Iceland. In other words, the NAO represents a large-
scale meridional oscillation of atmospheric mass between the subtropical anticyclone near the
Azores and the subpolar low-pressure system near Iceland (van Loon and Rogers 1978). For our
studies we used a daily NAO index. Figure 1 shows the variation of this index over the last 29
years smoothed using a 3-month running mean.

As we can see, it is charcterized by interannual and interseasonal variability. It is not unusual
to observe periods of several months of both positive and negative phases of the teleconnection.
According to Hurrell (1995) the wintertime NAO also shows significant multidecadal variability.

Atkinson et al. (2006) found that NAO has a particularly dominant effect on the climate during
winter months. As stated by NOAA the positive phase of the NAO reflects below-normal heights
and pressure across the high latitudes of the North Atlantic and above-normal heights and pres-
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Figure 2. The AO (source: NOAA). Figure 3. Correlation sequence between AO and
NAO.

sure over the central North Atlantic, the eastern United States and western Europe. An oppo-
site pattern of heights and pressure anomalies over these regions is observed during the negative
phase. Both phases of the NAO are associated with the strength and position of maximum surface
westerlies across the Atlantic and into Europe, van Loon and Rogers (1978). These are prevailing
winds in the middle latitudes, between 30° N and 60° N latitudes and thus blowing over Europe.
Thus, a positive index is associated with windier, warmer and wetter winters in Northern Europe
and a negative one with less windy, colder and drier winters.

Arctic Oscillation

Following the earlier studies of Lorenz (1950) and Kutzbach (1970), Thompson and Wallace
(1998) introduced the nomenclature "Arctic Oscillation" (AO) to describe the leading Empirical
Orthogonal Function (EOF) of monthly Sea Level Pressure (SLP) anomalies during winter pole
wards of 20° N (see Figure 2). EOFs are the eigenvectors of the covariance matrix. We obtain
them by calculating the covariances of time series at different spatial points (e.g., Jolliffe 1986).
EOFs are best in explaining the maximum total variance with any specified number of spatial pat-
terns. An increase in the AO implies a strengthening of the polar jet over northwestern Europe
and of the subtropical jet in the same sector. Because of the overlap of the NAO and AO patterns
in the Atlantic sector, the time series of the two patterns are highly correlated according to Am-
baum et al. (2001). To confirm that, we calculated the correlation between these two daily indices
for a time period of 31 years and obtained a correlation coefficient of 0.54 at no lag between both
time series (see Figure 3). Nevertheless, Thompson and Wallace emphasized the AO’s higher de-
gree of zonal symmetry and suggested that it should be regarded as the more fundamental struc-
ture. In their view, the NAO is largely an "historical accident" dictated by station data availability.
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Figure 4. El Niño (left) and La Niña (right). Red and blue areas indicate temperature anomalies. Wind
stress directions and magnitudes are indicated by vectors.
(source: http://ffden-2.phys.uaf.edu/645fall2003_web.dir/jason_amundson/enso.htm).

According to Ambaum the NAO pattern can be identified in a physically consistent way in PCA
applied to various fields in the Euro-Atlantic region, but no such identification is found for the
AO.

El Niño Southern Oscillation

As the globally dominating mode of interannual climate variability El Niño–Southern Os-
cillation (ENSO) affects vast regions of the tropics, the Pacific, and the Indian Ocean as well as
the surrounding landmasses (Brönnimann 2007). According to NOAA, El Niño is characterized
by unusually warm temperatures and La Niña by unusually cool temperatures in the equatorial
Pacific (see Figure 4). ENSO phases occur every few years and last for about a year. They can
cause severe droughts in one part of the world and devastating floods in other parts (Philander
1989).

Previous studies of ENSO teleconnections mostly stated a relatively small effect in Europe
(Ropelewski and Halpert 1987). Nevertheless, Fraedrich and Müller (1992) found that there is a
consistent ENSO signal in European climate influencing temperatures and precipitations.

Atlantic Multidecadal Oscillation

Named by Kerr (2000) the Atlantic Multidecadal Oscillation (AMO) can be defined as the
area averaged Sea Surface Temperature (SST) anomaly over the Atlantic (0-70°N) minus the
global man SST anomaly. It has a period of 65-70 years (Schlesinger and Ramankutty 1994).

There are several examples of regional multidecadal climate variability related to AMO, for
instance, European summer climate, especially precipitation and temperatures (Sutton and Hod-
son 2005). Further AMO is thought to be driven by the ocean’s thermohaline circulation that is
a part of the large-scale ocean circulation driven by global density gradients created by heat and
fresh water fluxes. It may be predictable several decades in advance (Knight et al. 2005). A pos-
itive AMO anomaly results in decreased sea level pressure and increased rainfall in northwest-
ern Europe. Further, AMO modulates the Atlantic tropical cyclone activity (Goldenberg et al.
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2001). The exact relationship between the low frequency SST modes, higher frequency atmo-
spheric modes (AO/NAO) and terrestrial climates must still be resolved (Gray et al. 2004). Kush-
nir (1994) found a mutual relationship between interannual fluctuations of SST and surface wind
conditions suggesting that the former are maintained by the latter through a local thermodynamic
interaction.

2.2 Previous Work

Most of the studies on the impact of teleconnection over Europe, especially NAO, focus on
variations in precipitation and temperature (e.g., van Loon and Rogers 1978 or Hurrel 1995).
Some are looking at WS variations, whereas only a few consider wind power density (WPD) over
Europe as for example Pryor et al. (2005) or Cosseron et al. (2013). The former aims to assess
the historical variability of wind indices across different spatial scales and the degree to which
robust projections of future wind energy density can be derived. The latter characterizes wind
power resource over Europe and its intermittency by studying metrics such as availability and
episode length or also Anti-coincidence and Null Anti-coincidence as defined by Gunturu and
Schlosser (2012).

Regarding the association of NAO with WS, Hurrell et al. (2003), state that a change in NAO
phase produces large changes in the mean WS and direction over the Atlantic and the intensity
and number of storms. Pirazzoli et al. (2010) were then the first to relate changes in measured
WS and directions in the northeastern Atlantic with NAO on a larger scale of latitudes between
66°N and 44°N, thus covering the west coast of northern Europe. They therefore used wind mea-
surements, recorded since the 1950s, at twelve meteorological stations and divided them into
three periods: 1950–75, 1976–92 and 1993–2008. Using monthly or seasonal means and restrict-
ing the data to the cold season from October to March, they observed important changes in time
and latitude in the correlation with the NAO index. The highest correlation coefficients (about
0.7) were observed for the early time period between 58°N and Iceland, whereas low positive co-
efficients were reported more south. During the second period, characterized by a mostly increas-
ing NAO index, positive correlation (up to 0.8) improves southwards as far as 54°N (Belmullet)
with some improvement also at Shannon and Valentia, but it remains low or even negative near
the French Atlantic coast. Finally in the latest period, correlation improved for all the stations
south of 54°N, while it weakens more in the North. It is stated that the most significant for corre-
lation with NAO is indeed the average WS for all directions. Therefore we will not consider the
impact of NAO on wind direction in the present. It is concluded that correlation between wind
and NAO increase for the northern stations and decrease for the southern ones in the case of a
positive NAO index. For a negative NAO index the opposite occurs. This is mainly explained by
the direction of local dominant winds at each station. For example, in the North, easterlies are
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dominant since the main storm tracks pass within the 60–65°N belt, whereas more southern west-
erlies are dominant since these stations are just below the main storm tracks.

Atkinson et al. (2006) compared the NAO index with windiness indices from Germany, Den-
mark, Netherlands and the UK over a period from 1990 to 2005. Their goal was to discuss the
use of NAO as proxy for WS in order to investigate a trend over the last 40 years. They obtain
an average coefficient of determination R2 of 0.49 that is high enough to make conclusions on a
long-term trend and to justify the qualitative but not quantitative use of these proxies.

A more recent study by Brayshaw et al. (2011) reveal some interesting results. They are the
first and only to have investigated the influence of different NAO states on the power output of a
hypothetical wind turbine model at two specific sites in the United Kingdom: the coastal airport
of Stornoway (STO) on an island in northwestern Scotland and Great Dunfell (GDF), an exposed
upland area in the central UK. Monthly WS records during the cold season at 10 m hub heights
for time periods from 1969 to 2004 in the case of GDF and from 1957 to 2002 in the case of STO
have been used. These are multiplied by a constant scaling factor in order to obtain the WSs at 80
m and categorized into three different NAO states: High (NAO index ≥ 0.5), medium (0.5> NAO
index > -0.5), low (NAO index ≤ -0.5). It is noted that the choice of the scaling factor contains
some arbitrariness. The resulting power outputs for each state are then calculated. A transition
from low to high NAO results in an significant increase in the power output: 18.6% at STO and
11.3% at GDF. Furthermore, preliminary research for the mentioned study found strong impacts
of NAO on WPD for another site close to GDF but at sea level next to the coast and much weaker
impacts for London Heathrow located in Southeast England. We are going to extend and general-
ize their approach on a large scale in the present study.

Jerez et al. (2013) evaluate the impact of the NAO on the interannual variability of the main
primary renewable energy resources in Portugal and Spain. Therefore a holistic assessment based
on a 10 km-resolution climate simulation based on the regional model MM5 over the period from
1959 to 2007 has been done providing physically consistent data of the different fields involved.
It is shown that a negative NAO phase enhances WS by 10–15%, and thereby wind power at typ-
ical wind turbines heights by around 30%. The cited study is still in press and thus highlights the
high scientific interest in the present topic.

As presented above, apart from Jerez et al. (2013), all existing investigations regarding the
impact of teleconnections on WSs have been conducted for a limited number of measurement sta-
tions. None has ever looked at the impact of teleconnection over a larger scale over all of Europe.
Besides most of the studies provide qualitative results whereas a comprehensive quantitative mea-
sure of the impact of teleconnections is missing. Since the previous studies were averaging the
used data over at least one-month periods there is no evidence about the lead/lag between tele-
connection and WPD. Since the NAO is often considered as the most robust climate teleconnec-
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Figure 5. The two considered geographical domains: core Europe (orange box) and wider Europe (blue
box) (source: https://maps.google.com/ ).

tion in the Northeastern Atlantic (Hurrell and Deser 2009), most studies focus on this telecon-
nection pattern. But, what about AO, AMO and ENSO? Furthermore, it would be much more
accurate to study WPD than WS as it will be explained later. Finally, until present no study has
proposed solutions to intermittency issues by teleconnection variations. All these open questions
will serve as a motivation for our present study.

3. DATA AND METHODOLOGY

In this report we present results of our studies for two geographical domains (see Figure 5).
A first one, referred to as “core Europe“, scans Europe from 34°N to 71.5°N latitudes and from
11°E to 41°W longitudes. It spreads from Portugal to the western end of Ukraine. A second one,
referred to as “wider Europe“ considers a larger range of longitudes from 26°E to 42°W, and thus
includes Iceland and the eastern Atlantic. Both domains also take into account offshore regions.
If not stated differently we used the first domain by default as it concentrates on the areas over
land and the coastal regions we are interested in and helps us to reduce capacity requirements for
our calculations. The meaning of all the following acronyms can be found in the appendix of this
report.

3.1 Merra Data Set

Researchers often used measurements from airports or meteorological towers at different
heights to extrapolate WSs to the wind turbine hub heights. For instance, Archer and Jacobson
(2007) used the upper air measurements from rawinsondes and balloons at the nearest meteoro-
logical stations to extrapolate the WSs at 10 m to the hub height at 50 m or 80 m. Kiss and Janosi
(2008) used the ECMWF’s ERA-40 reanalysis of eastward and northward winds at 10 m, that
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covers a time period of 44 years in order to study wind field statistics over Europe. Larsen and
Mann (2009) also used reanalysis data from NCEP/NCAR to estimate the geostrophic wind and
extrapolated it to 10 m heights. Similarly, many researchers used a power or logarithmic law as-
suming roughness length and friction velocity in the boundary layer that did not vary with sea-
sons, terrain and stability of the atmosphere.

To counter these limitations, we decided to use the Modern Era Retrospective-Analysis for
Research and Applications (MERRA) data to reconstruct the wind field at 80 m. It is a recon-
struction of the atmospheric state by assimilating observational data from different platforms into
a global model (Rienecker et al. 2011). The data assimilation included conventional data from
many sources as well as data from several trains of satellites. Conducted at the NASA Center
for Climate Simulation, MERRA aims to provide a more accurate data set using the compre-
hensive suite of satellite-based information for climate and atmospheric research. The present
data set has been constructed with GEOS-5 ADAS (version 5.2.0). The system consists of the
GEOS-5 model and the GSI analysis. GSI has been developed by GMAO and NOAA’s National
Centers for Environmental Prediction jointly. The MERRA Data Set has a spatial resolution of
1/2° (lat) x 2/3° (long) and a time resolution of an hour. Since jumps in intensity within one hour
are averaged, variability on time scales below one hour cannot be studied with this data set. The
data spans a period over 31 years from 12:30 AM on January 1, 1979 to 11:30 PM on December
31, 2009. Thus, the data set allows us to look at the wind variations over several scales up to the
decadal scale. In our studies we are considering three types of data sets:
• Whole data: All the available hourly data

• Cold season: A restriction of that data on the months from November to March

• Winter season: A restriction of the whole data on the winter months from January to
March

3.2 Wind Power Density Computations

About 20 years ago, the usual wind turbine height was 50 m. The advancement of technol-
ogy allowed raising the hub height of turbines to 80 m and higher. Since 80 m hub heights are the
most common today we will focus on these heights in our studies. As we are considering power
generation, it is more accurate to study WPD rather than WS. Indeed, the former takes into ac-
count air density, a crucial feature to assess potential power that could be harvested. The wind
power density at each time step can be estimated by the formula:

WPD =
1

2
ρ(WS)3 (1)

where ρ represents the air density. We assume that the air density does not differ considerably
at these heights through the well-mixed boundary layer. Thus, we use the air density at the center
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of the lowest model layer ρ. MERRA already provides WSs but they do not take the roughness
of the boundary layer into account given that they are computed from pressure gradients. Thus,
we prefer to calculate the necessary WSs at 80 m hub height on our own using similarity theory
in boundary layer dynamics. According to Stull (1988), it is based on the observation that for a
number of boundary layer situations, the knowledge of the governing physics is not sufficient to
derive laws from first principles. Nevertheless, boundary layer observations frequently show con-
sistent and repeatable characteristics, suggesting that empirical relationships for the variables of
interest can be developed. Similarity theory provides a way to organize and group the variables
to our maximum advantage and in turn provides guidelines on how to design experiments to ob-
tain the most information. It is based on the organization of variables into dimensionless groups
through a four-step process. The result of it is an empirical equation or a set of curves showing
the same shape. Since the curves look self similar it has been called similarity theory.

The atmospheric boundary layer is mainly controlled by the surface heat flux and the aero-
dynamic roughness length of the surface, z0. It is defined as the height where the WS theoreti-
cally becomes zero. It is called aerodynamic since the only true determination of this parameter
is from measurements of the WSs. Besides, if the individual roughness elements are packed very
closely together, for instance in the case of a forest, then the top of those elements begins to act
like a displaced surface. Hence a displacement distance, d, can be defined.

In addition, the maintenance of winds in the boundary layer depends on the stability of the
atmosphere. The shear-stress in the boundary layer is estimated by the friction velocity u∗.

With these parameters, the WS at a height z in the boundary layer can be calculated using a
logarithmical wind profile:

WSz =
(
u∗
κ

)
log

[
(z − d)
z0

− ψ
]

(2)

where κ is the von Karman constant. ψ is a function that depends on the stability of the bound-
ary layer. For this study, the boundary layer is assumed to be neutrally stable, avoiding thus the
additional ψ function. This assumption seems reasonable knowing that, at the high WSs at which
wind power is harvested, the boundary layer has large wind shear making it approximately neu-
trally stable. Thus, for statically neutral conditions, we obtain:

WSz =
(
u∗
κ

)
log

[
(z − d)
z0

]
(3)

WSz is well defined to be zero at z = d+ z0. As described above, our estimates take into account
the effects of surface heat flux on the friction velocity, the time variation in displacement height
and roughness length. As such, our estimates are more explicit and comprehensive.
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Table 1. Characteristics of the three wind turbines used (VESTAS). WS in [m/s], heigth in [m] and swept
area in [m2]

Turbine Product name Cut-in WS Rated WS Cut-out WS Height Swept area
Model 1 V100-2.0MW 3 12 20 80 7.854
Model 2 V90-3.0MW 3.5 15 25 80 6.362
Model 3 V112-3.3MW 3 13 25 84 9.852

Finally, we obtain for the at a height z:

WPDz =
1

2
ρ

[(
u∗
κ

)
log

[
(z − d)
z0

]]3
(4)

The MERRA data set provides us with all the necessary data for ρ, ux, d and z0. It is important to
note that the data used and the methodology described above has already been used in previous
studies, for instance in Gunturu and Schlosser (2012) and Cosseron et al. (2013).

3.3 Wind Power Output Estimation

The WPD can be used to estimate a theoretical upper bound for the wind power that can be
harvested by a wind turbine characterized by an efficiency ηeff and sweeping an area A at a cer-
tain location by:

Ptot,max = ηeff · A · PWD (5)

Unfortunately this metric does not take into account the technical features of the real wind tur-
bine used. If we wish to calculate a more accurate estimate, for instance the energy output of a
turbine, we need to consider the WS distribution at the one hand and a power curve of a specific
model turbine on the other hand.

The power curve alone does not provide any valuable information about the energy that will
be extracted in the end. For example, it could be that the WSs at a certain location are much too
high or too low and thus they would be outside of the operable range of the turbine. In general, a
power curve indicates the possible electrical power output at different WSs. It is characterized by
the
• Cut-in WS: lowest operable WS

• Rated WS: point where turbine starts operating at its maximum

• Cut-out WS: highest operable WS
For our studies we used three different wind model types from VESTAS (2013), largest wind
turbines manufacturer in the world (Table 1).

Further technical details of the wind turbines used can be found in the VESTAS product brochures.
We modeled the respective power curves using a polynomial fit of degree 20 as shown in Figure
6.
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(a) Left: Power curve for Model 1; Right: Power curve for Model 2.

(b) Left: Power curve for Model 3; Right: PDF of WS in Munich (GER)

Figure 6. Power curves for the three different wind turbines chosen (VESTAS) and examplary WS distri-
bution.
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As all wind turbines have hub heights around 80 m, we will use WS data at these heights. The
air density will be assumed constant as suggested by VESTAS (ρ = 1.225 kg

m3 ). Model 2 cor-
responds exactly to the wind turbine used by Brayshaw et al. (2011) and has been chosen in or-
der to compare their results with ours. In addition we also chose one of VESTAS latest releases
(April 2013) as a model for a high performance wind turbine (Model 3) as well as a smaller one
(Model 1). Model 3 has the great advantage that it can be used for both onshore and offshore in-
stallations. As we are going to calculate the generated power for every grid point over Europe, we
preferred not to limit our analysis to a single wind turbine. In reality the wind turbines should be
selected for every location separately according to the prevailing wind distribution.

Based on WS distribution and power curve we can calculate the generated energy by:

E =

∞̂

0

h(WS)P (WS) (6)

where h(WS) represent the relative frequency of occurence of a given WS and P (WS) the re-
spective possible power output from the power curve. In order to reduce calculating time and
memory we will reduce the integral to a sum over discrete values of the energies Ei :

E =
∑

Ei = T
∑

hiPi (7)

where hi = ti
T

is the relative frequency of occurrence of a bin of WSi and ti the part of the to-
tal time T over which we measured WSi. As shown by the blue bins in the figures we discretized
both power curve and WS PDF by using the same sample size h = 30 and thus obtain Pi. The
considerations above are taken from Gasch and Twele (2011).

Basically, we are interested in two metrics:

1. The total annual energy output in kWh (an example distribution of the annual energy
output is shown for Munich in Figure 7).

2. The capacity factor (CF) defined as:

CF =
generated energy output

maximum possible energy output
(8)

These metrics will be calculated for each grid point and for each wind turbine model.

4. RESULTS AND DISCUSSION

4.1 Wind Power Distribution and Importance of Median and Mean Values

Before we start going into the detail of the diverse impacts of teleconnections it is worth look-
ing at the WPD distributions. Morrissey et al. (2010) suggest studying the WPD distribution
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Figure 7. Anual energy output distribution using Model 3 for Munich (48.1°N, 11.6°E).

rather than the WS distribution when computing a WPD distribution. Small errors in the estima-
tion of the WS probability function (PDF) can result in large errors in the WPD distribution curve
since the cubic term in the WPD function amplifies the error. Jaramillo and Borja’s (2004) argue
that it is not possible to generalize the two-parameter Weibull distribution:

f(WS) =

(
k

c

)(
WS

c

)k−1
exp

[
−
(
WS

c

)k
]

(9)

where c is the scale and k the shape factor which is dimensionless, since it is not accurate to rep-
resent some wind regimes as shown in the case of La Ventosa in Mexico. Morrissey gives another
extreme example of WS distribution for Boise city, Oklahoma, underlining that WS does not al-
ways have a Weibull-like distribution. Using the Weibull distribution for WS data underestimates
the frequencies of lower WSs and overestimates those of the higher speeds, which results in an
overestimation of the resource. Even though, the Weibull distribution remains the most widely
distribution to model as accurately as possible WS distributions. Thus, it is relevant to be fully
aware of the limits of this distribution in modeling actual WS.

Figure 8 shows the WPD distribution for Munich (48.1°N, 11.6°E) as an example grid point.
Given the long-tailed profile of the WPD distribution the mean value seems not to be a robust
measure of the center of this distribution. The deviation of the mean from the actual center of this
distribution is caused by the extreme value. Nevertheless, the median value seems to represent a
central tendency. We will therefore consider the median to be a more relevant indicator of central
tendency and a more appropriate metric to represent WPD especially in our studies that follow.
Those considerations are important for anyone who wants to be able to estimate accurately the
required backup or power produced by wind turbines at one location. Furthermore, Hennessey
(1977) had shown that wind power studies based only on the total mean do not give an accurate
picture of the wind power potential of a site and omit valuable information in terms of intermit-
tency and variability.
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Figure 8. WPD distribution for Munich (GER) as an example. The median value of the distribution is
plotted in red, the mean in black.

Figure 9. The first 4 PC coefficients from the PCA of hourly WPD whole data set over core Europe. The
values in parentheses are the percentage of variance explained by that PC.

4.2 Principal Component Analysis over Europe

First, a PCA has been conducted on our WPD data over Europe in order to break down into
independent variables the numerous influences on wind energy resource. Our aim will then be
to associate some of the principal components with different teleconnection indices. This first
overall approach will enable us to better understand our data set and will hopefully provide us
useful hints about large-scale climate impacts which will be studied in a more detailed way in the
following chapters.

Eigenvectors of the first principal components

PCA reduces the dimensionality of a set of data into vectors of dominating variance, where the
first Principal Component (PC) explains the most variance, the second explains the second-most,
etc. Figure 9 shows the coefficients, or eigenvectors, of the first four PCs of a PCA that has been
run over the hourly whole data set for core Europe. The first PC explains 28% of the variance; the
second explains 10%, and so on. The first four PCs capture already half of the total variance. The
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Figure 10. The diurnal cycle of PC3 for the cold season as a boxplot. The violet and green lines show the
90th and 10th percentile respectively.

areas in the maps with similar coefficient values exhibit the pattern captured in that particular PC.
Basically, the red areas in the maps are out of phase with the blue areas and the percentage value
can be thought of as a measure of importance of that PC. This first investigation set reveals high
offshore variations whereas onshore variations are not sufficiently represented in the figure.

In order to increase the relative importance of the variations over land, we decided to use the
z-score defined as:

z =
x− µ
σ

(10)

where x stands for the data considered, in our case, WPD, µ for its mean and σ for the standard-
deviation. Thus, the absolute value of z represents the distance between the raw score and the
mean in units of the standard deviation. All the following studies will consider z-scores instead of
the raw values.

Until now we looked at the whole data set of wind power resource over the 31 years. Since
AO and NAO are generally much stronger during the cold season (Atkinson et al. 2006), we lim-
ited our data set in a second study respectively. Besides this helps us reducing calculation times
and necessary memory space. We also conducted the analysis that follows reducing the data sets
to the cold season over wider Europe. As the results are quite similar to the ones over core Eu-
rope we will focus on the latter ones. Looking at the PCs in time series, we identify strong diur-
nal cycles as shown for PC 3 for instance (see Figure 10).

In order to eliminate these diurnal cycles (since the available teleconnection indices are only
available as at least daily means) we converted the hourly WPD data into daily averages for all
following PCA studies.
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Figure 11. The first 8 PCs from the PCA of daily WPD over core Europe for the cold season. The values
in parentheses are the percentage of variance explained by that PC. As before, the red areas in the
maps are out of phase with the blue areas.

Figure 11 represents the coefficients or eigenvectors of the eight first PCs for the cold season
with daily averaged WPD data. In total there are 6080 PCs. The eight first components cover
54% of the total variance.

The most challenging part in PCA is the interpretation of each of the independent component.
The analysis presented below provides quantitative insights in this regard.

Correlation between principal components and teleconnection indices

Our objective will be to find out if one of these PCs can explain variations due to teleconnec-
tions such as the NAO or AO. Therefore we started comparing the time series of the variation of
the 50 first PCs with the time series of NAO and AO indices, both over the cold season during the
same period of 31 years. We used a running mean of one year. Surprisingly the first and thus the
most important PC is the only one to show great correlations for both NAO and AO. The AO in-
dex is represented by a green curve, the NAO by a red one. The respective time series for PC1,
AO and NAO are shown below in Figure 12, the correlation seems slightly better for AO than for
NAO. All the curves are normalized.

We assume that PC1 represents the impact of these two teleconnections. As shown before
NAO and AO are highly correlated to each other and thus it is not surprising that both can be ex-
plained by the same PC. In order to verify this hypothesis we also calculated the cross-correlation
sequences between the time series of each of the 50 first PCs of our PCA Analysis and the tele-
connection indices. The cross-correlation coefficient sequences of the first four PC’s are plotted
in Figure 13 for both AO and NAO.

We identify in both cases a high correlation coefficient for PC1 and PC3 in the middle. That
means in the case without lead or lag of one signal on the other. There also seems to be a corre-
lation between PC2 and AO. The correlation between PC2 and AO is not very high (0.15 at the
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Figure 12. Normalized time series of PC1 (blue), NAO index (red) and AO index (green) for a running
mean of one year over the 31 years of data for the cold season.

maximum), neither the correlation between PC3 and NAO/AO (less than -0.2 at the maximum).
PC1 on the contrary has quite a high correlation with AO and NAO.

The highest correlation of 0.46 can be found between PC1 and AO, NAO’s correlation with
PC1 is 0.32. Besides, there is no significant lag or lead between the two curves. The maximum
correlation is exactly in the middle of the sequence for both teleconnections. Further, we identify
a maximum lead of NAO on the variation of PC1 of one day. We also calculated the coefficient
of determination for a linear regression in the case of no lead or lag. Using a running mean over
one year we obtain a R2 value of 0.736 in the case of AO and of 0.574 in the case of NAO. The
R2 values are much lower but still significant at the 1% significance level if we use the raw (not
smoothed) data: 0.219 in the case of AO and of 0,118 in the case of NAO. By definition these
results are consistent with the r’s calculated above. For all the other PC’s we get R2 values that
are much smaller than 0.02 and thus not significant and negligible.

If we use the whole data set smoothed over one year instead of the limitation to the cold sea-
son we get a R2 of 0.226 for AO and of 0.159 for NAO. Thus, the limitation to the cold season is
justified. A further reduction to the winter season results in slightly higher values for NAO and
slightly lower ones for AO. This is fully consistent with Atkinson et al. (2006). Our results con-
tradict Ambaum (2001) stating that only the NAO pattern can be identified in a physically consis-
tent way in PCA applied to various fields in the Euro-Atlantic region, but no such identification is
found for the AO. With WPD we found a field that can be well identified in PCA.

Unfortunately we were not able to diagnose as clearly as in the case of AO/NAO the other
teleconnection indices studied such as ENSO, AMO and PNA in one of the PC’s. Nevertheless,
that underlines the importance of AO and NAO regarding WPD variation over Europe and ex-
plains why the focus of the present studies is on the latter ones.
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(a) PC 1-4 and AO.

(b) PC 1-4 and NAO.

Figure 13. Cross-correlation sequences between the first four PCs and the respective teleconnection
index. The blue lines indicate a confidence interval of 95%.
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4.3 Influence of NAO/AO Indices on Wind Power Density

In this part we will try to prove the results of the previous chapter revealing a significant im-
pact of AO and NAO on WPD that had been explained by the first PC accounting for 14% of the
total variance of WPD. Therefore we will first look at the correlation between WPD time series
and the respective teleconnection index and then give a more comprehensive measure of the im-
pact of these teleconnections.

Correlation between teleconnection index and wind power density

Lead of NAO and AO on WPD In order to validate that there is no lag and a maximum lead of
one day of the teleconnection on WPD we are studying the cross-correlation sequences between
both time series. We will present our results for the cold season for every grid point.

Figure 14 shows the histograms of the lags of the cross-correlation coefficient sequence where
the highest cross-correlation values can be found for every grid point. In both cases we observe a
high peak in the middle around 0 lag. Looking at the histograms in detail we observe that in the
case of AO, 29.2% of the grid points obtain their maximum correlation coefficient for a situation
without lead or lag of the teleconnection on wind power resource (30.5% for the whole data set).
Furthermore, 19.1% of the grid points have the maximum correlation at a lead of one day of the
teleconnection on WPD (18.4% for the whole data set). In the case of NAO, 22.4% of the grid
points have maximized correlation for the situation without lead (15.9% for the whole data set).
A lead of one day can be observed for 20.2% of the grid points (15.9 % for the whole data set).
Two days leads occur in less than 3% of the grid points in both cases. Thus, our results of the
cross-correlation analysis of PCA component 1 are proved: 0-1 day lead in the case of AO and
NAO.

It is also interesting to plot the number of lag-days between teleconnection and WPD for which
the correlation coefficient is maximized at each grid point as it has been done in Figure 15. The
big white area in northern Europe that can be found in both cases - AO and NAO - underlines the
results stated above and reveals a large zone with similar pattern that had already been identified
in the PCA (red area in Figure 11). The maximum lead of one day in both cases can be inter-
preted as a high persistence between AO/NAO and WPD and corresponds to what we could have
expected. As a consequence it is important to monitor AO/NAO on a daily basis. Nevertheless,
it makes it more difficult to react on AO/NAO changes and to adapt wind power generation for
instance. Thus, the prediction of these indices as far in advance as possible becomes an important
issue.

In addition, the result of only one or even zero lag was confirmed by mapping and comparing
the geographical variation of each situation with lags between 0 and 10 days. The zone of high
correlation in northern Europe is getting smaller and less intense with increasing number of lag
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(a) AO

(b) NAO

Figure 14. Histogram of the delay between WPD and AO (top) and NAO (bottom) for which a maximum
correlation can be obtained. Positive x-values correspond to a lead of NAO on WPD, negative ones to
a lag. Both are measured in days. The figures on the right represent a zoom into the lags of interest in
the left figures.
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Figure 15. Geographical variation of lead days of maximum correlation between AO (left) and NAO
(right) and WPD. The scale is reduced to ±30 days of lead/lag. As a result, all higher and lower values
appear as the extreme values.

Figure 16. Geographical variation of the cross-correlation coefficient at a significance level of 1% in the
case of AO (left) and NAO (right) without lag/lead. As before we considered the cold season.

days.

Correlation between NAO/AO and WPD Not surprisingly the cross-correlation plots for zero
and one day lag are almost the same for both AO and NAO, thus we are only presenting the ones
in the case of no lag in Figure 16.

It is important to note that AO and NAO are both highly correlated with WPD for northern
Europe, especially northern UK, coastal Norway and southern Sweden, whereas the correlation is
much weaker for southern Europe. In the case of AO we observe even a negative correlation for
southern Europe. It is highest over Spain. All the plotted correlation coefficients are significant at
a confidence level of 99%. These results correspond exactly to what we have seen in PCA, where
the Eigenvectors of PC 1 were best aligned for a large zone in northern Europe. Nevertheless,
PCA revealed higher correlation between PC1 and teleconnection for AO than NAO, whereas the

22



Figure 17. Geograpical variation of R2 using a linear regression between teleconnection index (AO on
the left, NAO on the right) and WPD for the cold season for a running mean over 1 week. The coloured
values passed a slope test at a significant level of 1%. Non-significant values are plotted in white.

Figure 18. Geograpical variation of R2 using a linear regression between teleconnection index (AO on the
left, NAO on the right) and WPD for the cold season for a running mean over 20 weeks. The coloured
values passed a slope test at a significant level of 1%. Non-significant values are plotted in white.

correlation between WPD and teleconnection appears to be higher for NAO1.
Smoothing the data used can significantly increase the correlations. For example, for the cold

season we obtain correlations up to 0.8 and 0.75 for AO and NAO respectively if we apply a run-
ning median of a year to both teleconnection index and WPD.

The R2 value was also considered (Figure 17 and Figure 18) since it provides a physical in-
terpretation of the correlation coefficient as part of the variance of WPD that can be explained by
the respective teleconnection.

Impact of different states of the teleconnection

Since we can be confident now that a significant correlation exists between AO/NAO and
WPD we want to quantify the effect of a changing phase in the teleconnection index in terms of
1 If we consider only the winter season the correlations get about 5% higher for both AO and NAO. Taking into

account the whole data set on the contrary has the opposite effect and correlations decrease by about 40%. Never-
theless, the geographical variation stays in all data sets qualitatively the same.
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increase or decrease of WPD. As a comprehensive way to do that we chose to divide each tele-
connection index into three states: positive, medium and negative. The limits between these states
are carefully chosen in order to create bins of equal number of data elements. For each grid point
the WPD at a time t over the cold season is categorized into one of these three levels depending
on the state of the teleconnection at the same time. As a result we obtain a sample of WPD that
occur for high or positive NAO/AO as well as one for low or negative NAO/AO. Since we know
that there is a maximum lead of one day of teleconnection index on WPD we applied a two-day
moving average on the teleconnection time series. In the following we are going to analyze these
samples and in particular their relative variations due to a change of the teleconnection phase. As
already stated above, the histogram of WPD at a certain grid point is highly skewed and a long-
tailed distribution. Thus, the mean may not faithfully represent the distribution’s central tendency
of the WPD accurately. As a consequence, we should rather consider the median.

Geographical variation in WPD Let us first look at the impact of the AO. WPD varies up to
2 times between phases of positive and negative AO. The variations are much stronger for the
median than for the mean values as shown in Figure 19 and Figure 20. It is important to under-
line the high confidence level of 99% that has been obtained using a two-tailed t-test for statisti-
cal significance (see appendix). In the case of positive AO, median WPD increases of about 30–
200% for north western Europe, whereas southern Europe is characterized by a decrease of about
30–40%. The highest increases can be observed for northern Great Britain and the north west
coast of Norway. This different pattern of variation in WPD between the North and the South re-
veals a high potential for interconnection between wind farms in order to reduce intermittency
and to balance the variability of the resource. For instance, in the case of a change of the AO
phase from negative to positive the higher amount of generated power by a wind farm located
in the North could be used to compensate the lack in wind energy generated by a southern wind
farm. If AO turns negative again the opposite will happen and the North can be balanced by the
South. Since the probability of apparition of each state of AO equals one third we can further say
that this high interconnection potential can be exploited at least two third of the time. Neverthe-
less, an increase in intensity of WPD due to high AO/NAO is always associated with an increase
in standard deviation. Consequently, the WPD distributions get much wider and the risk occurs
that only a small percentage of the WPD can be converted to electricity since power curves are
only defined for a limited interval of WSs (see 3.3).

In the case of the NAO our results are quite similar to the ones stated above for AO. Neverthe-
less, regions with decrease of WPD in the South seem to be less widespread and weaker. Besides
the area with increase of WPD is more located in the North West. Quantitatively, the increases
are slightly lower. Nevertheless, a similar potential for interconnection between wind farms can
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Figure 19. Relative variation in mean WPD at a significance level of 1% if AO (left) or NAO (right)
changes from the negative state to the positive one.

Figure 20. Relative variation in median WPD at a significance level of 1% if AO (left) or NAO (right)
changes from the negative state to the positive one.

be noted. Again, Figure 19 and Figure 20 are completely consistent with the areas of similar pat-
tern identified in the first PC in PCA.

It is difficult to compare our results with the previous studies by Brayshaw (2011) and Jerez
(2013) given that we are looking at WPDs whereas they use WS distributions to assess the po-
tential energy output by a hypothetical wind turbine. In our case high WS result in high WPD.
Nevertheless, as already mentioned the generated power by a turbine depends on the respective
power curve. It can be that WSs are too high and consequently fall outside of the operable range
of WSs for the chosen turbine that would remain inoperable most of the time.

Geographical variation in generated energy output Given these limitations we would like
to do the same study as before, comparing the impact of different phases of the teleconnections.
But this time we will look at the real energy output by wind turbines instead of WPD, that should
rather be considered as a potential upper bound of energy that could be extracted. We will do that
for every grid point over core Europe. Furthermore, we will not only consider one hypothetical
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wind turbine as done by Brayshaw et al. (2011) but three different ones (see 3.3). Model 2 corre-
sponds to the wind turbine used by Brayshaw.

Figures 21a-c show the relative differences in generated energy between positive and negative
phases of both AO and NAO for each model wind turbine. In all of them we identify an impor-
tant north-south difference confirming the high potential of interconnection between northern
and southern Europe that has already been stated before when looking at WPD. It seems to be
stronger for AO than for NAO. Effectively, in the case of a positive AO phase, up to 200% more
electricity can be generated in the North compared to a negative teleconnection phase whereas
the generation in southern Europe decreases by about 40–50%. Not surprisingly, the three plots
for AO look really similar independently from the wind turbine used. The same can be observed
for the plots for NAO. This result is really meaningful since it tells us that independently from the
wind turbine used there will always be a high potential for interconnection between wind farms
between the North and the South. The plots for Model 2 and 3 seem to be almost the same. That
can be explained by the similar power curve for these two turbines. Comparing Model 2 and 3
with Model 1 we observe certain differences, especially in the offshore regions.

It is interesting to compare our results with the ones of Brayshaw (2011), therefore we plotted
in Figure 22 on the left a zoom on the UK for wind turbine Model 2 that corresponds exactly to
the one used by Brayshaw. We obtain qualitatively the same results as Brayshaw who found that
energy output at the two locations that have been studied increases by 18.6% in STO, the coastal
airport on an island in the north west of the Scottish mainland, and by 11.3% in GFD, an exposed
land area in the center of the UK in the case of positive NAO compared to the negative phase.
Furthermore, they stated that the same study for London Heathrow revealed a much weaker rela-
tionship between WS and NAO. Nonetheless, quantitatively our results show higher increases of
the wind power output: 60% for STO and 40% for GDF. This difference can be explained by the
different methodology applied as well as by the different data sets used. For instance Brayshaw
obtained its data at 80 m heights by multiplying the 10 m WS by a constant scaling factor that
had been chosen with a certain arbitrariness. Therefore, the resulting power output should be in-
terpreted with caution. Nevertheless, our results over Portugal and Spain are completely consis-
tent with Jerez et al. (2013) as shown in Figure 22 on the right. They state that a negative NAO
phase enhances wind power by about 30%. This is extremely encouraging since Jerez used data
over a period of 48 years with a more than five times higher spatial resolution.

26



(a) Model 1

(b) Model 2

(c) Model 3

Figure 21. Relative variation of the energy output between positive and negative AO (left) and NAO (right)
phase for each of the three wind turbine models considered. Red and blue areas represent respec-
tively increase and decrease of the generated energy due to the change from a negative to a positive
teleconnection phase.
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Figure 22. Relative variation in energy output over the UK using Model 2 (left) and over Spain and Portu-
gal using Model 3 (right) if NAO changes from a negative phase to a positive one in order to compare
them with the results of Brayshaw (2011) and Jerez et al. (2013).

Table 2. Some approximative annual total energy outputs by a model turbine depending on its location
and the phase of AO.
Wind turbine (max. output [GWh]) Model 1 (17.5) Model 2 (26.3) Model 3 (28.9)
Location North South North South North South
Positive AO 9-12 1-5 13-16 1-6 15-19 2-9
Negative AO 7-9 3-8 8-10 3-10 10-13 5-12

Table 2 provides some absolute values for the annual energy that can be generated by one
wind turbine depending on its location and the phase of AO for instance. The values are quite
similar for NAO. We use northern UK and Spain as example locations in the North and the South
respectively. The values in brackets after the turbine model indicate the maximum possible an-
nual power output by this turbine and can be used to calculate the CF. It is important to note that
the indicated values are only approximations in order to give an idea of the absolute quantities
since we were only looking at relative differences so far.

We see that high CFs can be obtained in the North in the case of a positive teleconnection
phase, whereas these are really small for the southern regions. When the phase turns negative,
CF’s in the South increase significantly whereas the CF’s of northern wind farms decrease.

Similarly, Figure 23 shows in absolute values over whole Europe how much more or less en-
ergy can be generated by wind turbine Model 3 if AO/NAO changes from a negative state to a
positive one.

In order to well represent the generated energy output by installing a wind farm at a certain
grid point it is important to estimate the number of wind turbines that could be installed in the
area around a grid point. This area can be modeled by a rectangle of 50 km x 66,7 km. We as-
sume that only 10% of the grid cell area can be used for wind turbines due to other land uses
or constraints. Meneveau and Meyers (2010) found that the spacing between turbines should

28



Figure 23. Difference in the energy output generated by Model 3 in MWh during a positive and a negative
phase of AO (left) and NAO (right).

be about 15 rotor diameters to maximize cost effectiveness. This spacing is much higher than
that applied in conventional wind farms (7 rotor diameters). For instance, Model 3 of the used
wind turbine has a rotor diameter of 112 m, thus there should be a distance of 1,68 km to its next
neighbour turbine. In our estimation we try to cover the rectangle around the grid point with as
many circles of radius 840 m as possible using a honeycomb model. As a result we obtain a op-
timal number of 14 turbines per grid point for Model 3. As a consequence, the energy output in
Table 2 should be multiplied with the respective optimal number of turbines in order to estimate
the electricity that can be generated in total over one year at one grid point. The optimal number
of turbines at one grid point for Model 1 (rotor diameter: 100 m) and Model 2 (rotor diameter: 90
m) are about 18 and 16 respectively.

Finally, we should keep in mind that besides the relative increase/decrease in generated energy
output due to a change of the respective teleconnection phase, a minimum WPD is required at
every site for which interconnection should be applied to balance variability during at least one
of the extreme teleconnection phases. Gustavson (1979) found that at least a WPD of 220 W

m2 is
needed for minimum usable wind power generation. In the U.S. Wind Resource Atlas (Elliott
et al. 1987) 200 W

m2 was used as the minimum WPD for usable power production. Given the im-
portant technological advances in the last decades we will consider a threshold of 180 W

m2 . The
colored areas in Figure 24 (right) are the potential candidates for interconnection between wind
farms with a minimum mean WPD of 180 W

m2 in at least one of the extreme phases in the case of
AO:
• green: the threshold is only obtained for a negative phase of the teleconnection

• orange: the threshold is only obtained for a positive phase of the teleconnection

• blue: the threshold is obtained for both extreme phases of the teleconnection
We observe that this necessary requirement is only fulfilled for specific regions. To reduce inter-
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Figure 24. Left: Mean WPD in W
m2 in Europe over the whole year; Right: In colors: Potential candidates

for interconnection with a minimum mean WPD of 180 W
m2 in at least one of the extreme phases for AO

during the cold season.

mittency, it would be optimal to interconnect the red points with the green ones. Interconnecting
the blue points will rather balance variability than intermittency and should thus also be an ob-
jective. Nevertheless, it has to be noted that this criteria provides only a general idea of potentials
but that more detailed local studies should be conducted in order to choose the right regions for
interconnection. Figure 24 (left) shows the geographical variation of mean WPD over Europe.

In addition, a detailed study about the feasibility of interconnection should be done for these
regions. Therefore the costs of the losses by transmissions of electricity as well as the neces-
sary investments to install an interconnected grid should be evaluated against the benefits due
to reduced intermittency and better balanced variability. In its Energy Infrastructure Package the
European Union considers the north-south interconnections in Central and South Eastern Eu-
rope as a priority (EC). Our results presented above confirm that this interconnection project will
help reduce intermittency due to AO/NAO. Nevertheless, the majority of the south eastern coun-
tries does not fulfill the minimum WPD requirement stated above. Our study shows that there are
much better potential countries for interconnection if we aim to balance the impact of AO/NAO,
especially the most northern ones such as England and Norway and the Mediterranean ones. An
interconnected electricity grid covering all of Europe should be the objective to balance best the
teleconnectivity of AO/NAO and consequently reduce variability by as much as 30% during the
cold season for the North, for instance.

4.4 Explanation of the Impact of AO/NAO

While almost no literature is available explaining the impact of AO on European climate, sev-
eral studies have established links between different NAO modes and changes in the associated
activity of North-Atlantic storm tracks. According to Ulbrich et al. (1999), the NAO is closely
associated with the intensity of the Atlantic storm track’s extension into Europe. A change of
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Figure 25. High (left) and low (right) composites of the first principal Atlantic storm denoted A1. This
mode is negatively correlated (r = −0, 61) with the EA teleconnection (source: Lau 1988)

the NAO pattern results in a steadily growing storm track activity over north western Europe. In
addition, they predicted a systematic northeastward shift of the NAO’s northern variability cen-
ter from the east coast of Greenland to the Norwegian Sea during the subsequent 10 years. By
applying EOF analysis of the monthly root-mean-square statistics of bandpass filtered (2.5–6
day) twice-daily 500-mb geopotential heights, Lau (1988) identified storm track modes over the
North Atlantic and was able to link them to the eastern Atlantic teleconnection patterns found in
monthly time averages (Figure 25). He proved that the eastern Atlantic teleconnection pattern,
also called “southward shifted NAO pattern“ (NOAA), is coincident with a north-south displace-
ments of the storm track axis by as much as 20° of latitude over the eastern Atlantic. Further the
characteristic circulations at sea level shown in a composite chart of the SLP field associated with
the first principal mode resemble the patterns associated with the NAO.

Equally, Baldwin and Dunkerton (2001) suggest based on their observations that large circu-
lation anomalies in the lower stratosphere are linked to substantial shifts in the AO and NAO.
They showed that over the Atlantic sector the storm track is displaced significantly farther south
in the case of weak vortex regimes, compared to strong vortex regimes. Interestingly high AO
or NAO indices occur with a three to four times higher probability during strong vortex regimes
than weak vortex regimes. The opposite is observed for low indices. Besides, the observed circu-
lation changes during weak and strong vortex regimes can be anticipated by observing the strato-
sphere. These results imply a measure of predictability, up to two months in advance, for AO/
NAO variations in northern winter, especially for extreme values.

Rogers (1997) also states that the NAO may be closely associated with the latitudinal aspects
of storm track variability in the central Atlantic, but that the low-frequency teleconnections that
are linked to the predominant mode of the storm track variability in the North Atlantic are in the
far northeastern Atlantic, what is completely consistent with our results. Furthermore, Hurrel
(1995) showed that in the case of high NAO during winter, the westerlies onto Europe are over
8m

s
stronger than for low NAO winters.

31



Figure 26. Normalized time series of monthly AMO and monthly mean WPD over Munich (GER).

To conclude, we can explain the influence of AO/NAO on WPD by three effects occurring in
the case of a high phase of the teleconnection:

1. Much stronger westerlies

2. Intensification of the Atlantic storm tracks

3. Shift in the North Atlantic storm tracks resulting in enhanced winds toward the north
western oceanic area and weakened winds throughout most of the European continent

4.5 Influence of the Atlantic Multidecadal Oscillation on Wind Power Density

Similarly to our studies on AO/NAO and WPD we are interested in assessing if there is also
an impact of AMO on WPD. If yes we would like to quantify it. Since AMO is a multidecadal
pattern we are using in the following a running mean of 5 years in order to get the long term trend
and reduce noises. Besides we will this time consider wider Europe. Let us first look at the nor-
malized time series of monthly AMO and monthly mean WPD for the whole data set at an exam-
ple grid point: Munich (48.1°N, 11.6°E), shown in Figure 26. Both time series seem to be highly
anti-correlated.

Atlantic Multidecadal Oscillation and Principal Component Analysis

Comparing the time series of AMO with the first 8 PCs does not result in a clear identification
of any PC as this has been the case for AO/NAO. Several PC’s show high R2 for a linear regres-
sion: PC1: 0.48, PC2: 0.53, PC3: 0.45, PC5: 0.40, PC7: 0.43, PC8: 0.40. Unfortunately these
values are not even significant at the 5% significance level if we use a slope test as described in
the appendix. As a result we do not know if AMO can be explained by PCA.
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Figure 27. Coefficient of determination for linear regression between monthly AMO and WPD data using
a slope test at 5% significance level. Non-significant values are plotted in white.

Correlation with wind power density

Since correlation studies did not let us conclude about a lead or lag between WPD and AMO,
we calculated the coefficient of determination at each grid point and only plot the significant val-
ues using a significance level of 5% (Figure 27). We prove that there is a certain correlation be-
tween WPD and AMO for northern Europe. Correlations appear to be higher over land than over
sea. It is important to state that correlation is not causality. The fact that we observed a certain
anti-correlation between WPD and AMO does not necessarily mean that one causes the other. It
could be that both effects are caused by another factor.

Impact of different states of the large-scale climate variability pattern

As we did before for AO/NAO we also categorized AMO into three phases: positive, medium
and negative. Each phase occurs with a probability of 1/3. For each one we calculated a mean
WPD and studied its variation in the case of a change between negative and positive AMO phase.
A two-tailed t-test showed that our results in Figure 28 are significant at a confidence level of
90%. We observe a decrease of mean WPD in the case of a positive AMO index compared to a
negative one for almost all of Europe. Surprisingly, a high increase of mean WPD of up to two
times arises for eastern Turkey and northern Syria.

As noted above it could be that the variation in AMO is a result of the variation in WPD. A
higher WS over the Atlantic Ocean could favor higher convection and thus result in a cooling
effect, whereas stagnant air or really low WS could cause a warming of the sea surface tempera-
ture.

To conclude, our results are consistent with Sutton and Hodson (2005) who showed that AMO
variations have an impact on Europe’s climate system, but that it is relatively small.
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Figure 28. Relative variation of mean WPD if AMO turns from a negative to a positive phase. Non-
significant values (α = 10%) are plotted in white.

4.6 Influence of the El Niño Southern Oscillation on Wind Power Density

In this part we present analogue to the previous chapter the results of our studies on ENSO.
Since we only have monthly averaged ENSO indices, we used the monthly averaged data over
wider Europe during the cold season. Unfortunately no significant correlation has been found
neither between any PC and ENSO index nor between ENSO index and WPD data. Interestingly
we observe a similar north-south pattern as identified for AO/NAO if we categorize the WPD
data into events of strong positive and strong negative ENSO phase with a equal probability of
occurence of 1/3. Figure 29 shows the relative variations of mean WPD if ENSO changes to a
strong positive phase for two significance levels: 10% and 30%. As before a two-tailed t-test was
applied. In addition to these low significances, the varaitions are very small ranging form -15%
to +30%. Similarly to our conclusions in the part about AO/NAO, we can note a certain poten-
tial of interconnection between wind farms in northern Europe, e.g., Germany or northern France
and wind farms in certain areas of the Mediterranean region such in Spain, southern France or
Italy. These results are completely consistent with the previous studies that have stated a rela-
tively small effect of ENSO in Europe.

5. CONCLUSIONS

In the present study the impact of several teleconnections and large-scale climate variability on
wind energy resource over Europe have been evaluated and, if possible, quantified. Best results
have been obtained for the AO and NAO teleconnections, especially in winter. Since much of Eu-
rope sees a maximum point-wise temporal correlation with AO/NAO leading WPD by at most
one day it is important to monitor AO/NAO on a daily basis. Generally, the correlations between
WPD and teleconnection index are slightly higher for NAO. From the PCA analysis we can in-
fer that as much as 14% of the overall variation of WPD over Europe is explained by AO/NAO.
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Figure 29. Relative variation at a confidence level of 70% (left) and 90% (right) of mean WPD if ENSO
changes from a positive to a negative phase. Non-significant values are plotted in white.

This result has been confirmed by calculating the coefficient of determination for linear regres-
sion between WPD time series and the teleconnections over all of Europe. For northern Europe
up to 30% of the variation of WPD can be explained by NAO, for example. In the case of high
AO/NAO, WPD can get up to three times higher in northern Europe compared to a low telecon-
nection phase. The opposite effect can be observed for southern Europe; WPD decreases here
by up to 50%. This different variation due to AO/NAO across Europe reveals a high potential for
interconnection between wind farms in order to balance their variability and to reduce intermit-
tency, one of the greatest challenges facing widespread deployment in wind power generation.
Our study of the generated energy output using three types of model wind turbines provides a
more realistic measure to prove this high interconnection potential, and shows that it is indepen-
dent from the wind turbine used. Furthermore, predicting AO/NAO, can significantly help wind
farm operators adapt to future wind power variations and stabilize wind power output through-
out Europe, for example, by providing the right back up technology for lost wind power e.g. in
the south of Europe when a positive phase of AO/NAO occurs. As a consequence, taking into ac-
count our results, wind power can become a more reliable and less intermittent resource that will
help its expansion across Europe.

Compared to studies on the influence of teleconnection on wind resource over Europe that
have been conducted before, it is important to note that our study is the first to look at WPD on a
large scale. Our study also provides a more comprehensive analysis since we include air density
and are thus able to estimate the upper bound of wind power that can be generated independently
from the wind turbine used. In addition, we estimated the effective energy output for every grid
point over all of Europe for several wind turbines of different scales. In order to validate our re-
sults, the scripts developed to study AO/NAO have also been applied to other teleconnections
such as the Pacific North Atlantic Oscillation (PNA). Not surprisingly we observed absolutely no
correlation in this case. Furthermore, our results for ENSO and AMO have been presented above.
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In all cases it is difficult to determine an as clear and significant widespread pattern as observed
in the case of AO/NAO.

Nevertheless, we should be aware of the limitations of the present study. First of all, the data
set has been obtained by assimilation of measurements and satellite remote-sensed data into a
global model. The imperfections of the model and the assimilation schemes are accordingly
bound to influence the computed output. Due to the spatial resolution of 1/2° (lat) x 2/3° (long)
some local effects that change wind speeds such as mountain passes and valleys are not repre-
sented. In addition, since the teleconnection indices have time resolution of at least one day, in-
termittency and other phenomena of higher scale and their effects can only be studied. Regard-
ing our study about the potential electrical energy output by different model turbines, it is im-
portant to note that it aims to give only a qualitative impression of the areas with high potential.
Of course, these areas should be examined in detail and the optimal wind turbine has to be de-
termined for every location separately. Further studies should also be conducted on AMO tak-
ing into account a longer record of WPD data since AMO may be potentially predictable several
decades ahead (Knight et al., 2005). Knowing its influence on WPD could help evaluate wind
power output years in advance, and therefore further reduce uncertainty about this promising re-
newable energy resource. Better understanding of the influence of teleconnections on WPD also
helps estimating the potential wind power output of future commercial wind farms. For instance,
if the period of time considered to estimate their potential is mainly characterized by one phase
of a certain teleconnection having an impact on WPD, the actual wind power output in the fol-
lowing ten years could turn out to be overestimated, especially if the phase of the teleconnection
changes. Thus, the decision about a future investment based on this period of time could be bi-
ased, and result in a non-profitable financing. Similarly, areas of high wind power potential could
be underestimated by not taking into account the actual phase of an underlying teleconnection.
Our study clearly underlines that the interconnection of the electricity grids over whole Europe
should be a priority for the European Union given the potential to balance the teleconnectivity
from AO/NAO. A study on the economic feasibility of interconnection of wind farms, and the
resulting losses due to the transmission of electrical current, should be conducted. In addition,
it would be interesting to study the correlations between teleconnection indices and real wind
power that has been harvested by wind farm operators using electricity generation data over all of
Europe as it has been done for Spain by Jerez et al. (2013).
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7. APPENDIX

7.1 Acronyms

ADAS : Atmospheric Data Assimilation System
AMO : Atlantic Multidecadal Oscillation
AO : Arctic Oscillation
EA: East Atlantic teleconnection
ECMWF : European Center for Medium-Range Weather Forecasts
EEA : European Environment Agency
ENSO : El Niño Southern Oscillation
EOF: Empirical Orthogonal Function
ERA : ECMWF Reanalysis
ERA-40 : A 45-year ERA from September 1957 to August 2002
FSL : Forecast Systems Laboratory
GDF : Great Dunfell
GMAO : Global Modeling and Assimilation Office
GSI : Grid-point Statistical Interpolation
MERRA : Modern-Era Retrospective Analysis for Research and Applications
NAO : North Atlantic Oscillation
NASA : National Aeronautics and Space Administration
NCAR : National Center for Atmospheric Research
NCDC : National Climatic Data Center
NCEP : National Center for Environmental Prediction
NOAA : National Oceanic and Atmospheric Administration
PC : Principal Component
PDF : Probability Density Function
PNA : Pacific North American Pattern
SLP : Sea Level Pressure
SST : Sea Surface Temperature
STO : Stornoway
UK: United Kingdom
WPD : Wind Power Density
WS : Wind Speed

41



Figure 30. Autocorrelation of 31-year cold season WPD data for two grid points in order to determine the
number of independent data points.

7.2 Determination of Statistical Significance

As we calculated the correlation coefficient r in different studies above, we needed to deter-
mine the likelihood that it only occurred by chance. In order to calculate the respective critical
absolute values for r we first had to estimate the degree of freedoms present in the data set used.
These are varying with changing time periods of the moving averages that are applied. We esti-
mated these degrees of freedom or independent data points by autocorrelation. Therefore we cal-
culated the mean and the median lag over all grid points at which the slope of the sample autocor-
relation turns positive for the first time and chose the higher one of both since we are looking for
an underestimate for the degrees of freedom. For instance, we obtained a mean lag of 6,9 for the
daily non averaged WPD data over 31 years of the cold season, and thus 4689

6,9
= 675 independent

data points. That is completely consistent with what we have expected since weather conditions
are changing about all 3-6 days. Now we were able to calculate the critical statistical value at dif-
ferent significance levels α (1% and 5%) in Excel. A significance level of 1% means that there is
a 1% risk of error that the null hypothesis is rejected when it is true. Figure 30 shows two exam-
ples of autocorrelation plots for two different grid points. Naturally, we choose the lower degree
of freedom of the two time series in question to estimate the critical r.

In our linear regression studies we used a different method to determine the critical absolute
values for R2, called slope-test. After preparing our data by averaging out the dependent data
points (that have been determined as described above), we state our Null hypothesis that the slope
of the regression line is zero. Then we choose a significance level and conduct a t-test to deter-
mine if the slope of the regression line differs significantly from 0. Since the Matlab-function
used to calculate R2 directly provides the necessary p values we only need to test if p < α at each
grid point. If yes, the result at the respective grid point is statistically significant at a significance
level of α.
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Figure 31. Geographical variation of the lag in autocorrelation of the WPD sample for a strong positive
AO phase. We obtain a overall mean of 5,8 and a median of 5,0 whereas the lag over land is rather
between 3 and 4 days.

In order to assess the significance of the impact of a change in phase (e.g. from „low“ to „high“)
of a certain teleconnection we applied a two-tailed t-tests for the null hypothesis of equal means.
Therefore we use formula (19) according to von Storch and Zwiers (2002). Let nhigh and nlow

denote the degrees of freedom of the sample of WPD events Xhigh and Xlow during a high and a
low phase respectively and µhigh as well as µlow the mean of each sample.

t =
µhigh − µlow√(

1
nhigh

+ 1
nlow

)√(nhigh−1)V ar(Xhigh)+(nlow−1)V ar(Xlow)

nhigh−nlow−2

(11)

The critical t-values are extracted from a table for a two tailed distribution taking into account
the respective degree of freedom of our data and a level of significance α that has been carefully
chosen in every case. These critical values are compared to the t-value obtained at every gridpoint
and a result is accepted as significant at a certain level α if |t| > tcrit.

Again, it is important to note that we are underestimating the confidence level in all our as-
sumptions. For instance, WPD is varying much more over land than over sea as can be seen in
Figure 31. Thus, we have a higher number of degrees of freedom over land. As a result, by cal-
culating the mean or the median lag over every gridpoint we are underestimating the number of
independent data points over land which is the region we are most interested in.
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