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Abstract—The backpressure routing and scheduling, with
throughput-optimal operation guarantee, is a promising teh-
nique to improve throughput over wireless multi-hop networks. ﬁ ﬁ
Although the backpressure framework is conceptually viewd Ui Uz
as layered, the decisions of routing and scheduling are made ! L
jointly, which imposes several challenges in practice. In His Quewe Size
work, we present Diff-Max, an approach that separates routng X
and scheduling and has three strengths: (i) Diff-Max improes ‘
throughput significantly, (ii) the separation of routing and
scheduling makes practical implementation easier by minirizing
cross-layer operations;i.e., routing is implemented in the network
layer and scheduling is implemented in the link layer, and (i)
the separation of routing and scheduling leads to modularig;
i.e, routing and scheduling are independent modules in Diff-
Max and one can continue to operate even if the other does not.
Our approach is grounded in a network utility maximization  Fig. 1. Example topology consisting of three nodgesg;, &, and two flows;1,
(NUM) formulation of the problem and its solution. Based on 2. Note that this small topology_lsazoomed part of a large iflalp wireless
the structure of Diff-Max, we propose two practical schemes nework. The source and destination nodes of flawand 2 are not shown
Diff-subMax and wDiff-subMax. We demonstrate the benefits " this example,i.e,, nodesi, j, k are intermediate nodes which route and

h h h simulati ) > d imol schedule flowd and2. Ul.1 andUl.2 are per-flow queue sizes ahg ; andV; ;,
our schemes through simulation in ns-2, and we implement a o per-link queue sizes. (a) Backpressure: Nodetermines queue backlog

(a) Backpressure (b) Diff-Max

prototype on smartphones. differences at time; D; (t) = UF () — U3 (t), D (t) = US(t) — UR(t),
wheres € {1,2}. Based on these differences as well as the channel state of
[. INTRODUCTION the network,C (t), it makes joint routing and scheduling decisions. (b) Diff-

- . . : Node: makes routing decision based on the queue backlog diffesenc
The backpressure routing and scheduling paradigm Hg¥¢ Node! g U_S(t)g_U_s(t)_V,j(t) [)_Sk(t;q: U_S(t)_U%(t)_
’ %) 7 J 2, ’ i,k )

emerged from the pioneering work inl [1]./ [2], which Showed’iyk(t), wheres € {1,2}. Separately, nodé makes the scheduling decision
that, in wireless networks where nodes route packets an@ maksed onV; ;(t), V; 1 (t) and C(t).

scheduling decisions based on queue backlog differenoes, o Example 1: Let us consider Figlll(a) for backpressure
can stabilize queues for any feasible traffic. This semidedi operation. At timet, nodei makes routing and scheduling

has generated a lot of research interest. Most importa‘mtly'ﬁecisions for flowsl and2 based on the per-flow queue sizes;
has been shown that backpressure can be combined with fll9

| ide utili imal : 3 ;‘V(t), UZ(t), as well as the queue sizes of the other nodes,
control to provide utility-optimal operation guaranteq. [ i.e, nodej andk in this example, and using the channel

The strengths of these techniques have recently increaggéite of the networkC(t). In particular, the backpressure

the interest on practical implementation of backpressua%termmes the flow that should be transmitted over lirkj
framework over wireless networks, some of which are sums s* = argmax{D! (t), D2 (t)} such thats* € {1,2}
= i 2 .2}

e _ 1Y By
marized in Sectiofh 1. However, the practical implememtati The decision mechanism is the same for link- k. Note

of backpressure imposes several challenges mainly dueto §ii; yhis is joint routing i(e,, the next hop decision) and
joint nature of the routing and scheduling algorithms, mh'cscheduling ite., the flow selection for transmission). The

is the focus of this paper. scheduling algorithm also determines the link activatioliqy.
In classical backpressure, each node constructs per'ﬂﬂ'\’\barticular, the maximum backlog differences over eachk li

queues. Based on the per-flow queue backlog differencgs, .siculated asp* (1) = D (1) and D7, (1) = DS (1),
and by taking into account the state of the network, ea sed onD; (1) ;‘l:(t) andCZ”(jt), the schzékduling alagrithm

EOdE makes rfouting ankd_ scheduling I(Ijeclisionj. Alrhoetljniz &termines the link that should be activated. Note that the d
ackpressure framework is conceptually viewed as layéned, .ions of routing and scheduling (also named as max-weight

QeC|S|ons of routing gnd schedu_llng are made JO',ntly' Taevet algorithm) are made jointly in the backpressure framework,
illustrate this key point, let us discuss the following exzen which imposes several challenges in practice. We elaborate

This work was supported by NSF grant CNS-0915988, ONR gr&ooi4- on them next. ) . . ) u
12-1-0064, ARO Muri grant number W911NF-08-1-0238. Routing algorithms are traditionally designed in the netwo
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layer, while the scheduling algorithms are implemented links are activated and packets are transmitted based en per
the link layer in current networks. However, the joint rowgti link queue sizesy; ;, Vi i, andC|(t). The details of Diff-Max
and scheduling nature of backpressure imposes challengesaire provided in Sectiop Il |
practical implementation. To deal with these challengd$, [ Our approach is grounded in a network utility maximiza-
implements the backpressure at the link layer, [5] propostsn (NUM) framework [9]. The solution decomposes into
a system in the MAC layer. This approach is practicallgeveral parts with an intuitive interpretation, such aginmy
difficult due to device memory limitations and strict lintittns  scheduling, and flow control. The structure of the NUM
imposed by device firmware and drivers not to change the lisklution provides insight into the design of our scheme,
layer functionalities. The second approach is to implemehiff-Max. Thanks to separating routing and scheduling fDif
backpressure in (or below) the network layér, [6], [7]] [8]Max makes the practical implementation easier and minisize
This approach requires joint operation of the network aratoss-layer operations. We also propose two practicaisebp
link layers, so that the backpressure framework gracefulBiff-subMax and wDiff-subMax. The following are the key
work with the link layer. Therefore, the network and linkcontributions of this work:

layers should work together synchronously, which may not, \We propose a new system model and NUM framework
be practical for many off-the-shelf devices. to separate routing and scheduling. Our solution to the
Existing networks are designed in layers, in which protecol NUM problem, separates routing and scheduling such
and algorithms are modular and operate independently &t eac that routing is implemented at the network layer, and
layer of the protocol stackt.g., routing algorithms at the scheduling is at the link layer. Based on the structure
network layer should work in a harmony with different types  of the NUM solution, we propose Diff-Max.
of scheduling algorithms in the link layer. However, thenjoi o We extend Diff-Max to employ routing and scheduling
nature of the backpressure stresses joint operation artd hur  parts, but disable the link activation part of the schedylin
modularity, which is especially important in contemporary  algorithm. We call the new framework Diff-subMax,
wireless networks, which may vary from a few node networks  which reduces computational complexity and overhead
to ones with hundreds of nodes. It is natural to expect that significantly, and provides high throughput improvements
different types of networks, according to their size as well in practice. Namely, Diff-subMax only needs information
as software and hardware limitations, may choose to employ from one-hop away neighbors to make its routing and
backpressure partially or fully.g., some networks may be scheduling decisions.
able to employ both routing and scheduling algorithms, &hil o We propose a window-based routing mechanism, wDiff-
others may only employ routing. Therefore, the algorithths 0 subMax, which implements routing, but disables the
backpressuré,e., routing and scheduling should be modular.  scheduling. wDiff-subMax is designed for the scenarios,
In this paper, we are interested in a framework in which the  in which the implementation of the scheduling algorithm
routing and scheduling are separated. We seek to find such in the link layer is impossible (or not preferable) due to
a scheme where routing is performed independently at the device restrictions. wDiff-subMax makes routing decision
network layer and scheduling decisions are performed at the on the fly, and minimizes overhead.
link layer. The key ingredients of our approach, which we cal « We evaluate our schemes in a multi-hop setting and con-
Diff-Maxl, are; (i) per-flow queues at the network layer and  sider their interaction with transport, network, and link
making routing decision based on their differences, (ii)- pe layers. We perform numerical calculations confirming
link queues at the link layer and making scheduling decision that Diff-Max is as good as backpressure. We implement
based on their size. our schemes in a simulator; nsf2]10], and show that they

Example 1 - continued: Let us consider Fid.]1(b) for Diff-
Max operation. (i) Routing: at time, node: makes routing
decision for flowsl and 2 based on queue backlogs; ()

and Df,k(t), where s € {1,2}. This decision is made at

the network layer and the routed packets are inserted in

significantly improve throughput as compared to adaptive
routing schemes such as Ad hoc On-Demand Distance
Vector (AODV) [11]. Finally, we implemented a pro-
totype of wDiff-subMax on Galaxy Nexus smartphones
with Android 4.0 (Ice Cream SandwicH) [12].

the link layer queues. Note that in classical backpressureThe structure of the rest of the paper is as follows. Segflon |
routed packets are scheduled jointiye., when a packet is gives an overview of the system model. Secfigh Il presdres t
routed, it should be transmitted if the corresponding liasks NUM formulation and solution. Sectidn]V presents the desig
activated. Hence, both algorithms should make decisiantljoi and development of Diff-Max schemes and their interaction
in classical backpressure. However, in our scheme, a packgh the protocol stack. Sectidnl V presents simulation ltesu
may be routed at time, and scheduled and transmitted at &ection[V] presents related work. Sectlon]VIl concludes the

later timet+T whereT" > 0. (ii) Scheduling: at the link layer, paper.

1The rationale behind the name of our scheire, Diff-Max is as follows.
Diff means that the routing part is based on quditferences, antlax refers
to the fact that the scheduling part is based onntheimum of the (weighted)
link layer queues. Finally, the hyphen in Diff-Max is to miemt the separated
nature of the routing and scheduling algorithms.

Il. SYSTEM OVERVIEW

We consider multi-hop wireless networks, in which packets
from a source traverse potentially multiple wireless hops
before being received by their receiver. In this setup, each
wireless node is able to perform routing, scheduling, and flo



N Routing
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Scheduling i
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Fig. 2. A wireless mesh network. The queues at the networliakdayers,
and the interaction among the queues, inside riogle shown here in detail.
U? and U;‘, are the network layer queues for flowsand s’, and V; ; and
Vi, are the per-link queues for linkg;— j ands — [. Diff-Max algorithm
makes the routing decision in the network layer, and the cadivey decision
in the link layer.

source node of flows). The network layer may also receive
packets from the other nodes and insert thertVfn The link
transmission rate i8y, ;(t) at timet. hy ;(¢) is larger than (or
equal to) per-flow data rates over litk- 7. E.g., we can write
for Fig.[2 thathy, ;(t) > b3 ,(t) + ki ,(t) wherehs ,(t) is the
data rate of flows over link k — i. Note thath; ,(¢) is the
actual data transmission rate of flomover link & — 4, while
hi,i(t) is the available rate over link—1, at timet. At every
timeslott, U7 changes according to the following dynamics.

Ui (t+1) = max[U;(t) — Z fis,j(t)ao] + Z h;z(t)

JEN JEN
+ 25(t) Lji=o(s)] 1)
where o(s) is the source node of flow and 1, is an
indicator function, which isl if i = o(s), and0, otherwise.

The data rate from the network layer to the link layer
queues isf;;(t). In particular, f; . (¢) is the actual rate of the

control. In this section, we provide an overview of this getupackets, belonging to flow, from the network layer queue;
and highlight some of its key characteristics. Fi. 2 shdves tU;’ to the link layer queue}; ; at node:i. Note that the

key parts of our system model in an example topology.

A. Notation and Setup
The wireless network consists éf nodes andl edges,

where AV is the set of nodes and is the set of edges in
the network. We consider in our formulation and analysis$ tha

time is slotted, and refers to the beginning of slat

1) Sources and Flows. Let S be the set of unicast flows
between source-destination pairs in the network. Eachflew '
S arrives from the application layer to the transport layethwi
rate A, (t), Vs € S attime slott. The arrival rates are i.i.d. over

the slots and their expected values ave= E[A;(t)], Vs € S,

optimization of flow ratef;’;(¢) is the routing decision, since
it basically determines how many packets from flewhould
be forwarded (hence routed) to nogeAt every timeslott,
Vi.; changes according to the following queue dynamics.

Vij(t+1) = max[Vi; (1) — hiy(1),0]+ Y f5(0)  (2)
seS

The link transmission rate from to nodej is h; ;(t). As

mentioned abové:; ;(t) upper bounds per-flow data rates;

i.e, hij(t) > > .cshi;(t). Note that the optimization of

link transmission rate, ;(¢) corresponds to the scheduling

decisions, since it determines which packets from which lin

and E[A,(t)?] are finite. Transport layer stores the arrivinéayer gueues should be transmitted as well as whether a link

packets in reservoirsi.€., transport layer per-flow queues
and controls the flow traffic. In particular, each soukcés
associated with rate, considering a utility functiory,(z;),
which we assume to be a strictly concave functio:gf The
transport layer determines,(¢) at time slot¢ according to

) IS activated.

B. Channel Model and Capacity Region

1) Channel Model: Consider one-hop transmission over

the utility functiong,. z(t) packets are transmitted from thdink I, where! = (i, j), such that(i, j) € N andi # j.

transport layer reservoir to the network layer at glot

2) Queue Sructures. At nodei € N, there are network C(t) = {Ci(t), ..., Ci(t), ...,

At each slott¢, C(t) is the channel state vector, where
Cr(t)}. Ci(t) is the state of the

and link layer queues. The network layer queues are per-fliik  at timet and takes values from the sON, OFF'}

queuesi.e, U7 is the queue at nodec N that only stores

according to a probability distribution which is i.i.d. aoviime

packets from flows € S. The link layer queues are per-linkslots. If C;(t) = ON, packets are transmitted with rafe.

queues;.e, at each node € N, a link layer queuéy; ; is
constructed for each neighbor noge A (Fig.IZ)E

3) Flow Rates: Our model optimizes the flow rates amongt time slot¢ and for channel state”(t).

Otherwise; (e, if C;(t) = OFF), no packets are transmitted.
I'c(:) denote the set of the link transmission rates feasible
In particular,

different nodes as well as the flow rates in a node among every timeslott, the link transmission vectoh(t) =

different layers; transport, network, and link layer.

{hi(t), ..., hy (), ..

.hp(t)} should be constrained such that

The transport layer determines(t) at timet, and passes h(t) € T'c)-
z4(t) packets to the network layer. These packets are inserte@) Capacity Region: Let ()\,) is the vector of arrival rates

in the network layer queudj; (assuming that nodgeis the

2Note that in some devices, there might be only one queuengee-queue)
for data transmission instead of per-link queues in the liyler. Developing
a model with per-node queues is challenging due to couplingng actions
and states, so it is an open problem.

Vs € S. The network layer capacity regionis defined as the
closure of all arrival vectors that can be stably transmitte
the network, considering all possible routing and scheduli
policies [1], [2], [3]. A is fixed and depends only on channel
statistics characterized Qyc ;).



[1l. DIFF-MAX: FORMULATION AND DESIGN 2) Solution: By relaxing the first two flow conservation
constraints in Eq[{3), we have:

A. Network Utility Maximization L(z, f, h,u,v) = ng(xs) + Z Zuf(z 15

In this section, we formulate and design the Diff-Max < e
framework. Our first step is the NUM formulation of the prob- Z hji— Isl[izo(s)l) - Z YVi,j (Z fig = hw’)’
lem and its solution. This approache{, NUM formulation eN (G.g)€eL s€S 4
and its solution) sheds light into the structure of the Diff- )
Max algorithms. Note that the NUM formulation optimizesvhereu; andv; ; are the Lagrange multipliers, which can be
the average values of the parametérs,(flow rates) that are interpreted as the representative of the network and lip&rla
defined in Sectiof]I. By abuse of notation, we use a variablgyeues{/? andV; ;, respectivelfl The Lagrange function can
eg., ¢ as the average valug(t) in our NUM formulation, if be re-written as;
both ¢ and ¢(t) refers to the same parameter.

1) Formulation: Our objective is to maximize the total; .. ¢ p . ) — " we s ps
- . . . s J o Il W, — s\ts) 7T Up(g)Ls + Ui Ji 5
utility function by optimally choosing the flow rates,, (. f ) ;(g () (®) ) 1%\:/;3]%; 7

Vs € S, as well as the following variables at each node: the o .
amount of data traffic that should be routed to each neighbﬁrz Z Z ujhi ; — Z Z“i-ﬂ'fiJ + Z viihij

node;i.e, fifj, the link transmission ratese., h; ;. iEN s€S jEN (i,j)EL SES G,j)EL ©
ot hr Z 9s(xs) Eg. (8) can be decomposed into several intuitive problerols su
s€s as flow control, routing, and scheduling.
st Z f5o— Z ps o= 1% if i = o(s) Vie N.sc s First, we solve the Lagrangian with respectuta
o= = 0, otherwise ’ ’ o
J J Ts = (gs) (Ug(s)) ’ (6)
ST f < hig Vg eL , , _ o
wes where (¢%)~! is the inverse function of the derivative of.
S =hi. VseS, (i,j) €L This part of the solution is interpreted as the flow control.
5 1,]7 3 3
hel 3) Second, we solve the Lagrangian féf, and ;. The

following part of the solution is interpreted as the routing
The first constraint is the flow conservation constraint at
the network layer: at every node and for each flows, mﬁXZZ Z(“ffij —ujhi;) — Z Zvi,jfij
the sum of the total incoming traffid.e, > ..\ h3; and IEN s€S jEN (i.)eL s€S
exogenous traffid,e., 2, should be equal to the totai outgoing ~ St. fi; =hi,, Vie N,jeN,s€ S (7)
traffic from the network layerj.e, ZjeN f:;- The second
constraint is also the flow conservation constraint, butat t
link layer; the link transmission rateie, h;,; should be max SN =g —viy) (8)
larger than the incoming trafficie, > . s f7;. Note that (i,j)EL sES
this constraint is inequality, because the link transrissate ) ) ,
can be larger than the actual data traffic. The third comstrai Third, we sollve.the Lagrangian far; ;. '_I'he following part
shows the relationship between the network and link layer p@' the solution is interpreted as scheduling.
flow data rates. The last constraint shows that the vector of max Z vijhi
link transmission ratesh = {hy, ..., h;,...hr} should be the h e
element of the available link rateE; Note thatl" is different
thanT'¢(, in the sense thaf is characterized with the loss
probability over each linkp;, VI € L, rather than the channel ¢ decomposed parts of the Lagrangiae, Egs. [®),
state vectorC(t). @), @) as well as the Lagrange multipliers; andv; ; can
The first and second constraints are key to our work, becatige solved iteratively via a gradient descent algorithm. The
they determine the incoming and outgoing flow relationshig®nvergence properties of this iterative algorithm arevioied
at the network and link layers, respectively. Such an aggroan [15]. Next, we propose Diff-Max based on the structure of
separates routing from scheduling, and assigns the rotdginghe decomposed solution.
the network layer and scheduling to the link layer. Note that
if these constraints are combined in such a way that incomin%
rate from a node and exogenous traffic should be smaller thafNote thatu; and v; ; are Lagrange multipliers. Although they are
. . . interpreted as the representation of the queue sizes, teayoh actual queue
the outgoing traffic for each flow, we obtain the baCkpreSSU§Ees, but the functions of them. On the other haligd,and V; ; are actual
solution [13], [14]. queue sizes.

The above problem is equivalent to;

(i,9)€L
st.hel. (9)



B. Diff-Max

Now, we provide stochastic control strategy including fout

ing, scheduling, and flow control. The strategg,, Diff-Max,

which mimics the NUM solution, combines separated routing

and scheduling together with the flow control strategy.

Diff-Max:

o Routing. Nodei observes the network layer queue back-
logs in all neighboring nodes at timeand determines;

gy = JE UG U3 = Vi) > 0
S0, otherwise
(10)

where F"** is constant larger than the maximum out- *°

going rate from node. According to Eq.IIID),f;j(t)
packets are removed frory(t) and inserted in the
link layer queueV; ;(t). This routing algorithm mimics
Eg. (8) and has the following interpretation. Packets
from flow s can be transmitted to the next hop node
j as long as the network layer queue in the next hop
(node j) is small, which means that nodg is able

to route the packets, and the link layer queue at the
current node (node€) is small, which means that the
congestion over link — j is relatively small. Note that

if the number of packets ibV7(¢) is limited, the packets
are transmitted to the link layer queues beginning from
the largestV;? (t) — U; (t) — Vi ;(1).

The routing algorithm in Eq.[{10) uses per-link queues
as well as per-flow queues, which is the main difference

Application Application

Transport Layer Transport Layer
Flow Control Flow Control |
Tuw Tuew
Network Layer / 1P | U=(t), [ Network Layer /1P !U‘ws(‘); Network Layer / IP
Routing | Routing Routing |
Vit Vi) Vit
""""""" I m D (1) | e
- 1 V() - i - H
: Scheduling H Scheduling :<—J—>: Scheduling :
1 1
! MAC | ! MAC | ! MAC |
___________________________________ !

Source Intermediate Receiver

Fig. 3. Diff-Max operations at end-points and intermediatales.

and scheduling are operating jointly in backpressure,
while in Diff-Max, these algorithms are separated.

Flow Control. At every time slott, the flow/rate con-
troller at the transport layer of node determines the
current level of network layer queue backlo@g (t)

and determines the amount of packets that should be
transported from the transport layer to the network layer

according to:

seS|i=o(s)

st Y

seS|i=o(s)

[Mgs(zs(t)) — U (t)zs(t)]

max
x

zy(t) < RP (12)

where R*** is a constant larger than the maximum
outgoing rate from nodg andM is a constant parameter,
M > 0. The flow control part of our solution mimics
Eqg. (8) as well as the flow control algorithm proposed in

@l.

of Eq. {I0) as compared to backpressure routing. The giscussions on the analysis and performance bounds of
backpressure routing only uses per-flow queues, and d@&g&_\vax are provided in [[15].

not take into account the state of the link layer queues
(they do not exist due to formulation).

o Scheduling. At each time slott, link rate h; ;(t) is
determined by;

max > Vi (t)hi(t)
(i.5)€L
st.h(t) € Lew),V(i,j) € £

IV. SYSTEM IMPLEMENTATION

We propose practical implementations of Diff-Max (Hig. 3)
as well as Diff-subMax, which combines the routing algarith
with a sub-optimal scheduling, and wDiff-subMax which
makes routing decision based on a window-based algorithm.

(11) A Diff-Max

This scheduling algorithm mimics EqJ(9) and has the fol- 1) Flow Control: The flow control algorithm, implemented
lowing interpretation. The link— j with the largest queue at the transport layer at the end nodes (see[Fig. 3), detesmin
backlog V; ;, by taking into account the channel stat¢he rate of each flow. We implement our flow control algorithm
vector; C(t), should be activated, and a packet(s) froras an extension of UDP in our simulator ns-2 and in our
the corresponding queud/;(;) should be transmitted. Android testbed.

We note that this problem (scheduling or max-weight) The flow control algorithm, at the source nodedivides

is known to be a hard probleni.l[9], [13]. Therefore, wéime into epochs (virtual slots) such gs 2, ..., t¥ ..., where
propose sub-optimal scheduling algorithms that interatt is the beginning of théth epoch. Let us assume thét! =

well with the routing algorithm in Eq[{10).

tf + T; whereT; is the epoch duration.

The scheduling algorithm in Eq(IL1) differs from the At time t¥, the flow control algorithm determines the rate
classical backpressure in the sense that it is completalgcording to Eq.[(D12). We considet (zs(t)) = log(zs(t))
independent from the routing. In particular, Ef._](11fnote that any other concave utility function can be usefterA

makes the scheduling decision based on per-link queues(t¥) is determined, corresponding number of packets are
Vi; and the channel state(’(¢), while the classical passed to the network layer, and inserted to the network laye
backpressure uses maximum queue backlog differenceeeuelU?. Note that there might be some excessive packets
dictated by the routing algorithm. As it is seen the routingt the transport layer if some packets are not passed to the



network layer. These packets are stored in a reservoir at fNgorithm 1 Thke routing algorithm at nodefor packets from
transport layer, and transmitted in later slots. At the inee flow s at slotz;".

node, the transport protocol receives packets from therlowel: for vj € N; do ,

Iayers and passes them to the application. 2: Read the network layer queue size information of neigthrjﬁ(ti’“)

i ) i ) 3: Read the link layer queue size informatidv[,s,j(t;")
2) Routing: The routing algorithm, implemented at the 4. US (%) — US (1) — Vi ; (1) > 0 then
network layer of each node (both the end and intermediate: fii(tF) = Fmae
nodes) (see Fid.]3), determines routing policg, the next ?f e'sef ) =0
hop(s) that packets are forwarded. 8  Removef, (1" packets fromU*

The first part of our routing algorithm is the neighbor 9:  Passf; ;(t,*) packets to the link layer and insert them¥p,;
discovery and queue size information exchange. Each node
1 transmits a message containing the size of its network layer

queues;U;. These messages are in general piggy-backeghe jmplementation over time-slotted wireless netwoBjs [

to data packets. The nodes in the network operates on [B&E g 11 MAC, an asynchronous medium access protocol
promiscuous mode. Therefore, each node, let us say nodgitoyt time slots, is the most widely used MAC protocol
overhears a packet from nodeeven if node; transmits the in the current wireless networks. Therefore, we implement

packet to another node, let us say nddeNode j reads the o, scheduling algorithm (EG{L1)) on top 802.11 MAC (see
gueue size information from the data packet it receives Plg.[@) with the following updates.

overhears (th_anks_ to opgratlng on the promiscuous mo_de)The scheduling algorithm constructs per-link queues at the
The queue size information is recorded for future routing,
decisions. Note that when a node hears from another n%

thrpugh direct or promiscuous mode, it classifies it as i&)nsider thatp, and R, are the estimated values pf and
nelghbor_. The ne|ghbor_ no_des of nod@rms a setV;. As R;, respectively.p; is calculated as one minus the ratio of
we mentioned, queue size |_nformat|on Is piggy-backed ta d_actorrectly transmitted packets over all transmitted packeta
packets, prever, |f_there Is no data packet for ransmissig o \ingow over linkl A R, is calculated as the average of the
for some time duration, the node crgates a packet to CaffY-ant (in a window of time) link rates over link V;.;, i,
queue size messages and brgadcast '_t' . and R; ; are piggy-backed to the data packets and exchanged
~ The second part of our routing algorithm is the actual roufinong nodes. Note that this information should be exchanged
ing decision. Similar to the flow control algorithm, the m@  3mong all nodes in the network since each node is required
algorithm divides time into epochs; such@s t;%,....%*,.... {5 make its own decision based on global information. Also,
wheret " is the beginning of théith epoch at node. Let Us  each node knows the general topology and interfering links.

/]C 1 / . .
assume that," " = tik+7}/ whereT] is the epoch duration.  The gcheduling algorithm that we implemented mimics
Note that we use;* and7? instead oft} andT;, because these g [I1). Each node knows per-link queuesi.e, Vj, es-

two time epochs do not need to be the same nor synchronizg@ated loss probabilitiesi.e., 7, and link rates,i.e, R

At time ¢, the routing algorithm at the network layerior | ¢ £ as well all maximal independent sets, which
CheCkSUf(tik) — U3 (t;*) — Vi;(t*) for each flows. Note consist of links that are not interfering. Let us assume that
that U3 (¢*) is not the instantaneous value 6f at time there are) maximal independent sets. For thth maximal
t;k, instead it is the latest value dfy heard by node: independent set such that= 1, ..., Q, the policy vector is;
before . Note also thatV; ;(t;*) is the per-link queue at 7q = {7y, ..., 7}, .., 7y}, wheren, = 1 if link 1 is in the
nodes, and this information should be passed to the netwogth maximal set, andr, = 0, otherwise. Our scheduling
layer for routing decision. According to Eﬂl%7j(t;k) is algorithm selectsg*th maximal independent set such that
determined, andf; ;(t;*) packets are removed froif and ¢* = argmaxy,{> ;. Vi(1 — pi)Riw}}. Nodei solvesg* as
inserted to the link layer queul ; at nodei. Note that the one of the parametersj, p;, R, changevi € L. If, according
link layer transmits packets frorf; ; only to nodej, hence 10 ¢*, nodei decides that it should activate one of its links, then

the routing decision is completed. The routing algorithm i€ reduces the contention window size of 802.11 MAC so that

summarized in Algorithriil1. Note that Algorithih 1 consider§odei can access the medium quickly and transmit a packet. If

that there are enough packetsliii for transmission. If not, node: should not transmit, then the scheduling algorithm tells
the algorithm lists all the linkg € A; in decreasing order, 802.11 MAC that there are no packets in the queues available
according to the weight/? (t;k) - U3 (t;k) _ ‘/i_j(t;k)- Then, fortransmission. Note that we update 802.11 MAC protocol so
it begins to route packets beginning from the link that has that we can implement the scheduling algorithm in Diff-Max.
largest weight. The scheduling algorithm is summarized in Algorithin 2.

3) Scheduling: The scheduling algorithm in Eq{L1) as- Note that Algorithni is a hard problem, because it reduces
sumes that time is slotted, and determines the links that
should be activated and the (number of) packets that sheuld b'Note that we do not use instantaneous channel statds) in our

itted h ti lot. Alth h th timetesibt implementation, since it is not practical to get this infation. Even if one

transmltFe at eac .'me slot. oug ere are im can estimate”; (¢) using physical layer learning techniques,(t) should be
system implementations, and also recent work on backpresimatedvi € £, which is not practical in current wireless networks.

estimates the loss probability and link rates. Let us



Algorithm 2 Diff-Max scheduling algorithm at node acknowledgement (ACK) for each transmitted packet. The
%g if ‘%’ ?L,o_r Ry is up':ietl;ed such thdte L then VL Rt ACK mechanism has three functions: (i) carries per-flow gueu
: etermineq” such thatg™ = arg maxy, {3, Vi(1 — pr) Rimy } size information, (ii) provides reliabilityi.e., packets which

3 if 3(4,j) such thatr v = 1,Vj € N; then ; ) .
4 Reduce 802.11 MAC contention window size and access theumedi are not ACKed are re-transmitted, (iii) estimates per-tinkeue
g: | Transmit a packet fronV; ; according to FIFO rule sizes. The algorithm works as follows.
© else . / . . S . /
7 Tell 802.11 MAC that there are no packets in the queues dlailtor At time tik, the window size for linki — j is W; ; (tik),
transmission the average round trip time of the packets?#$'7; ;, and the

average round trip time of the packets in the last window is
RTTi,j(tik). If Uis(tik) — Uf(tlk) > 0 and RTTi7j(tik) <
to maximum independent set problem, [9].[13]. Furthermorg 7, . then W, ; () is increased by 1. IUS(tF) —
it introduces significant amount of overhead; each nodeswqui_s(t’_lé') ) and’RTTij(t'-k) > RTT;,, thenW; j(t’_k) is
to know every other node’s queue sizes and link loss rates. Dycreased by 1. If none of the packets in the last window is
to the hardness of the problem and overhead, we implem@gtkeq, Wi, (t*) is halved. AfterW; ;(¢*) is determined,
this algorithm for small topologies over ns-2 for the PUROSY, . (k) is éetztoWij(t'.k) and fij(t’-’;) [:ZJaCketS are passed
of comparing its performance with sub-optimal scheduling,”the link layer. wDiff-subMax, similar to Diff-subMax,

algorithms, which we describe next. reduces computational complexity and overhead signifigant
B. Diff-subMax as compared to Diff-Max.
Diff-subMax is a low complexity and low overhead coun- V. PERFORMANCE EVALUATION

terpart of Diff-Max. The flow control and the routing parts
of Diff-subMax is exactly the same as in Diff-Max. The only
different part is the scheduling algorithm, which uses &@2. We first simulate our scheme, Diff-Max as well as classical
MAC protocol without any changes. When a transmission opackpressure in an idealized time slotted system in our in-
portunity arises according to underlying 802.11 MAC at time house simulator. The simulation results show that Diff-Max
then the scheduling algorithm of nodealculates weights for performs as good as the classical backpressure. Next, we
all outgoing links to its neighbors. Let us consider linkj at discuss the simulation setup and results in detail.

time ¢. The weight isw; ;(t) = V; ;(t)(1—p; j)R; ;. Based on ~ We consider the triangle and diamond topologies shown in
the weights, the link is chosen a&; = argmax; ¢, wi;(¢). Figsl4(a) anill4(b). In the triangle topology, there are towl

This decision means that a packet from the link layer quebgtween sourcesj;, S; and receiversf;, Ry, respectively.

Vi~ is chosen according to FIFO rule and transmitted. Nof& is originated from noded and ends at nod®, and S, is

that this scheduling algorithm only performs intra-scHady  originated from noded and ends at nod€'. In the diamond

i.e, it determines from which link layer queue, packets shout@pology, there are two flows between sourcss; S, and

be transmitted, but it does not determine which node shoukreivers;R:, R, respectively.S; is originated at noded
transmit, which is handled by 802.11 MAC. and ends at nod8, andS; is originated at nodel and ends

Diff-subMax reduces the complexity of the algorithm an@t nodeD. In both topologies, all nodes are capable of relaying
overhead significantly. In particular, each nadelculates and packets to their neighbors. The simulation duratiori(i800
compares weights; ;(t) for each neighbor node. Thereforeslots, and each simulation is repeated for 10 seeds. Eatis slo
the complexity is linear with the number of (neighbor) nade§ither onON or OF'F' state according to the loss probability,
The overhead is also significantly reduced; each node ne&dych i.i.d. over slots and uniformly distributed at eachtsl
to know the queue size of only its one-hop away neighbors. Fig. [3 shows throughput vs. the loss probability for the

triangle topology. The loss is only over link — C. Fig.[5(a)

C. wDiff-subMax shows the total throughput of the two flowise., from S,

wDiff-subMax is an extension of Diff-subMax for the sceto R: and S, to R, while Fig.[B(b) and Fig[]5(c) present
narios that link layer operations and data exchange (betweedividual throughput of flows fromS; to R; and Sz to
the network and link layers) are not possible due to wiffe, respectively. As it is seen, both the total throughput and
firmware or driver restrictions or may not be preferabléndividual throughputin Diff-Max scheme is equal to the sne
Therefore, wDiff-subMax does not employ any scheduliny the classical backpressure. This observation is confirme
mechanism, but the routing and flow control. The flow corfor different loss scenarios and for the diamond topology in
trol algorithm is the same as in Diff-Max. Yet, the routingigs.[6,[T8.
algorithm is updated as explained in the next.

Eq. (I0) requires per-flow queues as well as per-link queu%s
for routing decision. If per-link queues are not available In this section, we simulate our schemes, Diff-Max, Diff-
at the network layer, these parameters should be estimatghMax, wDiff-subMax as well as classical backpressure in
wDiff-subMax, window-based routing algorithm, implemsntthe ns-2 simulatof [10]. The simulation results show thdt-Di
Eq. (I0) by estimating per-link queue sizes. In particulae, Max, Diff-subMax and wDiff-subMax significantly improves
routing algorithm sends a window of packets, and receitieroughput as compared to the adaptive routing scheme; Ad

. Numerical Smulations

ns-2 Smulations



(a) Triangle topology

(b) Diamond topology

\O‘
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(c) Grid topology

Fig. 4. Topologies used in simulations. (a) Triangle toggloThere are two flows between sourcés; S2 and receiversRi, Rz, i.e, from nodeA to B
(S1 - R1) and from nodeA to C' (S2 - R2). (b) Diamond topology. There are two flows between sourSgs;S2 and receiversRi, Re, i.e, from node

Ato B (S1 - R1) and from nodeA to D (S2 - R2). (c) Grid topology. 12 nodes are randomly placed over 3 grid. An example node distribution and

possible flows are illustrated in the figure.
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Diamond topology shown in Fif] 4(b). The loss is owek A — B. (a) Total throughput (sum of the throughput of flows fréi to R; and Ss to

R2) vs. loss probability. (b) Throughput of flow frorfi; to Ry vs. loss probability. (c) Throughput of flow froifl, to Ro vs. loss probability.

hoc On-Demand Distance Vector (AODV) |11]. Next, we 1) Setup: We considered two topologies: diamond topology

present the simulator setup and results in detail. shown in Fig[#(b); and a grid topology shown in Higj. 4(c). In
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R») vs. loss probability. (b) Throughput of flow fromfi; to R1 vs. loss probability. (c) Throughput of flow froiflz to Ro vs. loss probability.

the diamond topology, the nodes are placed 60€rm x 500m AODV does not transmit over lossy links for some time period
terrain. Two flows are transmitted from nodeto nodesB and tries to find new routes, which reduces throughput.
and D. In the grid topology4 x 3 cells are placed over a Fig.[@(b) elaborates more on the above discussion. It shows
800m x 600m terrain.12 nodes are randomly placed to thehe throughput of two flowsd to B and A to D as well as
cells. In the grid topology, each node can communicate witheir total value when the loss rateli8% over link A— B. As
other nodes in its cells or with the ones in neighboring cellg can be seen, the rate of flow— B is very low in AODV as
Four flows are generated randomly. compared to our schemes, because AODV considers the link
We consider CBR traffic. CBR flows start at random timed — B is broken at some periods during the simulation, while
within the first5sec and are on until the end of the simulatiorour schemes continue to transmit over this link.
which is 100sec. The CBR flows generate packets with inter- Let us consider Figl19(a) again. Diff-subMax and wDiff-
arrival times 0.01ms. IEEE 802.11b is used in the MAC subMax improve throughput significantly as compared to
layer (with updates for Diff-Max implementation as expkdn AODV thanks to exploring routes to improve utility (hence
in Section[1V). In terms of wireless channel, we simulatethroughput). The improvement of our schemes over AODV
a Rayleigh fading channel with average channel loss raissup t022% in this topology. Also, Diff-subMax and wDiff-
0, 20, 30, 40, 50%[8 We have repeated eadh0sec simulation subMax have similar throughput performance, which emhasi
for 10 seeds. the benefit of routing part and the effective link layer queue
The channel capacity i$Mbps, the buffer size at each estimation mechanism of wDiff-subMax.
node is set tol000 packets, packet sizes are setl@0B. Fig. @(a) also shows that when loss rate 58%, the
We compare our schemes; Diff-Max, Diff-subMax, and wDiffthroughput improvement of all schemes are similar, because
subMax with AODV, in terms transport-level throughput. ~ at 50% loss rate, linkA — B becomes very inefficient, and
The Diff-Max parameters are set as follows. For the flo@ll of the schemes transmit packets mostly from fldwo D
control algorithmT; = 80ms, R7*** = 20 packetsM = 200. Over pathA — C — D and have similar performance at high
For the routing algorithm7; = 10ms, F;"** = 4 packets. 0SS rates. _
2) Results: Fig.[3, presents simulation results in ns-2 simu- Fig- [8(b) shows the results for the grid topology. The
lator over diamond and grid topologies for different lostesa throughput improvement of our schemes is higher than AODV

Fig.[9(a) shows the results for the diamond topology. Tl{grqll loss rates in.the grid.topology and higheras.compmed
loss rate is over the link between noddsand B. Dif-Max € improvement in the diamond topologyg., the improve-

performs better than the other schemes for the range of IG8ENt IS Up t033% in the grid topology. The reason is that
rates. The reason is that Diff-Max activates links baseder pAODV is designed to find the shortest paths, but our schemes

link queue backlogs, loss rates, and link rates. On the otif§f able to explore interference free paths even if they are n
hand, Diff-subMax, wDiff-subMax, and AODV uses classicail"® Shortest paths, which is emphasized in larger topaogie
802.11 MAC, which_ provide_s fa_irness among th_e competing Android Prototype

nodes for the medium, which is not utility optimal. When

the loss rate over linkA — B increases, the total throughput . : )

. collaborate in the same geographical area. In our setting,
of all the schemes reduces as expected. As it can be SEEI <o four Android 4 0T12] based Galaxy Nexus phones
the decrease of our schemes; Diff-Max, Diff-subMax, wDiff- ' y P '

subMax is linear, while the decrease of AODV is quite Sharapd_conflgure them tq operate in ad-hoc mode over Wif.
: . e implement our wDiff-subMax scheme (flow control and

The reason is that when AODV experiences loss over a path, .. .

routing) as an extension of UDP socket.

it deletes the path and re-calculates new routes. Ther,eforeWe first consider a scenario in which two phonesand B)

s _ _ __are connected to each other. Phafié¢ransmits4M B audio
We consider the loss rates in the range up&s, because recent studies fil h B. Th L . f Diff-subM
of IEEE 802.11b based wireless mesh netwofks [17]] [18]eheported 1€ tO phones. The transmission time for wDilf-subMax was

packet loss rates as high as 50%. 16sec which is comparable with its TCP counterpart, which

We consider a scenario in which a group of smartphones
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was14sec. This example shows the efficiency of our algorithm Backpressure and Queues. According to backpressure
as an extension of UDP, which causes packet losses or too Idrmgnework, each node constructs per-flow queues. There is
transmission times. some work in the literature to stretch this necessity. For

In the second scenario, we placed/separated phones toekample, [[217], [[28] propose using real per-link and virtual
able to create a topology similar to the diamond topologyer-flow queues. Such a method reduces the number of queues
shown in Fig.[#(b). In this setup, phoné transmits4M B  required in each node, and reduces the delay. Although this
audio file to phoneD either using phond3 or C as a relay. approach reduces the backpressure framework to make goutin
We first consider TCP connection over the path- B — D  decision using virtual queues and scheduling decisiongusin
and configure phon& so that it drops relaying packets aftethe real per-link queues by decoupling routing and schaduli
10sec transmission. As expected, TCP connection fails whéndoes not separate routing from scheduling. Therefoiis, th
B stops relaying packets. On the other hand, wDiff-subMapproach requires strong synchronization between theonketw
continues transmission even aft@rstops, by relaying packetsand link layers, which is difficult to implement in practice a
using phone”, and completes the transmission4ifisec. explained in Sectiofl I.

V1. RELATED WORK VII. CONCLUSION

Backpressure and follow-up work. This paper builds on  In this paper, we proposed Diff-Max, a framework that sep-
backpressure, a routing and scheduling framework over cofates routing and scheduling in backpressure-basedessrel
munication networks[]1],[[2], which has generated a lot dietworks. Diff-Max improves throughput significantly. Als
interest in the research community [16]; especially foreldss the separation of routing and scheduling makes practical im
and-hoc networks[ [19]/120]/T21]/ [22][ [23]_[24]. Alsot i Plementation easier by minimizing cross-layer operatiamg
has been shown that backpressure can be combined with fibjgads to modularity. Our design is grounded on a network
control to provide utility-optimal operation guarante$, [23].  Utility maximization (NUM) formulation of the problem and
This paper follows the main idea of backpressure framewolfl§ Solution. Simulations in ns-2 demonstrate the perforrea
and revisit it considering the practical challenges that aff Diff-Max as compared adaptive routing schemes, such as
imposed by the current networks. AODV. The evaluations on an android testbed confirm the

Backpressure implementation. The strengths of the back-€fficiency and practicality of our approach.
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