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Near-impact behaviour is investigated for a solid body approaching another solid
body with two immiscible incompressible viscous fluids occupying the gap in between.
The fluids have viscosity and density ratios which are extreme, the most notable
combination being water and air, such that either or both of the bodies are covered by
a thin film of water. Air–water interaction and the commonly observed phenomenon
of air trapping are of concern in the presence of the two or three thin layers and one or
two interfaces. The subcritical regime is of most practical significance here and it leads
physically to the effect of inviscid water dynamics coupling with a viscous-dominated
air response locally. This physical mechanism induces touchdown (or an approach to
touchdown), which is found to occur in the sense that the scaled air-gap thickness
shrinks towards zero within a finite scaled time according to analysis performed hand
in hand with computation. A global influence on the local touchdown properties
is also identified. Comparisons with computations prove favourable. Air trapping is
produced between two touchdown positions, at each of which there is a pressure
peak; an oblique approach would not affect the finding unless the approach itself is
extremely shallow. The mechanism of air–water interaction leading to air trapping is
suggested as a quite wide-ranging result.

1. Introduction
The approach of one solid body towards another solid body with liquid between

them, and the subsequent squeezing and impact, has diverse applications and interest
not only in droplet impact concerned with aircraft or rotorcraft icing (Gent, Dart
& Cansdale 2001, Tan & Papadakis 2005, Quero et al. 2006) but also in food
manufacture, composites manufacture, coating problems, squeeze films, sport-related
impacts and meteor cratering. In many cases air or another surrounding medium is
also present, yielding possible interactions of at least two fluids in the gap between
the bodies. Successive impacts and re-impingements of water droplets combined with
air effects in particular have crucial effects on icing of aircraft wings (Purvis & Smith
2004a, b, 2005a, b), as seen most recently in the experimental and computational
works of Tan & Papadakis (2005) and Quero et al. (2006). Our principal concern here
is with air and water as the two fluids involved between the two solid bodies.

Trapping of air during and after the impact is a common and important issue
in many of the applications; our aim is to enhance its physical understanding. The
creation of air pockets leads to significant sound effects, potential damage due to the
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pressure changes and excessive loads on either of the solid surfaces produced by the
water–air combination, uncertainty and possible instability concerning the end result
of the whole collision process and/or inconsistency of the required industrial product
because of the uneven distribution of one of the fluids involved in manufacture.

The main specific settings implied for study, then, are for a water–air arrangement
being squeezed between a lid and a bed and for a rigid body approaching a thin film
on a bed, with or without a thin coating of water on the rigid body. See figure 1(a, b).
The investigation here does not apply directly to the scenario of a droplet–air–water-
bed configuration of icing interest described above, but the settings are appropriate
for modelling the approach to a solid surface of an incident ice lump with or without
a water coat. The basic problem of a solid object descending through air onto a water
film on a solid bed has been addressed previously for the case of entry into effectively
deep water, as in various references above, together with the work of Howison et al.
(2005) and Purvis & Smith (2005a), when air is neglected. Now, however, a new study
is required for the case of a relatively shallow film of water in the presence of air.
Allowance also needs to be made for a thin coat of water on the incident solid itself,
which is now likely to affect the dynamics, whereas such a coat is negligible when the
entry is into deep water. The presence of a coat on the incident solid is associated
with many applications, including that to sport, as mentioned earlier.

Two-fluid dynamics have been the subject of numerous studies in other contexts.
There are comparatively few investigations, however, of the specific air–water or
related combinations that are of most concern here, apart from features observed in
the experiments by Liow (2001), Thorodssen (2002), in the computational simulations
by Josserand & Zaleski (2003), Purvis & Smith (2004a), and in other relevant
theoretical literature described in Howison, Ockendon & Wilson (1991), Howison,
Ockendon & Oliver (2002), Wilson (1991), Korobkin (1997, 1999), Vanden-Broeck &
Miloh (1996), Vanden-Broeck (2001), Smith, Li & Wu (2003) and Purvis & Smith
(2004b), including studies of inviscid or viscous-inviscid waves. Post-impact effects with
two-fluid interaction are considered theoretically in Purvis & Smith (2004b, 2005a).
The theoretical findings of Smith et al. (2003), in particular, imply two perhaps
surprising features holding during the approach of a water droplet to a water film
on a solid bed, first that locally the water acts as if inviscid but the air as if viscous,
and second that the critical representative Reynolds number, below which the air has
such a lubricating action, is typically about 10 million. In the industrial applications
above and in many other practical settings, the typical value of the representative
Reynolds number is actually less than 100 thousand or not much more, and so the
practicability of the subcritical range of Reynolds numbers is highlighted. We also
mention here the most recent study of Pan and Law (2007), also concerning the impact
of a liquid droplet on to a solid body with a liquid coat. Interestingly, they found
that the droplet could merge with or bounce away from the liquid coat, a behaviour
which is dependent on the response of the fluid in the gap between the colliding
interfaces. There are also fascinating phenomena observed in Protiere, Boudaoud &
Couder (2006) and previous related papers associated with the interaction between
a liquid drop bouncing on a liquid surface and the interfacial waves excited by the
very presence of the drop. This also occurs with several such drops. Finally, the work
of Afandizadeh Zargari, Jimack and Walkley (2007) is of related interest here: they
study elastohydrodynamic lubrication, in which a lubricant is applied between two
contacting surfaces, and they compare and contrast two numerical approaches. Their
work demonstrates that large pressures exist in the contact region, but additionally
a subsidiary pressure peak described as the Petrusevich spike is seen to exist. An
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Figure 1. (a, b) A solid body (shown shaded) approaches another, with air and one or two thin
layers of water in between. The dimensional diagram in (a) has a water–air–water configuration
while that in (b) has only one layer of water and gives a more local view; x∗, y∗ are Cartesian
coordinates. The typical curvatures 1/L∗ on the global length scale L∗ and h∗/a∗ on the local
scale a∗ are comparable so that the small ratios h and a∗/L∗ are of similar size. On the local
time scale of order ha∗/V ∗ the water is found to act as if inviscid whereas the air flows as if a
lubricant.

apparently similar phenomenon is seen to occur in Smith et al. (2003) as well as in
the current setting; see § 3.

In Korobkin (1996) a simple two-dimensional problem of a body approaching the
interface of two shallow fluids was introduced. Both fluids were treated as inviscid
and incompressible. A two-layer shallow-water approximation was used to describe
both the fluid motions and the interface deflection. The type of the relevant two-layer
shallow-water equations is mixed, and depends on the body shape and its motion.
It was found that the maximum of the flow velocity in the gap between the body
surface and the fluid interface is the most important parameter, which governs the type
of the shallow-water equations: see also Oliver (2002) and the finite-time singularity
discussed in the appendix of Purvis and Smith (2004b). At the beginning of the process
this parameter is small and the equations are of hyperbolic type; during this stage the
problem can be solved by the method of characteristics. When the distance between
the body and the interface decreases, the parameter increases and the equation type
changes from hyperbolic to elliptic, but only locally, where the parameter value
exceeds a certain limit. These zones of ellipticity of the shallow-water equations for
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two-layer fluid were treated as mixing zones by Korobkin and Khabakhpasheva
(1997) (see also Brocchini & Peregrine 1996). The Richardson number Ri, which is
inversely proportional to the square of the velocity jump across the interface, was
used. The governing equations are of hyperbolic type where Ri > 1 and of elliptic
type where Ri < 1. In the case of an air–water system, the velocity jump is expected
to be large when the distance between the air–water interface and the approaching
body is small. Also, the mixing of the fluids was modelled approximately: in the zones
where Ri > N the shallow-water equations were replaced with the equation Ri = N .
This means that the governing equations were solved under the constraint Ri � N ,
where N is a parameter of the problem. It was shown that the extent of the mixing
zones grows as the square root of time. In the above simplified analysis the role of
viscous effects was not studied.

In Korobkin and Khabakhpasheva (2006) impact onto the boundary of a two-
layer compressible fluid was analysed. The penetration depth was much smaller than
the layer thicknesses, which is why a complex shock wave pattern was properly
reproduced. The layer attached to the boundary can be narrow, as in the case for the
air–water system. A thin-layer approximation was suggested by Korobkin (2006) to
model the complex characteristics of the liquid surface in the impact region, which
accounts for air–water mixing. It is assumed that the impact onto the water surface
occurs through a thin layer of air–water mixture on the liquid boundary. This thin
layer was modelled as an homogeneous compressible medium with reduced sound
speed, while in the main region the liquid was considered as ideal and incompressible.
Also in the analysis the aerated layer was assumed to be of small but constant
thickness. Nonlinear and viscous effects were not modelled. The predictions by this
simplified model were compared with those from Korobkin and Khabakhpasheva
(2006) and fairly good agreement was demonstrated.

The combination of air and water involves density and viscosity ratios which are
fairly extreme, corresponding to an order of magnitude or two. Direct numerical
simulations are difficult to perform accurately for extreme density and viscosity ratios
such as those for water with air, but in contrast analysis may then be eased or aided,
in the sense that a clear small parameter or two can be inferred. In an attempt to take
advantage of that in the present setting we use a small-ratio theory combined with
thin-layer properties. One point to emerge from the study by Smith et al. (2003) above
is that the two-fluid interaction identified there apparently leads to a touchdown (or
close approach to touchdown) of the water onto the wall. It is found in the current
investigation, involving a rather distinct new physical mechanism, that considerable
analytical and numerical evidence can be added to support the view that touchdown is
commonly implied in the present two-fluid interactions, which thus appear to produce
a physically realistic outcome.

Below, we address the physical setting and the resultant governing equations in § 2,
then a computational study in § 3, inferred analytical properties in § 4, and § 5 and
finally a discussion in § 6. Two-dimensional laminar unsteady motion is assumed for
two incompressible immiscible fluids. For the sake of definiteness the reasoning is
couched in terms of a solid object approaching a thin water film on a solid bed and
there is a thin film on the incident object too, but the present governing system still
remains valid if either of those thin films is absent: see figure 1(a, b). Among other spin-
off applications the system obtained also models elastic-layer effects on a thin film.
The system in the two-fluid interaction of present concern, which depends physically
on lubrication forces in the air coupled with unsteady potential-flow dynamics in the
water, controls the evolution of the air gap thickness and the induced surface pressure.
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2. Physical setting and governing equations
The broad physical setting and the full system of equations and boundary conditions

are given in § 2.1. Following that, § 2.2 presents the physical arguments based on the
rather extreme values of the density ratio for the two fluids involved in the impacting
process which lead, in § 2.3, to a reduction of the system to a coupled pair of nonlinear
partial differential equations.

2.1. The physical setting and the full governing system

We consider a water-coated rigid body approaching a quasi-flat fixed solid surface
on which there is a thin layer or film of surface water initially at rest. The direction
of approach is normal to the solid surface, i.e. in the negative y∗ direction, and air
which is also initially at rest occupies the gap between the two regions of water,
as demonstrated in figure 1(a, b). An asterisk denotes a dimensional quantity. The
well-known phenomenon of air trapping is of prime interest. The aim of the study
is to investigate a possibly significant role being played by air–water interaction
within relatively short length scales in trapping air in pockets, over a relatively short
time scale typically, and to investigate also whether such interaction and consequent
trapping are common occurrences. In fact the study finds that they are very common
indeed. The subsequent theory is taken as two-dimensional in the x-y plane, although
it also applies in axisymmetric settings as discussed in § 6. Strictly, the water and air
should be referred to as fluids 1, 2 respectively, since the theory to be developed in
the next subsection is based on two such fluids having vanishingly small density and
viscosity ratios.

For each fluid the continuity equation is

∇ · u = 0, (2.1a)

with an assumption of incompressibility which is justified later on, while in the two
regions of water the Navier–Stokes equations take the form

(∂t + u · ∇)u = −∇p + Re−1
1 ∇2u, (2.1b)

and in the air we have

(∂t + u · ∇)u = −(ρ1/ρ2)∇p + Re−1
1 (ν2/ν1)∇2u. (2.1c)

The equations above are written in non-dimensional terms. The velocity vector u =
(u, v), the corresponding Cartesian coordinates (x, y), the pressure p and the time
t have been non-dimensionalized based on the rigid-body approach speed V ∗, a
representative length scale L∗, ρ∗

1V
∗2 and L∗/V ∗ respectively. In particular (x∗, y∗) =

L∗(x, y). The length L∗ is a global quantity such as the rigid-body diameter if the
rigid body is of circular shape as in figure 1(a), while ρ∗

1 , ρ∗
2 are the densities of

the water and air respectively, μ∗
1(= ρ∗

1ν
∗
1 ), μ∗

2(= ρ∗
2ν

∗
2 ) are their respective viscosities

and ν∗
1 , ν∗

2 are their respective kinematic viscosities. The coordinates used are centred
for convenience in the impact area, such that in the water–air–water configuration
of figure 1(a) the origin lies directly below the cylinder on the original surface of
undisturbed water, whereas in figure 1(b), which has only one water and one air
layer, the origin lies on the lower solid surface. The pressure is measured relative to
the atmospheric value for the air. Also Re1 = V ∗L∗/ν∗

1 is the water-based Reynolds
number, the vector ∇ denotes the operator (∂x, ∂y), and gravity, surface tension and
compressibility are neglected: compare with the Appendix. The appropriate boundary
conditions in general are the well-known ones of prescribed velocities on the solid
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surfaces and continuity of the velocities and stress components (along with the
kinematic conditions) at the fluid–fluid interfaces. We shall focus below mostly on
the water–air–water configuration of figure 1(a), in which the two interfaces, namely
the interface between the water coating and the air gap and that between the air
gap and the surface water layer, are unknown in advance, as are the induced surface
pressures.

When the approaching body and the solid surface are still sufficiently far apart,
there is virtually no interaction between them or between the water layers on them,
as the air in the gap acts almost as a void. In practice it is a common experience
that substantial interaction by means of feedback between the water and air flow
dynamics usually begins only when impact is neared. On the verge of impact, the
aspect ratio h of the layer of air can thus be assumed small. Moreover, the present
setting of an impact has local interaction which is rapid (see the time scale below)
and involves the relatively thin layer of air between the coating of water and the thin
water layer on the solid surface. The reason for such small-scale or rapid occurrences
lies in the small ratios of density and viscosity for air and water, a feature that is to
be exploited in the theory here. This leads to the investigation below.

2.2. Physical reasoning for reduced governing equations

The nature of the flow solution on the verge of impact follows from an order-of-
magnitude argument, given that the length scales in the water are short near impact,
such that (x, y) = (X, Y )a∗/L∗ where the characteristic dimensional local length
a∗ � L∗, whereas the layer of air which lies along or near the x-axis has length
scales given by (x, y) = (X, hy2)a

∗/L∗. Here the ratio a∗/L∗ is comparable with h for
a smooth rigid-body shape of finite curvature. The typical time scale t = h2T must
also be short such that T ∼ 1 because of the O(1) approach speed and the h2 size of
the non-dimensional thickness of the air layer. In consequence, the water in both the
coating and the surface layer experiences a normal velocity v of order unity, because
of the definition of the normal approach speed of −1 combined with the kinematic
boundary conditions at the two interfaces, and together with this the water can be
expected to experience a tangential velocity u of order unity through the continuity
equation. Hence the pressure response p within the water is typically of size h−1, from
the balance of the representative pressure gradient ∂p/∂x with the acceleration effect
∂u/∂t of size h−2, which overwhelms all the (O(h−1)) inertial effects such as u∂u/∂X

due to the active t and x scales. The reasoning here in both regions of water takes
viscous forces to be negligible, an assumption which is tested later. Meanwhile, within
the air the normal velocity v must again be of order unity in view of the kinematic
condition, forcing u to be of size h−1 because of the continuity balance, while the
pressure p has to be of order h−1 through the normal stress condition across the two
interfaces, which in essence requires continuity of pressure there as verified in the
Appendix. The form of the flow solutions is therefore inferred as

(u, v, p) = (u1, v1, h
−1p1) + · · · in water regions, (2.2a)

(u, v, p) = (h−1u2, v2, h
−1p2) + · · · in the air gap. (2.2b)

These asymptotic expansions for the velocities and pressure in the two fluids are then
substituted into (2.1a–c).

The theory also crucially takes the density and viscosity ratios ρ∗
2/ρ

∗
1 and μ∗

2/μ
∗
1 of

the air and water to be small and, for convenience, comparable such that the ratio
ν∗

2/ν
∗
1 can be considered as of order unity; we should mention that representative
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values of the density and viscosity ratios are 1/828 to 1/772 and 1/55 to 1/100 in
turn within the temperature range 0–20◦C approximately. The dominant equations of
motion in the water coating and in the surface water layer as verified by equations
(A39) and (A42) of the Appendix are therefore

∂u1/∂X + ∂v1/∂Y = 0, (2.3a)

∂u1/∂T = −∂p1/∂X, (2.3b)

∂v1/∂T = −∂p1/∂Y, (2.3c)

from (2.1a, b), whereas in the air gap the resulting balances are from (2.1a, c), which
give

∂u2/∂X + ∂v2/∂y2 = 0, (2.4a)

0 = −h−2(ρ∗
1/ρ

∗
2 )∂p2/∂X + h−5Re−1

1 (ν∗
2/ν

∗
1 )∂

2u2/∂y
2
2 , (2.4b)

0 = −(ρ∗
1/ρ

∗
2 )∂p2/∂y2. (2.4c)

The main governing equations in the water are thus those of unsteady potential flow,
while those in the air gap are of a lubricating thin layer.

Concerning boundary conditions as well as the validity of the approximations used,
matching at the two unknown interfaces defined as y2 = F +(X, T ) and F −(X, T ), say,
requires, among other conditions, the water pressures p1(X, Y = 0+, T ), p1(X, Y =
0−, T ) to be equal to the air gap pressure p2(X, T ), which is independent of y2 from
(2.4c), is also unknown and will be denoted by P (X, T ). Here, for the water flows
the viscous effects are negligible provided simply that the global Reynolds number
Re1 is large, and the inertial effects are negligible by virtue of the reasoning shown
earlier in the paragraph. For the air the typical ratio of the two dominant terms in the
x-momentum equation (2.4b) can be written as Γ = μ∗

2/(h
3ρ∗

1V
∗L∗) which is assumed

to be of order unity, while the acceleration and inertial effects are comparatively
small provided h is large relative to the density ratio ρ∗

2/ρ
∗
1 ; h must also be small

relative to ρ∗
1/ρ

∗
2 and (μ∗

2/μ
∗
1)

1/3. Further, Γ being of order unity means that the
global Reynolds number Re1 is comparable with the ratio μ∗

2/(μ
∗
1h

3). The theory
therefore holds for values of the global Reynolds number Re1 that are large but less
than approximately (ρ∗

1
2
ν∗

2 )/(ρ
∗
2
2
ν∗

1 ), giving a critical value of Re1 of more than 10
million for the air–water combination as mentioned in the Introduction and as Smith
et al. (2003) found. The Appendix provides more discussion and detailed background
concerning the parameters, the validity of the governing equations, the boundary
conditions, the effects of compressibility and the viscous or inviscid influences in two-
or three-dimensional settings. Furthermore, surface tension effects are neglected here
since they can be taken to be mostly minor in the present configurations, where
the representative Weber numbers are quite large, of the order of 104 or more. The
effects were addressed in the current type of configuration by Purvis & Smith (2004b),
who noted that a major influence only appears in the presence of extreme interfacial
curvatures, for example. In the current setting, such curvatures are found to occur
only at the approach to touchdown, which is described later and which is bound to
bring in extra physical effects such as surface tension, non-slenderness or increased
nonlinear interaction, of course.

2.3. The reduced equations

The induced water pressure p1 satisfies Laplace’s equation from (2.3a–c), subject
to the interfacial conditions that p1 → P (X, T ) and ∂p1/∂Y → −∂2F +(X, T )/∂T 2

or −∂2F −(X, T )/∂T 2 as Y → 0+ or 0−, the effective normal velocity conditions
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∂p1/∂Y = 0 at Y = −H and at Y = HS(X, T ) because of the solid surfaces there
combined with the uniform approach velocity, and boundedness in the far field at
large positive or negative X. Here H is the scaled depth of the original surface layer,
whereas HS(X, T ) denotes the scaled shape of the incident rigid body relative to the
air gap position where Y is small. If either of H, HS is large we obtain a Cauchy–
Hilbert integral relation between P, F +(X, T ) − F −(X, T ) as in Smith et al. (2003),
corresponding to a droplet–air–solid interaction, for instance. This is as might be
expected, since a relatively thin layer has a negligible effect compared with the larger
one in general. Our interest is more in the case of H, HS both being small, in which
case thin-layer behaviour holds in the two water regions and the flow solution then
yields the relation

α1PXX = −FT T (2.5)

between the surface pressure P (X, T ) and the gap shape effect F (X, T ), where α1 =
H (S + 1) while F = (F + − F −) is the scaled gap width. It is clear that the interaction
law (2.5) holds whether there is a water coat present (non-zero S) or not (zero S) on
the upper solid, and likewise on the lower solid.

In the air gap, on the other hand, the lubrication properties (2.4a–c) and the
interfacial conditions lead to the Reynolds lubrication equation coupling the unknown
scaled pressure P (X, T ) and gap shape F (X, T ) in the form

(F 3PX)X = α2FT , (2.6)

where the positive constant α2 = 12Γ . The scaled pressure P inside the air and water
regions must tend to zero at large positive or negative X in view of the general
atmospheric pressure. Also, a convenient normalized condition can be applied to the
gap shape in the far field, and to the shape at early times, such that

F ∼ X2 − T , P → 0 as |X| → ∞ or as T → −∞, (2.7)

which applies strictly for an incident locally parabolic shape of the interface, when
or where interaction is still weak, and is in line with v → −1 in the incoming motion.

Solution properties of the coupled equations (2.5), (2.6) for F, P are addressed in
the next sections. It is worth remarking here that the pressure-shape law (2.5) acts in
some sense as a surrogate for the previous Cauchy–Hilbert law of Smith et al. (2003)
noted earlier, just as in external aerodynamic and internal flow pressure-displacement
laws involving interacting boundary layers: see, for example, Smith (1982) and Sobey
(2000). In addition, however, the present law (2.5) allows considerably more, and
clearer, numerical and analytical progress to be made than in the previous regime, as
well as enlarging the range of application.

3. Computational solutions
Computational solutions were sought by adapting the numerical method of Smith et

al. (2003) used for the Cauchy–Hilbert case, based on compact differencing of fourth-
order spatial accuracy with the temporal treatment having second-order accuracy.
The adaptation involved discretizing (2.5) in the form (3.1) below.

The unknown functions FT , PX, PXX, FX are written as q, r, s, E respectively, so
that (2.5), (2.6) can be discretized consistently as the nonlinear system(

q
(m+1)
i − q

(m)
i

)
/DT = −si, (3.1)

F 3
i si + 3F 2

i Eiri = α2qi, (3.2)
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with α1 being normalized to unity here and α2 to 12 without loss of generality.
The system (3.1), (3.2) holds at each X = Xi station, DT is the time step,
and time-averaged functions are calculated in the method. The scripts denote the
discrete solutions at successive time levels. The relations between the local values
of q, r, s, E and those of F, P inferred from the definitions above are treated
as in equations (5.3)–(5.7d) of Smith et al. (2003), and then a global iteration is
applied at each time level. Appropriate grids were found to be with typical steps
of 0.01 in X between −20 and 20 and a typical time step of 0.00002, depending
on the circumstances, and the grid effects on the solutions are then found to be
very small as in earlier work. Initial conditions are set at a suitably large negative
time.

The method is found to work considerably faster with the current local relation
(2.5) than in the Cauchy–Hilbert case, as is perhaps to be expected.

The results are presented in figure 2(a–d). The flow solution starts at relatively
large negative scaled time when the solid surfaces are well apart and there is little
interaction or feedback via the air. The feedback then gradually comes into play.
Figures 2(a) and 2(b) show the solutions for the scaled gap width F , with the latter
providing a closer view, and figure 2(c) shows the scaled surface pressure P , and we
should remark here that, throughout, the flow remains symmetric about the original
symmetry line X = 0. Figure 2(d) shows the minimum value Fmin of the scaled shape
F at a given time and the corresponding X value Xmin at which the minimum is
located. In figure 2(a–d) the calculation was run from a starting time T of −16, and
results in figure 2(a–c) are plotted for times T of −3.90 and beyond. In particular,
figure 2(a) gives F versus X at time intervals of 0.1; figure 2(b) then provides a
closer view of F with time intervals of 0.1 for T less than 1.0 and interval 0.025 for
subsequent times up to 1.625, by which stage Fmin is clearly becoming very small;
and figure 2(c) has the pressure response P plotted against X for the same intervals
as in 2(b), except that the interval is reduced to 0.0025 for T between 1.60 and 1.645
to highlight the behaviour near the end of the calculation including a slight localized
pressure peak: see the discussion of touchdown later. Concerning figure 2(d), the
location of Xmin remains at zero until T is approximately −1.55, after which Xmin

increases monotonically. Actually there are then two such locations by the virtue of
symmetry about X = 0, but we present only the location to the right of the symmetry
position. Also shown as a dashed curve in the same subfigure, for the purposes of
comparison and checking on accuracy, is an analytical solution for the symmetry
plane value of F , which is described in the next section and which holds for all time,
corresponding to Fmin for the times prior to about −1.55 when Xmin is zero. The
analytical result is found to agree very closely indeed with the present computational
solutions as indicated. The interface shape F is concave upwards everywhere at early
times in the calculation, in keeping with the initial condition, which is in essence as in
(2.7), but eventually the shape near the symmetry axis becomes convex upwards and
the descent of F in the centre at the symmetry axis is slowed. These changes are due
to the air-cushioning effect via the nonlinear interaction present in (2.5)–(2.7), and the
changes gradually spread outwards from the symmetry axis. Along with this there is
a continuing reduction as time proceeds in the minimum value of F encountered at
an off-centre location (actually two such locations, by symmetry) and a gradual but
increasing appearance of two slight pressure peaks again away from the symmetry
station.

The numerical solutions just described appear to point quite clearly to touchdown
occurring, in the sense that F appears to tend to zero, within a finite scaled time. A
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Figure 2. Evolution of scaled gap width shape F (a), with close-up (b), and scaled surface
pressure distribution P (c). (d) The minimum gap height Fmin and corresponding location
Xmin, versus time T , together with a comparison with the analytical result (dashed) from § 4
which holds for Fmin while Xmin is zero.

loose approximation in which the left-hand side of (2.6) is replaced by F 3∂2P/∂X2

supports the trend to touchdown, in the sense that (2.5), (2.6) then combine to
give ∂2F/∂T 2 = −α1α2 (∂F/∂T ) /F 3 in effect. This differential equation allows F ∝
(T0 − T )1/3, which points to a touchdown event occurring at time T0 say, and which
also confirms the important role of the flexibility of the unknown interface shape in
producing such an event. The implied touchdown, or close approach to touchdown,
is double-pronged, being off-centre rather than on the symmetry axis, and so it acts
to trap air between the two touchdown points.
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4. Analytical properties
4.1. Close to the symmetry line

The pressure-shape outer relation of current interest is comparatively simple and
local, given by (2.5), and this allows very useful progress to be made through an
investigation of the flow behaviour near the symmetry line. Such an investigation
yields nothing useful in the case of Smith et al. (2003), by the way, because of the
non-local nature of the different outer pressure-shape relation holding in their case.
In our case, the flow solution close to the symmetry line or plane X = 0 expands for
sufficiently small X as

F (X, T ) = F0(T ) + F2(T )X2 + · · · , P (X, T ) = P0(T ) + P2(T )X2 + · · · , (4.1a,b)

where from substitution into (2.5), (2.6) the unknown shape and pressure coefficients
as functions of time T are controlled by

2P2 = −F ′′
0 , 2αP2F

3
0 = F ′

0, (4.2a,b)

12P4 = −F ′′
2 , 3α

{
6P2F

2
0 F2 + 4P4F

3
0

}
= F ′

2, (4.3a,b)

and so on, with the positive constant α denoting 1/α2 and each prime denoting
differentiation with respect to T . The pressure term P0 remains undetermined by this
local analysis, as might be expected since the far-field condition in (2.7) has to be
satisfied. Combining (4.2a, b) yields a nonlinear ordinary differential equation for the
thickness at the symmetry line, namely

αF 3
0 F ′′

0 + F ′
0 = 0, (4.4)

which is subject to the initial behaviour

F0(T ) ∼ −T − â2/T − · · · as T → −∞ (4.5)

in view of (2.7), with 2â2α = 1 defining â, which is positive. The solution for F0 and
hence P2 has the parametric form

F0 = âσ, P2 = (1 − σ 2)/(âσ 5), T = â

{
−σ +

1

2
ln((σ + 1)/(σ − 1))

}
. (4.6)

Here F0 is shown in figure 3(a), whereas the pressure term P2 is in figure 3(d). It
is significant that the present local solution persists for all scaled time and F0 > â

throughout, which implies in particular that touchdown cannot occur at the symmetry
plane, while the pressure is always maximal at the symmetry plane and its second
derivative P2 decays like T −3 at large positive scaled time.

The second-order solution stemming from (4.3a, b) determines the gap curvature
and the pressure correction, which are also sought conveniently in terms of σ rather
than T directly and are found to have the form

F2 = 1 +
∑
(1,∞)

ckσ
−2k, P4 = (σ 2 − 1)/(6â2σ 6)

∑
(0,∞)

(2k + 9)ckσ
−2k, (4.7a,b)

where

c0 = 1, c1 = −3, ck+1 = ck{1 − 2/(k + 1) − 6/((k + 1)(2k + 3))} for k > 0. (4.7c)

Similarly, at the next order we obtain the shape and pressure contributions

F4 = (10/â)
∑
(0,∞)

Smσ −2m−1, P6 = (σ 2 − 1)/(3â3σ 6)
∑
(0,∞)

(4(m + 8)Sm + Dm)σ −2m−1,

(4.8a,b)
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Figure 3. The contributions (a–c) F0, F2, F4 and P2, P4, P6 (d–f), plotted against scaled time.

in which

Dm = −2
∑
(0,m)

(m−k+3)ckcm−k, (2m+3)(2m+4)Sm+1 = (4m2+6m−28)Sm−Dm (4.8c)

for non-negative m, with S0 being zero. These higher-order results are also presented
in figure 3(b,c,e,f ). It is seen from F2(T ) that initially the curvature of the air gap is
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positive, but this changes sign to negative at a time T of −1.55. Again, all the pressure
terms Pk(T ), for k = 2 and above, tend to zero with increasing time, giving a trend
which suggests that the pressure near the symmetry plane becomes uniform; this,
when taken together with the computations described earlier and with the subsequent
analysis, can be interpreted as trapping air with the formation of a cavity, in effect.

4.2. The wider implication

An inference about the whole flow solution can also be drawn from the above
spatial symmetry arguments. Taking the derivative of equation (2.6) in time, then
putting c = F 3q with q = PX and coupling this with (2.5), yields the balance
∂[α∂c/∂T + q]/∂X = 0. The symmetry features above, however, show that both q, c

are zero at the station X = 0. Hence integration with respect to X gives the explicit
result α∂c/∂T + q = 0, which implies that

αF 3cT + c = 0. (4.9)

Simultaneously, (2.6) now becomes

αcX = FT . (4.10)

The equations (4.9), (4.10) form a coupled system governing the evolution of F (X, T ),
c(X, T ), which in a strong sense are an integration of the previously studied system
(2.5), (2.6) as can be observed in the total number of temporal derivatives involved,
and these new equations not only apply for all stations X but also prove helpful in
the consideration of touchdown. Indeed, the feature inferred from the symmetry plane
analysis that the effective constant of integration on the right-hand side of (4.9) must
be zero proves crucial in tying down the touchdown properties in the next section.
The solution remains physically valid provided that F remains positive.

Overall, the present section has shown that useful information can be gleaned from
the flow response near the symmetry line. In particular, the air gap always remains
open, in the sence that F remains positive, lying above the value (2α)−1/2, and so
touchdown cannot occur there and must be located elsewhere if it occurs at all. The
symmetry-line properties also provide a check on the numerical work of the preceding
section.

5. Touchdown
The possibility of touchdown in which the scaled gap thickness F tends to zero

is now examined. This has to be at a station X = X0, say, other than a symmetry
one, which is described in the previous section, and the touchdown is envisaged as
occurring at some finite time T → T0−, say. It should be re-emphasized straight away
that, strictly, only an approach to touchdown is addressed here, not a full closure of
the air gap. The approach involves, in effect, a positive spike in the local pressure as in
figure 2. On each side of the spike the curvature of the pressure plot is positive, which
corresponds to a deceleration in the closing of the gap in view of the inviscid relation
(2.5), although the interfacial velocity locally is negative on one side of the spike
and positive on the other to preserve the balance in the viscous requirement (2.6). In
the middle of the spike the pressure curvature necessarily reverses sign and that is
where the gap closure is accelerated towards touchdown. (The novelty in terms of the
touchdown here compared with the Smith et al. (2003) case lies in the much simpler
outer relation between pressure and shape, which is a local relation as opposed to
the non-local one in their case.)
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An exact solution holds in principle here, having a similarity form with (X −
X0)/(T0 − T )m = ξ being of O(1) as T → T0−, the power m being expected to be
positive, and

F (X, T ) = (T0 − T )nf (ξ ), c(X, T ) = (T0 − T )θD(ξ ), (5.1)

where the power n is positive to ensure that F tends to zero and the function f (ξ ) is
also positive. The present region of interest has ξ running from minus infinity to plus
infinity. Substitution into (4.9), (4.10) immediately leads to a balance, requiring the
powers to satisfy n = 1/3, θ = m−2/3, and produces the interacting pair of nonlinear
ordinary differential equations

αf 3(−θD + mξDξ ) + D = 0, αDξ = − 1
3
f + mξfξ (5.2a,b)

for the unknown functions f, D.
Now, although (5.2a) evaluated at ξ zero suggests two options, that either αθf (0)3 =

1 or D(0) is zero, the latter of these can be discounted because it eventually points to
f (0) being negative. Consequently f (0) = (αθ)−1/3, while D(0) must be non-zero and
the restriction θ > 0 holds, implying that m > 2/3. We therefore put

f = (αθ)−1/3M, D = |D(0)|N, ξ = Eη (5.3)

which, with E chosen as α|D(0)|(αθ)1/3/m for convenience, transforms (5.2a, b) into
the coupled pair

N ′ = N(M3 − 1)/(γ ηM3), M ′ = (N ′ + βM)/η (5.4a,b)

for M(η), N(η), with the prime now standing for d/dη. Here the constants are
β = 1/(3m), and γ = m/(m − 2/3), and both are positive. The nonlinear pair (5.4a, b)
is to be solved for −∞ < η < ∞ nominally and subject to the conditions

M(0) = 1, N(0) = −1 (5.4c,d)

without loss of generality: we have in mind here the right-hand touchdown indicated
by figure 2, whereas the alternative of N(0) being +1, which corresponds to a sign
change in both N, η, leaving (5.4a, b) unaltered, corresponds to the implied left-hand
touchdown. Moreover, the local behaviour near the sensitive position of η zero is
noted here,

M(η) = 1 + 1
3
βγ η + O(η2), N(η) = −1 − βη + βγ (1 − β)η2/6 + O(η3), (5.5a,b)

which at first sight appears suitable for a numerical marching scheme for positive or
negative η, while the relative far field is expected to have

M(η) ∝ |η|β , N(η) ∝ |η|1/γ as |η| → ∞ (5.6a,b)

from (5.4a, b). The far-field trends suggested in (5.6a, b) match the touchdown solution
as required, with the temporally regular behaviour in the bulk of the flow outside the
touchdown region.

Numerical experiments, however, which tackled (5.4a)–(5.5b) by shooting backwards
in η by means of a Runge–Kutta scheme, revealed, or at least suggested, that the
solution exhibits local branching behaviour near η = 0, and is very sensitive to the
starting point at small η. Many such solutions in fact continued backwards in η and
led on satisfactorily to the asymptotic form (5.6a, b) at large negative η (whereas other
solutions terminate in a singularity at a finite negative value of η, which will concern
us later), but the presence of branching cast doubt on their validity. Analytically the
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system is found to possess an eigenfunction, as follows. For small negative η the
expansions (5.5a,b) can be supplemented in the form

M(η) = 1 − · · · + Ae+3/(γ η) + · · · , N(η) = −1 − · · · + Aηe+3/(γ η) + · · · , (5.7a,b)

including exponentially small terms as shown, which are consistent with the governing
equations (5.4a, b), but the constant coefficient A is undetermined locally. This
eigenfunction involving an unknown multiplicative coefficient explains the branching
in the numerical shooting study for η < 0, and indeed means that a shooting method
there is hindered. Moreover, after noticing that the eigenfunction cannot be present in
η > 0 simply because the function involved is exponentially large rather than small,
and after investigating shorter length scales much closer to X0, we conclude that the
coefficient A must be zero on physical grounds, since there is no separate physical
source closer to X0. Thus, only integer powers of η are permissible in the complete
series expansion implied by (5.5a, b).

A linearized solution holding at large values of m is found to confirm the eigenvalue
above and also shows that there is a smooth solution for all η then.

The form we require, however, is expected to be for m = 1 in view of the relative
effects at large positive or negative η and matching with the remainder of the flow
solution away from the touchdown station (s), at the finite touchdown time. In that
case there is an exact solution of (5.4a, b), namely

M = L̂−1(η + L̂3)1/3, N = −L̂3M, for η > η0, (5.8a)

M = N = 0 for η < η0, (5.8b)

where η0 = −L̂3 and L̂ is a positive constant; the normalization in (5.4c, d) sets
L̂ equal to unity. The form (5.8a, b) also satisfies (5.6a, b) formally, as well as the
requirement that the coefficient A in (5.7a, b) must be zero.

There must of course be a smoothing zone between the double exact behaviours in
(5.8a, b). In fact, close to η = η0 the expansions

F (X, T ) = (To − T )q̃ f̃ (ξ̃ ) + · · · , c(X, T ) = (T0 − T )r̃ c̃(ξ̃ ) + · · · (5.9a,b)

are implied with ξ̃ of order unity, the moving coordinate being defined by

X − X0 = −c̃1(T0 − T )m + (T0 − T )ñξ̃ . (5.9c)

Here c̃1 ≡ EL̂3 is a positive constant, while the index ñ > m, and in addition
3q̃ = ñ − m + 1, 3r̃ = ñ − 2 + 2m. Substitution into the governing system (4.9), (4.10)
shows that the local controlling equations are now

αmc̃1f̃
3c̃′ = c̃, αc̃′ = −mc̃1f̃

′, (5.10a,b)

so that from (5.10b) c̃ = λ̃(c̃2 − f̃ ) for some constant c̃2 of integration, with λ̃ ≡ mc̃1/α,

and (5.10a) then yields a nonlinear ordinary differential equation for f̃ (ξ̃ ). The latter
produces the implicit equation

1

α2λ̃

dξ̃

df̃
=

f̃ 3

f̃ − c̃2

(5.11)

for ξ̃ (f̃ ) and hence the expression

(ξ̃ − ξ̃0)

α2λ̃
= c̃2

3
ln |g̃| + 3c̃2

2
g̃ + 3

2
c̃2g̃

2 + 1
3
g̃3, (5.12a)

g̃ ≡ f̃ − c̃2, (5.12b)
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behaviour near η = η0. Here f ≡ f̃ /c̃2 and Z ≡ (ξ̃ − ξ̃0)/(α
2λ̃c̃2

3) − ln c̃2.

from which the acceptable single-valued function f̃ (ξ̃ ) can be deduced: see figure 4.
The smoothing-zone solution (5.12a, b) matches with (5.8a) as ξ → ∞, since (5.12a)

gives f̃ ∼ (3ξ̃ /α2λ̃)1/3 and since the factors present in (5.1), (5.3) come into play with
(5.8a). The smoothing-zone solution also matches as required with (5.8b) as ξ → −∞,

in the sense that f̃ then tends to the positive constant value c̃2 from above, leaving
F � (T0 −T )1/3 for η < η0, and simultaneously c̃ becomes exponentially small, leaving
|c| � (T0 − T )θ for η < η0. The result

min(F ) ∼ c̃2(T0 − T )q̃ , (5.13)

in particular, is the inferred minimum value of the interface shape function F as
touchdown approaches.
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The solution for M and f̃ in figure 4 essentially gives the local gap shape F in
scaled form, in view of (5.1), (5.3), while the local pressure gradient ∂P/∂X follows
as being proportional to N/M3. (To be precise, we have ∂P/∂X = q = c/F 3 =
(T0 − T )κ̃D/f 3 = (T0 − T )κ̃ |D(0)|αθN/m3, where the power κ̃ = m − 5/3, from the
working in § 4.2 and from (5.1), (5.3).) The left-hand touchdown is similar to the
right-hand one and is its mirror image. The same M–N system can be obtained
from analysis of (2.5), (2.6), it is important to note, but with an arbitrary constant of
integration present. The fact that the latter constant is zero shows that the symmetry
plane has a global influence on the local touchdown properties.

To conclude, then, the main findings are that a touchdown occurs at a finite
time T0 and that the power m involved is m = 1. Associated comparisons, physical
interpretation and applications are to be discussed in the next section.

6. Further comments
6.1. Comparisons and physical interpretation

The dynamics of the air–water interaction and consequent approach to touchdown
are encapsulated in the equations, analysis and computations of the previous three
sections, which are to be compared below. The main points we would draw out
immediately in a physical discussion of the dynamics are the following.

First, the balance inherent in the ratio of typical lengths a∗/L∗ (where a∗, L∗

represent the local and global length scales in turn) and the ratio ρ∗
2/ρ

∗
1 (for water

density ρ∗
1 and air density ρ∗

2 ), both being small of respective orders h, h3Re1, is
physically important because the disparity in those length scales and densities each
affect the dominant dynamics at the same order. The ratio of viscosities μ∗

2/μ
∗
1

likewise influences the dynamics at that order, in contrast with surface tension effects
which are negligible here (although of importance in many other situations). These
disparities give rise to the full nonlinear interaction between the quasi-inviscid water
layer motion and the quasi-lubricating air layer motion (§ 3), over the range of
Reynolds numbers Re1 of current interest. Second, the lubricant–air layer displays
the classical role in the centre of the interaction at the symmetry line (§ 4) where gap
closure is prevented, but on either side of that the two-fluid interaction forces the
water to continue descending. This process is reinforced in a non-classical manner,
as described at the beginning of § 5, and leads to touchdown within a finite scaled
time. Third, the part played by the flexibility of the water layer at the interface as
described at the end of § 3, i.e. full nonlinear interaction, should be highlighted, as it
is the root cause of the touchdown.

Comparisons between the time-marched numerical results of § 3 and the analytical
findings of § 4, and § 5 indicate that there is a close measure of qualitative agreement
at least. Concerning the symmetry station first, the decrease with scaled time of the
scaled air gap thickness F there in the computations is eventually slow compared
with that at other stations, and this is a feature which is exactly in keeping with the
change in sign of the gap curvature described in § 4. The descent in the symmetry
station thickness is indeed virtually halted near the end of the computations, with F

then being just below 2.5: that value ties in reasonably with the analytical prediction
(4.6), which gives the terminal result as

√
6. Second, as far as touchdown is concerned

we see that, no matter whether the left-hand or the right-hand touchdown is being
considered, viewed locally, the side of the F graph on which the minimum of F

occurs is all ‘lower’ than the other side throughout the time-marching computational
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solutions. Such a relationship agrees with the analytical results in § 5; in fact the whole
shape of the curve in figure 4 for M or f , which is proportional to F , is qualitatively
the same as in the time-marched computations, while the sensitive growth in the
scaled pressure near touchdown is as § 5 implies, all of which are further encouraging
features. Again, the value of the power m in the local theory is suggested as unity
by comparison with the non-local properties. So, in particular, the scaled pressure
behaves (to within an additive constant) as the displaced scaled time T0 − T to the
power 2m−5/3, which is a comparatively small positive power implying comparatively
slow growth in the local pressure gradient as touchdown is approached, in line with
the computations shown in figure 2(d). This leaves us then with the results

F ∼ {(X − X0) − c (T − T0)}1/3
, P ∼ constant + O {(X − X0) − c (T − T0)}1/3

(6.1)

for the local shape and pressure responses on one side near touchdown at the time
T = T0 and location X = X0, with the constant c acting as an effective approach
speed at touchdown; the other side near touchdown has F being much smaller, as in
(5.12). The minimum gap width as touchdown is approached is predicted by (5.13),
where q̃ = (ñ − m + 1)/3 and ñ > m. For m of unity and (say) ñ = 3, this gives a
minimum gap width tending to zero linearly with the scaled time T as the touchdown
time T0 is approached, a prediction which is consistent, or at least not inconsistent,
with the results in figure 2(b, d) for the time-marched computations. The reason for
considering (5.13) as a minimum, near the scaled touchdown station X = X0, is that
as an asymptote holding for large negative values of the scaled local coordinate it
matches with the exact solution F = c̃2(X0 − X)q̃/c̃1

q̃
in the bulk of the motion as

X − X0 becomes 0(1) and negative (c̃1, c̃2 are constants), or more widely with the
simple exact solution F = F0(X), c = 0 of (4.9), (4.10), where F0(X) is any arbitrary
function of the scaled coordinate X.

The computations and the analyses seem to fit together then. We should remark
here immediately that the § 4 analysis continues holding true for all scaled time T in
principle, whereas § 5, like the computations, has touchdown occurring within a finite
scaled time. The global influence on that touchdown is also interesting and perhaps
somewhat surprising, with the flow behaviour at the symmetry station, in particular,
having an explicit influence on the behaviour at the remote touchdown stations, as
explained in detail in § 4. Travelling wave solutions of the controlling equations
in § 2 or the equivalent ones in § 4 can also be derived, but these are considered
as less significant in the light of the implied touchdowns. Taken altogether, air
trapping between the two touchdown locations seems to be confirmed and, moreover,
subsequent touchdowns would tend to lead to further pockets of air being formed,
quite possibly of a similar extent along the surface.

Surface tension has a well-known influence, as described by Purvis & Smith (2004b),
among others, in the present situation of large Weber numbers, where it provokes
significant distortion of the interface when large curvatures develop, as they do at
touchdown. This influence is one among several new physical factors that come
into play locally then. In further terms of physical insight we should add that
there is no novelty in identifying air trapping itself, which is a quite frequently
observed occurrence, but there is novelty, we believe, in identifying the current air–
water interaction as one mechanism for air trapping on a relatively small scale as
a very common recurrence (due to two-pronged touchdown). Moreover, in the more
realistic three-dimensional but axisymmetric counterpart of the present scenario, the
touchdown features of § 5 still apply in full, simply because the touchdown is so
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localized away from the symmetry line (or axis) that it yields quasi-two-dimensional
physical dynamics there. Thus the applications are widespread in principle.

6.2. Applications

Various applications involving impacts provide the background motivations for the
study, as mentioned in some detail in the Introduction, and the controlling system
that emerges additionally models elastic-wall effects on a thin fluid layer. It should
be stressed, however, that the double-fluid squeeze process and the accompanying
pressure-shape interaction law inherent in the current work do not cover directly the
application to droplet impact on water, which is the relatively deep-water setting,
because another pressure-shape interaction then dominates and the present thin-
coat effect is absent. Nevertheless, the present thin-coat law does in some sense
replicate the deep-water law addressed in Smith et al. (2003), or rather mimics
its behavioural influence, similar to the aerodynamic- and internal-flow mimicry in
interacting boundary layers. The touchdown form in § 5 is quite similar in detail to
that in the above paper, for instance. The replication here adds weight to the finding
of touchdown in that paper.

Concerning the bouncing phenomena and interactions observed by Protiere et al.
(2006) (see also Pan and Law 2007), it would be interesting to explore whether or not
the theory of the current paper could perhaps apply to the above phenomena, given
that the dynamics of the thin film of air squeezed between the drop and the liquid
bath underneath are shown in Couder et al. (2005a,b) to play a key part. Protiere et al.
also present an averaged simple theoretical approach which reproduces many of the
observed phenomena, and so our aim would partly be to complement their approach
as well as to add to the understanding of the fascinating phenomena involved. We
also draw the reader’s attention to the rather secondary pressure peak in figure 2(d),
which appears to be similar to the spike in elastohydrodynamic lubrication problems
as described by Afandizadeh Zargari et al. (2007), for example.

Sport-related applications are of particular interest. In approximate terms, a football
of diameter 300 mm, say, might approach the ground with speed 12 m s−1, yielding
a water-based global Reynolds number Re1 of around 2 million. This value is well
below the critical value of 10 million and so indicates application of the present
subcritical theory. A representative value for the parameter h is then 0.01, in line
with the assumptions of the theory, and that points to air–pockets of length 3 mm
being formed on the football during its impact with the ground in the presence of
water layers of depth less than 3 mm. A tennis ball is smaller in diameter by a
factor of about 4 and its speeds might be greater by a factor of 3; therefore Re1 is
comparatively little different from the estimate above, and on that basis the present
theory again applies. Representative air pocket lengths in this case are predicted as
about 1 mm. Next, for a golf ball the diameter reduction is perhaps by a factor
10 relative to the football, whereas the speed increase gives a factor of around 5.
Hence again the Re1 estimate is altered relatively little (the range involved is even
more subcritical), and in principle the present treatment still holds, yielding air pocket
lengths now of about 0.3 mm. These sports applications can be contrasted with that
of the approach of an ice particle to an aircraft wing, where the typical diameter
might be 0.5 mm and speed 100–400 m/sec−1. There the water-based global Reynolds
number is considerably smaller than above, the subcritical theory is indicated as being
yet more relevant, and representative air pocket lengths of 5 microns are indicated.

Another matter of some concern is the relation of the current findings for the
subcritical range to the properties in the unsteady interactive boundary layer regime
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(Smith 1988) which applies in the critical Reynolds number range, although that
critical value of (ρ∗

1
2
ν∗

2 )/(ρ
∗
2
2
ν∗

1 ) is high compared with the Reynolds numbers of
industrial interest. The crossover to an inviscid–inviscid interaction follows at still
higher Reynolds numbers, but then the interaction turns out to be very unstable.
Another different aspect concerns new physics, including the new physics that must
enter the reckoning on smaller time and length scales closer to touchdown, where, in
addition to the points made by Smith et al. (2003), the non-thinness of the interactive
flow in the latter work may re-enter play. In the present setting, if the typical
water coat is even shallower than those examined here then viscous effects could
be amplified. Improved application and further interest would suggest considering
substantial obliqueness effects (previous works demonstrate that obliqueness must be
very substantial if a spatially symmetric interactive setting of the present type is to be
altered), as well as gravity, surface tension, density effects and three-dimensionality,
as in the Appendix, while the industrial context of an incident ice lump mentioned in
the Introduction points to roughness playing a significant role.
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Appendix. Three-dimensional, compressible, viscous and other effects
There are many physical factors which may be involved in air–water interaction

apart from the major ones encapsulated in (2.5), (2.6), and so this Appendix examines
in some detail such factors for the current scenarios and applications to check that
they are indeed secondary effects as assumed. The appendix describes the three-
dimensional setting first, followed in turn by the behaviour at times significantly prior
to impact, the behaviour and air–water interaction on the verge of impact, numerical
estimates of the parameters involved, the dominant physical effects that emerge, the
relevant boundary conditions and reduced governing equations, and final checks and
comments.

A.1. The three-dimensional setting

For a rigid elliptic paraboloid approaching a horizontal plane covered with a thin
liquid layer, the body surface in dimensional form is described by

y∗ =
x∗2

2R∗
x

+
z∗2

2R∗
z

− V ∗t∗ (t∗ < 0), (A1)

where R∗
x � R∗

z , and (to repeat) an asterisk denotes a dimensional quantity. This
body shape is three-dimensional and typical. The surface of the moving body can
also be covered with water, although we restrict ourselves here to a dry rigid body
approaching a wet horizontal plane. The free surface of the liquid layer is initially flat,
y∗ = 0, and its bottom is in the plane y∗ = −H ∗

b , say. For numerical estimates as in
the main text we consider a layer of water on the flat plane and air above the water,
with R∗

x , H ∗
b and V ∗ being the main parameters and the ratio ε = ρ∗

a/ρ
∗
� being a small

parameter, about 0.001 for the air–water system. The subscripts �, a are equivalent,
respectively, to 1, 2 (liquid, air) as used earlier. In the following we assume that
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the body velocity is relatively high, so that the Reynolds numbers Rea = V ∗R∗
x/ν

∗
a

of the air flow and Re� = V ∗R∗
x/ν

∗
� of the liquid flow are both large, where the

representative length scale L∗ is R∗
x effectively. For the air–water system we have

ν∗
a = 1.32×10−5 m2 s−1, ν∗

� = 0.18×10−5 m2 s−1, ρ∗
a = 1.29 kg m−3, ρ∗

� = 1000 kg m−3

at temperature 0◦C. The ratio æ ≡ ν∗
aρ

∗
a/(ν

∗
� ρ

∗
� ) is 0.00946 for that system.

During the time stage of possible touchdown, the deflection of the air–water surface
is comparable with the thickness of the air gap and the water surface may almost
touch the surface of the body eventually, trapping an air pocket. The water surface
deflection is caused by the air flow in the gap and the aerodynamic pressure, which
tends to increase with decreasing air gap.

A.2. Significantly before impact

When the body is relatively far from the water surface, the aerodynamic pressure
over the water surface is of the order of ρ∗

aV
∗2, which is the pressure scale for the

body motion in unbounded fluid, the air flow being three-dimensional with velocity
of the order of the body velocity V ∗. The air gap during this non-interactive stage
has length of the order of R∗

x , and the time scale T ∗ can then be estimated with
the help of (A1) as R∗

x/V ∗. The spatial variables x∗, y∗ and z∗ are all of order R∗
x .

The pressure gradient on the water surface is thus of order ρ∗
aV

∗2
/R∗

x and initiates

horizontal flow in the liquid layer with acceleration ρ∗
�

−1
ρ∗

aV
∗2

/R∗
x . The corresponding

horizontal velocity scale, obtained as the product of the liquid acceleration and the
time scale T ∗, is therefore T ∗ρ∗

�
−1

ρ∗
aV

∗2
/R∗

x = εV ∗. The continuity equation, where
the horizontal scale is R∗

x but the vertical scale is H ∗
b , provides the order of the liquid

vertical velocity as εV ∗H ∗
b /R∗

x , if H ∗
b � R∗

x , or εV ∗, if H ∗
b is O(R∗

x).
The water surface deflection can now be estimated as the product of the

liquid vertical velocity by the time scale, giving T ∗εV ∗ = εR∗
x for deep water and

T ∗εV ∗H ∗
b /R∗

x = εH ∗
b for a shallow liquid layer. It is seen that in both cases the water

surface deflections for this stage are very small and can be neglected in considering
the body motion in air, when the distance between the body surface and the liquid
layer is comparable with the characteristic linear dimension of the body. (Therefore,
in the case of the air–water system the deflection of the liquid surface can be neglected
with a relative accuracy of O(ε) for deep liquid, when the body is not close to the
liquid. In the case of a shallow liquid layer the liquid surface deflections are even
less than those for deep water). The viscous effects (see also Smith et al. 2003) can
be neglected in both the air and the liquid once the Reynolds numbers Rea and Re�

are large, which is a main assumption of the present appendix. Viscous effects can
be estimated with the help of boundary layer theory. The compressibility of the air
can be neglected if the body velocity is much smaller than the sound speed c∗

a in the
air at rest. For air, c∗

a = 330 m s−1. It is assumed that the body is moving smoothly,
so that weak shock waves are not generated by its motion. If the body velocity is
significantly smaller than the sound speed c∗

a in the air, the liquid can also be treated
as incompressible. It is important to notice that the nonlinear terms in the equations
of the liquid motion (but not in the equations of the air flow) can be neglected with
the relative accuracy O(ε). We conclude that during the stage under consideration
both the air and the liquid can be treated as incompressible ideal fluids, the air flow
can be obtained to leading order as ε � 1 without accounting for deflection of the
liquid surface. The liquid surface can be approximately replaced with a rigid flat
plane. After the aerodynamic pressure over this plane has been computed, one can
calculate the liquid motion and find the liquid surface deflection in the leading order
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by solving the linear problem of liquid layer motion due to given external pressure
distribution. This asymptotic analysis is valid not only for elliptic paraboloid (A1)
but for any body shape. It is seen that during the non-interactive stage the air flow
and the liquid flow are decoupled and can be computed one after another.

A.3. On the verge of impact

The flow patterns change when the body is in close proximity to the liquid surface.
With the small non-dimensional parameter δa characterizing the distance of the body
from the initially undisturbed liquid surface, so that δa ∼ h in the main text, we use
coordinates, velocity components and pressure,

y∗ = R∗
xδ

2
ay2, x∗ = R∗

xδaX, z∗ = R∗
xδaZ, t∗ = (R∗

x/V ∗)δ2
aT , (A2)

u∗
x

(a)
= V ∗δ−1

a ũ(a)
x , u∗

z

(a)
= V ∗δ−1

a ũ(a)
z , u∗

y

(a)
= V ∗ũ(a)

y , (A3)

p∗(a)
= ρ∗

aV
∗2

Qp̃(a), (A4)

respectively, similar to § 2. Equations (A2) follow from (A1), which should be non-
trivial in non-dimensional variables. Correspondingly, the scalings (A3) come from
the continuity equation in the air flow and the constraint that this equation written
in non-dimensional variables must be non-trivial as δa → 0. In (A4) the factor Q will
be obtained as a part of the asymptotic analysis. In non-dimensional variables (A1)
takes the form

y2 = 1
2
[X2 + μ2Z2] − T , (A5)

where μ2 = R∗
x/R

∗
z , 0 � μ � 1. The Navier–Stokes equations for the air flow between

the liquid surface and body surface (A5) have the forms (with x̃, ỹ, z̃, t̃ written for
X, y2, Z, T )

δ−2
a

∂ũ(a)
x

∂t̃
= −Q

∂p̃(a)

∂x̃
+

1

Reaδ4
a

[
∂2ũ(a)

x

∂ỹ2
+ δ2

a�2ũ
(a)
x

]
, (A6)

δ−2
a

∂ũ(a)
z

∂ t̃
= −Q

∂p̃(a)

∂z̃
+

1

Reaδ4
a

[
∂2ũ(a)

z

∂ỹ2
+ δ2

a�2ũ
(a)
z

]
, (A7)

∂ũ(a)
y

∂t̃
= −Q

∂p̃(a)

∂ỹ
+

1

Reaδ2
a

[
∂2ũ(a)

y

∂ỹ2
+ δ2

a�2ũ
(a)
y

]
, (A8)

∂ũ(a)
x

∂x̃
+

∂ũ(a)
y

∂ỹ
+

∂ũ(a)
z

∂z̃
= 0. (A9)

In (A6)–(A9) we do not account for the gravity force or for air compressibility:
see later, where we derive the conditions of the motion under which the air can be
treated as an incompressible fluid. Here �2 = ∂2/∂x̃2 + ∂2/∂ỹ2. The terms with �2 in
(A6)–(A8) can be neglected at leading order with a relative accuracy O(δ2

a) as δa → 0.
The air flow equations (A6)–(A9) are of the most non-trivial forms as δa → 0 when

Reaδ
2
a = O(1). In this case, Q = δ−2

a and (A6)–(A9) take to leading order the forms

∂ũ(a)
x

∂t̃
= −∂p̃(a)

∂x̃
+

∂2ũ(a)
x

∂ỹ2
,

∂ũ(a)
z

∂ t̃
= −∂p̃(a)

∂z̃
+

∂2ũ(a)
z

∂ỹ2
, (A10)

∂p̃(a)

∂ỹ
= 0,

∂ũ(a)
x

∂x̃
+

∂ũ(a)
y

∂ỹ
+

∂ũ(a)
z

∂z̃
= 0. (A11)
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Let us now check the conditions under which a stage of strong interaction between the
air flow and the liquid motion corresponds to an air gap thickness with Reaδ

2
a = O(1).

In order to perform such an analysis we repeat our reasoning for the early stage with
δa = O(1). The liquid flow is initiated by the aerodynamic pressure gradient, which is
of the order of ρ∗

aV
∗2

δ−2
a /(R∗

xδa). The acceleration of the horizontal flow in the liquid

layer is of the order of ρ∗
�

−1
ρ∗

aV
∗2

δ−3
a /R∗

x . The corresponding horizontal velocity scale
is obtained as the product of the liquid acceleration by the time scale T ∗ = (R∗

x/V ∗)δ2
a ,

which is T ∗εV ∗2
δ−3
a /R∗

x = εδ−1
a V ∗. The continuity equation, where the horizontal scale

is R∗
xδa and the vertical scale is H ∗

b , provides the order of the vertical liquid velocity
as εδ−2

a V ∗H ∗
b /R∗

x , if H ∗
b � R∗

xδa , and εδ−1
a V ∗ for deep water where H ∗

b = O(R∗
xδa) or

greater. The water surface deflection can be estimated as the product of the liquid
vertical velocity by the time scale, which is T ∗εδ−1

a V ∗ = εδaR
∗
x for deep water and

εH ∗
b for a shallow liquid layer. Note that the liquid layer can be treated as shallow

if H ∗
b � R∗

xδa . The deflection of the liquid surface is of the order of the air gap
thickness V ∗T ∗ = R∗

xδ
2
a when εδaR

∗
x = R∗

xδ
2
a for deep water, which gives δa = ε, and

when εH ∗
b = R∗

xδ
2
a for shallow water, which gives δa =

√
εH ∗

b /R∗
x . The inequality

H ∗
b � R∗

xδa implies that strong interaction between the air flow and the liquid layer
occurs at a smaller air gap thickness for a shallow liquid layer than for a deep layer.

A.4. Numerical estimates

In this general case the asymptotic equation Reaδ
2
a = O(1) is satisfied when V ∗R∗

x ∼
ν∗

aε
−2 for a deep layer, εR∗

x/H
∗
b = O(1), and when V ∗H ∗

b ∼ νa/ε for a shallow layer,
H ∗

b � εR∗
x . For the air–water system we find V ∗R∗

x ∼ 13.2 m2 s−1 for a deep layer
and V ∗H ∗

b ∼ 0.00132 m2 s−1 for a shallow layer, where H ∗
b � R∗

x/1000. For example,
for R∗

x = 1 m the body velocity should be of the order of 10 m s−1 and the liquid
layer can be treated as deep once H ∗

b is greater than 1 mm.
The asymptotic analysis presented is still valid if Reaδ

2
a � 1, but now the air

can be treated as an ideal fluid, i.e. the second-order derivatives in (A10) can be
neglected at leading order. Other scales remain unchanged. In this case we have
V ∗R∗

x � 13.2 m2 s−1 for a deep layer, which implies that this case corresponds to
large bodies and high speeds of their motion.

For small bodies the stage of strong interaction starts for a very small air gap
thickness and its duration is very small. This corresponds to the inequality Reaδ

2
a � 1.

Equations (A6) and (A7) show that Q = 1/Reaδ
4
a and the inertia terms can be

neglected, so that we arrive at the equations of quasi-stationary lubrication theory.
The asymptotic analysis of the liquid surface deflection, which is similar to that
demonstrated above, shows that the liquid surface deflection is of the order of the
air gap thickness when δ3

a = ε/Rea for a deep liquid layer and δ4
a = εH ∗

b /(R∗
xRea) for

a shallow liquid layer. The liquid layer can be treated as shallow when (H ∗
b /R∗

x)
3 �

ε/Rea . The inequality Reaδ
2
a � 1 gives Reaε

2 � 1 for a deep layer and ReaεH
∗
b /R∗

x � 1
for a shallow liquid layer. These inequalities correspond to the restrictions V ∗R∗

x �
ν∗

aε
−2 for a deep layer and V ∗H ∗

b � ν∗
a/ε for a shallow layer, (H ∗

b /R∗
x)

3 � ε/Rea . It is
seen that this case corresponds to bodies of small dimension such as water drops.

A.5. The dominant effects

In this paper we restrict ourselves to the last case mentioned, where the viscous effects
are of major importance and inertia terms do not matter. In this case (A10) and
(A11) are approximated as

∂p̃(a)

∂x̃
=

∂2ũ(a)
x

∂ỹ2
,

∂p̃(a)

∂z̃
=

∂2ũ(a)
z

∂ỹ2
,

∂p̃(a)

∂ỹ
= 0,

∂ũ(a)
x

∂x̃
+

∂ũ(a)
y

∂ỹ
+

∂ũ(a)
z

∂z̃
= 0. (A12)
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The no-slip conditions on the body surface z̃ = f (x̃, ỹ) − t̃ are

ũ(a)
x = 0, ũ(a)

z = 0, ũ(a)
y = −1, (A13)

and the kinematic condition on the liquid surface ỹ = η̃(x̃, z̃, t̃) has the form

ũ(a)
y = ũ(a)

x

∂η̃

∂x̃
+ ũ(a)

z

∂η̃

∂z̃
+

∂η̃

∂t̃
. (A14)

Now we analyse the liquid motion in the thin layer. Note that the definition of the
‘thin layer’ should be given. The characteristic horizontal length of the air flow is
R∗

xδa , which is why we expect that the liquid equations can be considered within
the ‘thin layer’ approximation (or, within the shallow-water approximation, which
is the same) if H ∗

b � R∗
xδa . Taking into account that, for a shallow liquid layer

δ4
a = εH ∗

b /(R∗
xRea), the asymptotic inequality H ∗

b � R∗
xδa gives H ∗

b /R∗
x � [ε/Rea]

1/3.
Moreover, we consider the case where Reaδ

2
a � 1, which leads to the inequality

H ∗
b /R∗

x � 1/[ε/Rea]. We conclude that the air flow is governed by viscous effects, and
the liquid flow is shallow if

H ∗
b /R∗

x � min{1/[εRea], [ε/Rea]
1/3}. (A15)

The ratio

[ε/Rea]
1/3

1/[εRea]
= (Reaε

2)2/3

is smaller than unity if V ∗R∗
x � ν∗

aε
−2.

In the dynamic boundary condition on the air–water interface we do not account for
surface tension, which is why in the present analysis the dynamic boundary condition
implies that the pressure is continuous at the interface. The conditions under which
surface tension can be neglected will be obtained at the end of this Appendix.

In the case under consideration we introduce the non-dimensional variables in the
equations of the liquid water flow as

y∗ = H ∗
b Y, x∗ = R∗

xδaX, z∗ = R∗
xδaZ, t∗ = (R∗

x/V ∗)δ2
aT , (A16)

u∗
x

(�)
= (V ∗R∗

xδa/H
∗
b )ū(�)

x , u∗
y

(�)
= (V ∗R∗

xδa/H
∗
b )ū(�)

y , u∗
z

(�)
= V ∗ũ(�)

z , (A17)

p∗(�)
= P ∗

scp̃
(�), P ∗

sc =
ρ∗

aV
∗2

Reaδ4
a

, (A18)

for the coordinates, velocity components and pressure in turn. The horizontal
coordinates and time are scaled in the same way as for the air flow. Also, the
vertical components of the air and liquid velocity are both scaled with the body
velocity V ∗, in this stage during which the elevation of the free surface is of the order
of the air gap thickness R∗

xδ
2
a . The scale of the horizontal components of the liquid

velocity comes from the continuity equation and the condition that the horizontal
flow of the liquid is driven by the gradient of the induced aerodynamic pressure,
which acts over the free surface of the liquid layer.

The Navier–Stokes equations of the liquid flow in non-dimensional variables now
have the forms

∂ū(�)
x

∂t̃
+ μ

[
ū(�)

x

∂ū(�)
x

∂x̃
+ ū(�)

z

∂ū(�)
x

∂z̃
+ ũ(�)

y

∂ū(�)
x

∂ȳ

]
= −∂p̃(�)

∂x̃
+

μ3

æ

[∂2ū(�)
x

∂ȳ2
+ λ2�2ū

(�)
x

]
, (A19)

∂ū(�)
z

∂ t̃
+ μ

[
ū(�)

x

∂ū(�)
z

∂x̃
+ ū(�)

z

∂ū(�)
z

∂z̃
+ ũ(�)

y

∂ū(�)
z

∂ȳ

]
= −∂p̃(�)

∂z̃
+

μ3

æ

[∂2ū(�)
z

∂ȳ2
+ λ2�2ū

(�)
z

]
, (A20)
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∂ũ(�)
y

∂t̃
+ μ

[
ū(�)

x

∂ũ(�)
y

∂x̃
+ ū(�)

z

∂ũ(�)
y

∂z̃
+ ũ(�)

y

∂ũ(�)
y

∂ȳ

]
= − 1

λ2

∂p̃(�)

∂ȳ
+

μ3

æ

[∂2ũ(�)
y

∂ȳ2
+ λ2�2ũ

(�)
y

]
,

(A21)

∂ū(�)
x

∂x̃
+

∂ū(�)
y

∂ỹ
+

∂ũ(�)
z

∂z̄
= 0, (A22)

where (X, Y, Z, T ) are written (x̃, ȳ, z̃, t̃) and

μ =
( εR∗

x

ReaH
∗
b

)1/2

, λ =
H ∗

b

R∗
xδa

, æ =
ν∗

aρ
∗
a

ν∗
�ρ

∗
�

. (A23)

Here λ � 1 and μ is the ratio between the thickness of the air gap R∗
yδ

2
a and the

liquid layer depth H ∗
b . We consider the case where μ � 1 and μ3/æ � 1. In this

case both the viscous terms and nonlinear terms in (A19)–(A22) can be neglected at
leading order. Taking into account that æ � 1, we conclude that these inequalities
are satisfied if μ � æ1/3, which gives

H ∗
b

R∗
x

� ε

Rea

æ−2/3. (A24)

Combining (A15) and (A24), we find that the liquid flow can be treated within the
shallow-water approximations as ideal and linear if

ε

Reaæ
2
3

� H ∗
b

R∗
x

�
(

ε

Rea

)1/3

. (A25)

Such a range of ratios H ∗
b /R∗

x exists if and only if εRe−1
a æ−2/3 � ε1/3Re−1/3

a . By using
the definitions of ε, Rea and æ, this inequality can be presented in an equivalent
form as Re� � 1, which gives V ∗R∗

x � ν∗
l . The latter inequality is satisfied in many

practical problems.
Letting μ and λ in (A19)–(A22) tend to zero, we arrive at the linear shallow-water

equations of the liquid flow,

∂ū(�)
x

∂t̃
= −∂p̃(�)

∂x̃
,

∂ū(�)
z

∂ t̃
= −∂p̃(�)

∂z̃
,

∂p̃(�)

∂ȳ
= 0, (A26)

∂ū(�)
x

∂x̃
+

∂ū(�)
y

∂ỹ
+

∂ũ(�)
z

∂z̄
= 0. (A27)

The air–water interface in the non-dimensional variables (A16) is described by the
equation

ȳ = μη̃(x̃, z̃, t̃),

and the kinematic condition on the interface has the form

ũ(�)
y = μ

(
ū(�)

x

∂η̃

∂x̃
+ ū(�)

z

∂η̃

∂z̃

)
+

∂η̃

∂t̃
. (A28)

We integrate equation (A27) with respect to ȳ from −1 to μη̃(x̃, z̃, t̃) accounting for
the kinematic condition (A28) and the bottom condition ũ(�)

z (x̃, −1, z̃, t̃) = 0, and let
μ → 0, which gives

∂ū(�)
x

∂x̃
+

∂ū(�)
z

∂z̃
+

∂η̃

∂t̃
= 0. (A29)
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Differentiating (A29) in time and using (A26), we obtain

∂2p̃(�)

∂x̃2
+

∂2p̃(�)

∂z̃2
=

∂2η̃

∂ t̃2
. (A30)

A.6. Boundary conditions and main equations

In order to integrate equations (A12), we need the dynamic conditions on the liquid
boundary ȳ = η(x̃, z̃, t̃):

Π∗(a)〈n〉 = Π∗(�)〈n〉, (A31)

where Π∗(a) and Π∗(�) are stress tensors for the air flow and the liquid flow, respectively,
and 〈n〉 is the unit normal. Here

n(x̃, z̃, t̃) =
(−δa∂η̃/∂x̃, −δa∂η̃/∂z̃, 1)√

1 + δ2
a |∇η̃|2

, (A32)

Π∗(a)〈n〉 = P ∗
sc

[
− p̃(a)n + δaA1〈n〉 + δ2

aA2〈n〉 + δ3
aA3〈n〉

]
, (A33)

P ∗
sc is given by equation (A18), and

A1 =

⎛⎜⎝ 0 0 ∂ũ(a)
x /∂ỹ

0 0 ∂ũ(a)
z /∂ỹ

∂ũ(a)
x /∂ỹ ∂ũ(a)

z /∂ỹ 0

⎞⎟⎠ ,

A2 =

⎛⎜⎝ 2∂ũ(a)
x /∂x̃ ∂ũ(a)

x /∂z̃ + ∂ũ(a)
z /∂x̃ 0

∂ũ(a)
x /∂z̃ + ∂ũ(a)

z /∂x̃ 2∂ũ(a)
z /∂z̃ 0

0 0 2∂ũ(a)
y /∂ỹ

⎞⎟⎠ ,

A3 =

⎛⎜⎝ 0 0 ∂ũ(a)
y /∂x̃

0 0 ∂ũ(a)
y /∂z̃

∂ũ(a)
y /∂x̃ ∂ũ(a)

y /∂z̃ 0

⎞⎟⎠ .

By algebra,

Π∗(a)〈n〉 = P ∗
sc

[{
0, 0, −p̃(a)

}
+ δa

{
p̃(a) ∂η̃

∂x̃
+

∂ũ(a)
x

∂ỹ
, p̃(a) ∂η̃

∂z̃
+

∂ũ(a)
z

∂ỹ
, 0

}
+ O

(
δ2
a

)]
.

(A34)
In the liquid we find

Π∗(�)
= P ∗

sc

⎡⎢⎣−p̃(�)

⎛⎜⎝ 1 0 0

0 1 0

0 0 1

⎞⎟⎠+
1

Re�λ

⎛⎜⎝ 0 0 ∂ū(�)
x /∂ȳ

0 0 ∂ū(�)
z /∂ȳ

∂ū(�)
x /∂ȳ ∂ū(�)

z /∂ȳ 0

⎞⎟⎠

+
1

Re�

⎛⎜⎝ 2∂ū(�)
x /∂x̃ ∂ū(�)

x /∂z̃ + ∂ū(�)
z /∂x̃ 0

∂ū(�)
x /∂z̃ + ∂ū(�)

z /∂x̃ 2∂ū(�)
z /∂z̃ 0

0 0 2∂ũ(�)
y /∂ȳ

⎞⎟⎠

+
λ

Re�

⎛⎜⎝ 0 0 ∂ũ(�)
y /∂x̃

0 0 ∂ũ(�)
y /∂z̃

∂ũ(�)
y /∂x̃ ∂ũ(�)

y /∂z̃ 0

⎞⎟⎠
⎤⎥⎦ . (A35)
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It is important to notice that the second matrix in (A35) is zero at leading order, in
view of (A26). Therefore

Π∗(�)〈n〉 = P ∗
sc

[{
0, 0, −p̃(�) +

2

Re�

∂ũ(�)
y

∂ȳ

}
+ δa

{
p̃(�) ∂η̃

∂x̃
, p̃(�) ∂η̃

∂z̃
, 0

}
+O

(
δa

Re�

)
+ O

(
λ

Re�

)]
. (A36)

Equations (A31), (A34) and (A36) provide at leading order the conditions

p̃(�) = p̃(a),
∂ũ(a)

x

∂ỹ
= 0,

∂ũ(a)
z

∂ỹ
= 0 (A37)

along the air–water interface. The first interfacial condition in (A37) and equation
(A30) show that

p̃(�)(x̃, ỹ, t̃) = p̃(a)(x̃, ỹ, t̃) =: P (x̃, ỹ, t̃).

We introduce the non-dimensional effective thickness of the air gap as

F (x̃, z̃, t̃) = f (x̃, z̃) − t̃ − η̃(x̃, z̃, t̃)

and rewrite (A30) in the form

∂2P

∂x̃2
+

∂2P

∂z̃2
+

∂2F

∂t̃2
= 0, (A38)

which connects the pressure in the air gap P (x̃, z̃, t̃) and the effective thickness of this
gap F (x̃, z̃, t̃). In the two-dimensional case (A38) takes the form

∂2P

∂z̃2
+

∂2F

∂t̃2
= 0, (A39)

which should be integrated under the symmetry condition ∂P/∂z̃(0, t̃) = 0 and the
condition at infinity P (z̃, t̃) → 0, as |z̃| → ∞.

Conditions (A13) and (A37) are used to integrate (A12). First we integrate (A12c)
with respect to ỹ across the air gap thickness. The result is exact in the model with
incompressible air,

∂

∂x̃

∫ f (x̃,z̃)−t̃

η̃(x̃,z̃,̃t)

ũ(a)
x (x̃, z̃, ỹ, t̃) dỹ +

∂

∂z̃

∫ f (x̃,z̃)−t̃

η̃(x̃,z̃,̃t)

ũ(a)
z (x̃, z̃, ỹ, t̃) dỹ = −∂F

∂t̃
. (A40)

Conditions (A13), (A37) and equations (A12a, b) then provide∫ f (x̃,z̃)−t̃

η̃(x̃,z̃,̃t)

ũ(a)
x (x̃, z̃, ỹ, t̃)dỹ = −1

3

∂P

∂x̃
F 3(x̃, z̃, t̃),

∫ f (x̃,z̃)−t̃

η̃(x̃,z̃,̃t)

ũ(a)
z (x̃, z̃, ỹ, t̃)dỹ = −1

3

∂P

∂z̃
F 3(x̃, z̃, t̃).

Hence (A40) takes the form

div[F 3∇P ] = 3Ft̃ (A41)

which in the two-dimensional case is

∂

∂z̃

[
F 3 ∂P

∂z̃

]
= 3

∂F

∂t̃
. (A42)
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In the main body of this paper we restrict ourselves to the two-dimensional case, with
(A39) and (A42) representing the nonlinear model of strong air–water interaction,
giving (2.5), (2.6) respectively.

A.7. Further checks and comments

The asymptotic analysis so far has neglected compressibility effects in the air. However,
we can conclude that the air compressibility (as well as liquid compressibility) can
be neglected when the pressure scale P ∗

sc defined by (A18) is much smaller than the

product ρ∗
ac

∗
a
2, recalling that c∗

a is the speed of sound in air at rest. This gives

V ∗2

c∗
a
2

� Reaδ
4
a =

εH ∗
b

R∗
x

.

Taking account of the compressibility restriction, the inequality (A25) has to be
modified to

max
{M2

a

ε
,

ε

Reaæ2/3

}
� H ∗

b

R∗
x

�
(

ε

Rea

)1/3

, (A43)

where Ma = V ∗/c∗
a is the Mach number. Such a range of ratios H ∗

b /R∗
x exists if and

only if V ∗R∗
x � ν�, as was shown earlier, and M2

a ε
−1 � ε1/3Re−1/3

a . By using definitions
of Ma , ε and Rea , the latter inequality can be presented as

V 7R∗
x � ε4ν∗

ac
∗
a

6
, (A44)

where ε4ν∗
ac

∗
a
6 ≈ 0.047 m8 s−7. Therefore the air compressibility can be of importance

even for the moderate speeds of the body.
In the analysis we have assumed so far that the aerodynamic pressure p∗(a) in

the air gap is equal to the hydrodynamic pressure p∗(�) in the liquid layer on the
air–water interface. This means the surface tension could be neglected in our analysis.
For small bodies the curvature of the interface is scaled as κ∗ = κ̃/R∗

x , where κ̃

is the non-dimensional curvature. The surface tension contribution to the dynamic
boundary condition at the air–water interface can be neglected if σ ∗κ∗/p∗(a) � 1,
where σ ∗ is the coefficient of surface tension. This inequality yields

1

R∗
x

σ ∗κ̃

P ∗
scp̃

(a)
� 1, (A45)

where the pressure scale P ∗
sc is given by (A18). Inequality (A45) will be used in the

following in the form

κ̃

p̃(a)
� f, f =

R∗
xP

∗
sc

σ ∗ , (A46)

where p̃(a) is the non-dimensional pressure in the air gap.
The analysis of § 5 indicates that the curvature of the air–water interface becomes

very large near touchdown, where the interface approaches the body surface at a
high speed. Therefore this analysis can be used only until just before the touchdown
instant, and the surface tension (among other new physical features) must be taken
into account, where the curvature is large. The limit in time of the present analysis is
provided by (A46), with the non-dimensional parameter f being of major importance.
This parameter is calculated by using (A18) and the definition of δa for the shallow
layer case as

f =
V ∗2

R∗
x
2
ρ∗

�

σ ∗H ∗
b

. (A47)
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For the air–water interface, σ ∗ = 7.25 × 10−2 N/m. If R∗
x = 5 mm and V ∗ = 1 m/s,

then Re−1
a ≈ 2.6 × 10−3 and ε/Rea ≈ 2.6 × 10−6. In this case the liquid layer can

be treated as shallow during the touchdown stage if H ∗
b < 5 × 10−5 m. Taking

H ∗
b = 10−5 m, we obtain from (A47) that f ≈ 3400. This numerical value and

the inequality (A46) applied to the solution studied in this paper provide the time
interval before touchdown during which the contribution of the surface tension can
be neglected.
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