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Abstract

Transport channels and pores are of fundamental importance for translocation of molecules across

the otherwise-impermeable biological membrane. As a conduit for the passage of material, specific

membrane channels must accomplish the task of selective transport of molecules, while preventing

unnecessary loss of other cellular material. The nuclear pore complex (NPC), and the mechanosen-

sitive channel of small conductance, MscS are the focus of the research presented in this thesis.

NPCs are sole gateways for passage of material across the nuclear envelope of eukaryotic cells.

Several unstructured proteins that are rich in phenylaline- glycine motifs (FG-nups) form the central

transport channel. Small molecules passively diffuse through the channel but, larger molecules are

selectively transported via transport factors (TFs), which apparently interact with the FG-repeats

of the nups in the channel. To understand how nups are assembled in the interior of the NPC,

assemblies of one kind of nup, starting from different initial states, are investigated. Results suggest

nups form different structures in different regions of the central channel. While only molecules of

size < 9nm can penetrate through, a limit known for passive diffusion, the resulting structure posed

a selectivity barrier for larger molecules that can be penetrated only via TF interactions.

Mechanosensitive (MS) channels, bacterial inner-membrane proteins, open and close in response

to mechanical stimuli such as changes in membrane tension during osmotic stress. These channels

act as safety valves preventing cell lysis upon hypoosmotic cell swelling: the channels open under

membrane tension to release osmolytes along with water. MscS, consists, beside the transmembrane

channel, of a large cytoplasmic domain (CD) that features a balloon-like, water filled chamber

opening to the cytoplasm through seven side pores and a small distal pore. The CD is apparently

a molecular sieve covering the channel, that optimizes loss of osmolytes during osmoadaptation.

Diffusion theory and MD simulations are employed to explore the transport kinetics of Glu− and

K+ as representative osmolytes. A role of a filter is suggested for the CD such that it balances passage

of Glu− and K+ osmolytes, to yield a largely neutral efflux, thereby, reducing cell depolarization in

the open state that also conserves to a large degree the essential metabolite Glu−.
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Chapter 1

Introduction

Exchange of materials across biological membranes is one of the most fundamental and highly

regulated processes in biology of all living organisms. While small hydrophobic molecules can readily

permeate lipid bilayers, specialized membrane proteins have been evolved to facilitate, efficiently the

transport of almost every chemical species. Two such protein channels, the nuclear pore complex

(NPC) and the mechanosensitive channel for small conductance (MscS) are the focus of the research

presented in this thesis.

Below, a brief description of the two channels, as well as the key questions addressed in our

research is provided. Following which is a description for the different computational methods

employed. Lastly, an outline of the remaining thesis is provided.

1.1 Gating by the nuclear pore complex

Most of the genetic material and the required protein transcription machinery of the eukaryotic cell

is stored and organized inside its membrane-bound nucleus. The double membrane of the nucleus,

the nuclear envelop (NE), is highly impermeable to molecules and spatially separates the cytoplasm

from the nucleus. While the NE protects the cell’s genome and transcription machinery inside the

nucleus, the nucleus also needs to communicate with the rest of the cell, importing proteins from the

cytoplasm across the NE and exporting products, such as RNAs. As the only pathway connecting

the cellular cytoplasm with the nucleoplasm, nuclear pore complexes (NPCs), forming large pores

through the NE, enable and control the required import and export. Small molecules up to a limit

of 20-40 KDa can diffuse freely through NPCs [1], while transport of large molecules (>40 KDa)

are excluded unless facilitated and carried by transport factors (TFs), proteins that selectively pass

through NPCs despite their large size. Thus, as the only conduit for nucleocytoplasmic transport, the

selective passage through the NPC is essential for cell growth and function; however, the mechanism

underlying the selection is still unknown.
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Proteins building up the NPC are generally called nucleoporins/nups. NPC nups can be broadly

partitioned into three structural and functional groups [2], i.e., transmembrane, central scaffold

and transport. The transport group mainly contains FG-nups [2], proteins including intrinsically

unstructured FG-repeat domains rich in phenylalanine and glycine (FG) repeating sequences (FG-

repeats) [3–6]. Anchored on the central pore surface by their coiled-coil domains [2], FG-nups

effectively fill the NPC central pore [3, 7, 8] and directly helps to mediate the NPC transport [9–16].

The interaction between FG-nups and the transport receptors is key to the selective transport of

NPC. Both experiment and simulation have demonstrated that transport receptors bind to FG-nups

through special binding spots [10, 12–14, 17–20].

Two questions appear to be central to this subject: 1) what is the structure adopted by the

unstructured nups in the interior of NPC central channel; and 2) how does this structure play a role

in gating of molecules in and out of the nucleus wherein, only small molecules, < 9m are allowed to

passively diffuse through the channel and transport of large molecules is selectively carried out via

TFs interacting that bind to nups in the channel through FG-motifs. This is addressed in chapter 2.

1.2 Filter function of the MscS’ cytoplasmic domain

MscS, acts as a safety valve protecting a bacterial cell from bursting under osmotic pressure [21–24].

Such pressure can arise when the liquid around a bacterium changes suddenly, for example when

salt water is replaced by pure water. The pressure in the cell is released when tension in the cell wall

widens the channel such that osmolytes, positively and negatively charged ions, along with water,

can leave the cell reducing the pressure [22, 25–27].

Since the inside of a bacterium, like all living cells, has a negative potential relative to its outside,

mainly negatively charged osmolytes would leave the cell through the channel, keeping the cell from

bursting, but abolishing the electrical cell potential and draining the cell of a crucial energy source.

So the cell would not die from rupture, but from starvation. The protein channel prevents this, but

the mechanism is unclear.

The transmembrane channel on the cytoplasmic side, extends to form a large balloon-like, cyto-

plasmic domain with openings to the cytoplasm. The CD is apparently a molecular sieve covering

the transmembrane channel, that optimizes loss of osmolytes during osmoadaptation. In chapter 3,

we address the role of the cytoplasmic domain and its filtering mechanism.
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To find out how these channels function, a super-microscope that shows every atom of the channel

and its action is required. Experiments such as X-ray crystallography, cryoelectron microscopy, and

NMR spectroscopy, provide a very good snapshots of proteins, for instance, a single static picture

of the channel protein, but they do not take videos. However, molecules in reality are, highly

dynamic, and their motions are critical to understand their function. Thus, what is needed is a

super-high resolution video. Apparently, such videos can actually be taken today through computer

simulations. The simulations take into account all what is known from experiment and simulate the

channels in action.

1.3 Molecular dynamics

The present work focuses on molecular dynamics (MD) simulations of biomolecules. In such simu-

lations, biomolecules and their surroundings– for example, a protein and water surrounding it–are

represented with a set of point masses (one per atom or, in certain cases, multiple atoms ), with the

interactions between those masses governed by an effective potential energy function (or force field)

which has been parametrized based on quantum mechanical calculations and experimental data.

The dynamics of the system can then be simulated by numerically integrating Newton’s equations

of motion over discrete timesteps, generally on the order of 1-2 fs (the timestep must be significantly

shorter than the highest frequency oscillation in the system to avoid numerical instability [28]).

In a simplified level, molecular dynamics is a method in which one iteratively solves Newton’s

second law for N particles in a potential U(~r1, ~r2, ..., ~rN ) [28], i.e.,

mir̈i = − ∂

∂ri
U(~r1, ~r2, ..., ~rN ) i = 1..N. (1.1)

1.3.1 The potential energy function

The potential function commonly used for biomolecular simulations express the total force on an

atom as a sum of three components: (a) bonded force, which involves interactions between small

group of atoms connected by one or more covalent bonds; (b) van der Waals forces, which involves

interactions between all pairs of atoms in the system but which fall off quickly with distance and

are generally evaluated only for nearby pairs of atoms; and (c) electrostatic forces, which involves
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Figure 1.1: Contributions to the bonded potential function. Internal coordinates for bonded interactions: r
governs bond stretching; θ represents the bond angle term; φ gives the dihedral angle; the small out-of-plane
angle α is governed by the so-called “improper” dihedral angle ϕ. Reproduced with permission from [28].

interactions between all pairs of atoms and fall off slowly with distance. Electrostatic interactions

are computed explicitly between nearby pairs of atoms, whereas long- range electrostatic interactions

are typically handles via one of several approximate methods that are more efficient than explicitly

computing interactions between all distant pairs of atoms.

There are four terms representing the covalently bonded nature of biological molecules, defined

for sets of two, three, and four contiguous linked atoms, illustrated in Fig. 1.1. The first of these

four terms is for the bonds themselves, given as a harmonic approximation for each pair of bonded

atoms:

Ubond = kbond(r − r0)2. (1.2)

The force constant, kbond, and equilibrium distance, r0, are taken from a variety of experimental

and computational sources, including IR spectra, high resolution crystal structures, and ab initio

quantum chemical calculations [29]. The next term in the potential is for angles between three

atoms, defined as
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Uangle = kangle(θ − θ0)2. (1.3)

The last two terms, dihedrals and impropers, are both defined for four linked atoms. Dihedral terms

represent rotation around a covalent bond, defined by

Udihe = kdihe(1 + cos(nφ+ δ)) (1.4)

where n represents the symmetry of the rotation and δ is the phase shift. Finally, improper terms

are a further necessary addition used to maintain the planarity of three atoms centered on a fourth

and take the same form as that for dihedrals, given in Eq. 1.4.

The remaining two terms of the potential energy function UMD govern non-bonded interactions

between atoms, and are applied to all pairs of atoms in the system, subject to certain exclusions.

The first term represents van der Waals interactions, i.e., those that govern the deviation of the

system from an ideal gas of non-interacting, point-like particles. In MD, this term takes the form

of the Lennard-Jones potential,

UvdW = 4εij(
σij
r12ij
− σij
r6ij

) (1.5)

where εij and σij are parameters based on experiment. The r12 term in Eq. 1.5 approximates the

exponential hard-sphere repulsion between atoms coming very close to each other, while the r6 term

represents the attractive London dispersion forces (i.e., induced dipole/induced dipole) between

atoms. Finally, the remaining term in the potential UMD arises from the coulombic electrostatic

interactions between charged atoms:

Ucoulomb =
qiqj

4πε0rij
(1.6)

where qi and qj are the atomic partial charges. The total potential UMD is thus

UMD(~r1, ~r2, ..., ~rN ) =
∑
bonds

Ubond+
∑
angles

Uangle+
∑
dihe

Udihe+
∑
impr

Uimpr+
∑
i6=j

UvdW +Ucoulomb. (1.7)

MD simulations are computationally expensive. Force calculation, Eq. 1.1, for each step requires

substantial computation. For instance, one billion arithmetic operations for a system of 100, 000
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atoms. Also, the force calculations must be repeated many times. Individual steps are limited to

a few femtoseconds by fast atomic vibrations, so simulating a millisecond of physical time requires

one trillion time steps. Using a single high-end processor core for such a simulation would take

thousands of years to complete!

1.4 Accessing longer timescales

Classical MD suffers a major challenge, in its applicability to biological systems, which is the accessi-

ble timescales to which the systems can be simulated. Molecular dynamics simulations are routinely

carried out on timescales of 10-100 ns. In contrast, the timescales required for functionally relevant

motions of biomolecules range from nanoseconds for local relaxation and hundreds of nanoseconds

for relative motions of protein domains to microseconds, milliseconds, or longer for key processes

such as protein folding, drug binding, membrane transport.

Longer timescales can be reached, for example, through improvements in hardware, software,

and algorithms: enhanced sampling techniques which bias the simulation to pass energetic barriers

( e.g., Umberella sampling, Adaptive biasing force, metadynamics) [30–32], coarse graining methods

for simulating simplified system representations ( e.g., Residue-based coarse-graining, Shape-based

coarse- graining, implicit solvent) [33–37]), and generalized ensemble methods [38].

Chapter 2, makes use of residue based coarse-grained simulations (RBCG) to address the system

of size 15 million CG beads (150 million in all-atoms) and the timescales which both exceed the

normal limitations of MD. Chapter 3 makes use of sampling technique, adaptive biasing force (ABF),

that provides access to longtime scale event–overcoming an energy barrier for solute transport–

unattainable with conventional MD.

The two methods are briefly described below. The details of the specific simulation procedures

used are omitted here and the reader is encouraged to consult the methods sections of the appropriate

chapters.

1.4.1 Residue-based coarse-grained molecular dynamics

In residue-based coarse-grained (RBCG) model for biological systems comprising proteins and or

lipids, several atoms are grouped together in a ”virtual” bead that interacts through an effective

potential. For example, each amino acid residue and 4 water molecules are represented by 2-5 beads

and 1 bead respectively (Fig. 1.2). This replacement already yields a reduction in system size by
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Figure 1.2: Amino acid and lipid structure in all-atom (left) and residue-based CG (right) representations.

a factor of ∼10. The coarser system also permits a longer simulation timestep (from 15 to 50 fs)

and typically does not require long-range electrostatics calculations. The reduction of the number of

degrees of freedom and the use of shorter-range potential functions makes the model computationally

very efficient, allowing an increase in the base time-step and thus a reduction of the simulation time

by 2 - 3 orders of magnitude compared to the traditional atomistic models [33–36].

The coarse-grained models employ a similar form of the total potential energy as the above all-

atom force fields, yet, with different parameters. The all-atom force field parameters are generally

obtained through a combination of empirical techniques and quantum mechanical calculations [39–

42]; bulk water and experimentally well-characterized small molecules are then simulated using
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these parameters to test whether their structural, dynamic, and thermodynamic properties can be

correctly reproduced. On the other hand, the coarse-grained force field parameters are generated

based on all-atom force field parameters, and are then tested for fidelity in reproducing the all-atom

simulation results [35].

As noted above, the interactions between the beads are governed by a potential similar to that in

Eq. 1.7, with a few differences. Bond and dihedral potentials are identical to those in all-atom MD,

given in Eqs. 1.2 and 1.4, respectively, although for all dihedrals other than those for the protein

backbone, kdihe is set to 0 [35]. The angle potential is defined differently and takes the form

Uangle = kangle(cos(θ)− cos(θ0))2 (1.8)

where the cosine is used to “soften” the potential [33]. The nonbonded potential is identical to that

given in Eqs. 1.5 and 1.6. Beads are divided in four types, polar, non-polar, apolar, and charged;

the van der Waals interaction energy constant, εij , is then assigned to be one of five levels based

on the combination of types for beads i and j [33]. In Eq. 1.6, the dielectric constant in CG MD is

15ε0, intead of ε0 as in all-atom MD [35].

1.4.2 Adaptive biasing force

The adaptive biasing force (ABF) scheme is a molecular-dynamics based method for overcoming

barriers of the free-energy landscape. Integration of the mean force measured along a chosen reaction

coordinate (RC) yields the so-called potential of mean force (PMF). The RC is a coarse-grained

description of the transition mechanism. The mean force is estimated by accruing and averaging the

instantaneous force exerted on the system. The PMF is then used to bias the standard dynamics of

the system in order to improve sampling in the RC [31, 43–45].

The connection between the derivative of the free energy with respect to the reaction coordinate,
dA

dξ
, and the forces exerted along the latter may be written as

dA

dξ
=
〈
∂V (x)
dξ

− 1
β

∂ ln |J |
∂ξ

〉
ξ

= −
〈
Fξ
〉
ξ

(1.9)

where |J | is the determinant of the Jacobian for the transformation from generalized to Cartesian

coordinates. The first term of the ensemble average corresponds to the Cartesian forces exerted on

the system, derived from the potential energy function, V (x) . The second contribution is a geometric

correction arising from the change in the metric of the phase space due to the use of generalized
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coordinates. It is worth noting, that, contrary to its instantaneous component,Fξ , only the average

force,
〈
Fξ
〉
ξ

, is physically meaningful.

In the framework of the average biasing force (ABF) approach, Fξ is accumulated in small

windows or bins of finite size, δξ , thereby providing an estimate of the derivative
dA

dξ
defined in

equation 1.9. The force applied along the reaction coordinate, ξ , to overcome free energy barriers

is defined by:

FABF = ∇xÃ = −
〈
Fξ
〉
ξ
∇xξ (1.10)

where Ã denotes the current estimate of the free energy and
〈
Fξ
〉
ξ
, the current average of Fξ.

As sampling of the phase space proceeds, the estimate ∇xÃ is progressively refined. The biasing

force, FABF , introduced in the equations of motion guarantees that in the bin centered about ξ,

the force acting along the reaction coordinate averages to zero over time. Evolution of the system

along ξ is, therefore, governed mainly by its self-diffusion properties.

A particular feature of the instantaneous force, Fξ , is its tendency to fluctuate significantly. As

a result, in the beginning of an ABF simulation, the accumulated average in each bin will generally

take large, inaccurate values. Under these circumstances, applying the biasing force along according

to equation 1.10 may severely perturb the dynamics of the system, thereby biasing artificially the

accrued average, and, thus, impede convergence. To avoid such undesirable effects, no biasing force

is applied in a bin centered about ξ until a reasonable number of force samples has been collected.

When the user-defined minimum number of samples is reached, the biasing force is introduced

progressively in the form of a linear ramp. For optimal efficiency, this minimal number of samples

should be adjusted on a system-dependent basis.

In addition, to alleviate the deleterious effects caused by abrupt variations of the force, the

corresponding fluctuations are smoothed out, using a weighted running average over a preset number

of adjacent bins, in lieu of the average of the current bin itself. It is, however, crucial to ascertain

that the free energy profile varies regularly in the ξ-interval, over which the average is performed.

To obtain an adequate sampling in reasonable simulation times, it is recommended to split long

reaction pathways into consecutive ranges of ξ. In contrast with probability-based methods, ABF

does not require that these windows overlap by virtue of the continuity of the force across the the

reaction pathway.
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1.5 Thesis outline

In order to shed light on the gating mechanism of NPCs and on the filtering mechanism of MscS,

one has to go beyond static pictures as supplied, for example, through experimental structure anal-

ysis. MD simulations offer an opportunity here as they predict dynamic behavior of macromolecular

systems. Unfortunately, these methods can describe only short time scales, but forfeiting atomic

resolution long time scales can be addressed by means of coarse graining. If the issue is confor-

mational sampling, rather than dynamics, enhanced sampling methodologies permit one to account

for a wide range of conformations otherwise visited only in impossibly long simulations. In this

thesis the mentioned approaches are applied to access long timescale events revealing motions in

NPC and MscS involved in selectivity and transportation processes. In chapter 2, we examine the

barrier structures formed by the unstructured proteins that protrude into the interior of the NPC

central channel, concluding with a model for gating. In chapter 3, we investigate the role of the

large cytoplasmic domain of MscS, to suggest a filter function. Chapter 4 summarizes the impact

of the results and presents directions for future research. Chapters 2 and 3 in this volume are based

on previously published or submitted work.
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Chapter 2

Assembly of Nsp1 nucleoporins
provides insights into nuclear pore
complex gating

2.1 Introduction

Nuclear pore complexes (NPCs) are large protein assemblies embedded in the nuclear membrane that

provide the only conduit for exchange of molecules between cytoplasm and nucleoplasm, a process

defined as nucleocytoplasmic transport (NCT). While the membrane bound nucleus of a eukaryotic

cell protectively envelopes the genetic material, separating it from the cytoplasm, processes such as

DNA transcription require access to the genetic material in the interior of the nucleus by a myriad

of molecules, including large molecules such as proteins . Two modes of transport exist for the

NCT: passive diffusion of molecules, smaller than 40 kDa or 9-10 nm in diameter [1], and selective

transport into and out of the nucleus for larger molecules such as proteins, RNA, ribosomal subunits,

the latter being recognized by transport factors (TFs), carrier proteins, which shuttle back and forth

ferrying their cargo through the NPC.

NPCs are giant complexes having molecular masses ranging from∼65 MDa (in yeast) to∼125 MDa

(in higher eukaryotes) that are made of copies of 30 different proteins termed nucleoporins (nups) [3,

46–48]. Recently, a detailed 3D model for the position and abundance of each nup in the Saccha-

romyces cerevisiae NPC structure was proposed based on experimental data obtained from molec-

ular, biochemical and structural studies of the NPCs and their components [7, 8]. In the modeled

structure, the scaffold of the NPC is formed by two protein subcomplexes that, through linker pro-

teins, anchor a set of FG-containing nups [8]. The complex has 8-fold symmetry about its central

axis and 2-fold symmetry about the equatorial plane such that each nup is repeated 8-, 16-, 32-, or

48-fold. Altogether, the NPC forms a multiprotein complex of nearly ∼450 proteins [3, 7, 8, 48].

About one-third of all pore proteins constitute the barrier proteins also known as FG-nups (F

and G represent amino-acids phenylalanine and glycine) . FG-nups are intrinsically disordered, rich

in FG-repeat motifs [3, 4, 6, 48, 49] and form the central transport channel of the NPC, extending

however also into the cytoplasmic and nucleoplasmic space. While the FG-nups extending toward
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cytoplasm and nucleoplasm sides are assymetric in distribution, the FG-nups (eg., Nsp1) of the

central region have copies distributed symmetrically around the scaffold of the NPC and are critical

for bidirectional NCT. The FG-nups are present in different lengths (a few to several hundred amino-

acids long) and exhibit different amino acid composition and repeat motifs; their different spatial

localizations render the central channel heterogeneous. These nups play a central role in selective

transport of the NPC and this selectivity is attained by bearing specific binding sites for the TFs

that undergo multiple, low- affinity interactions with nups as they permeate their way through the

channel [10, 12–14, 17–19].

Given that the central transport channel is filled with heterogenous, natively unstructured FG-

nups that are not susceptible to crystallization for structure determination, the important question

how the unstructured FG nups are assembled in the interior to promote efficient, selective gating

could not be answered unequivocally.

Several models have been proposed so far to explain the structure of the interior of the NPC.

According to the virtual gate model [3, 50], the tethered, unstructured FG-repeat proteins form

an entropic barrier that repels non-specific cargo, preventing it from reaching the interior of the

channel, whereas TFs that interact with the FG-repeats of nups in the NPC interior channel have

higher probability of entering and permeating the channel.

An alternative model, the polymer brush model [5, 51], is based on the above model suggesting

that the FG-nups form extended brush-like polymers with inter-linked bristles that reversibly col-

lapse upon binding of TFs. TFs pass the channel by repetitive binding and unbinding to the nups’

FG repeats until they reach the exit of the pore [52].

In contrast, the selective phase/hydrogel model [53] proposes that FG nups in the central channel

form a sieve-like meshwork through weak inter-repeat FG-FG hydrophobic interactions to form a

hydrogel within the central channel [54]. This meshwork prevents non-specific TFs from binding to

the FG repeats via low-affinity interactions which could transiently melt these FG-FG crosslinks,

allowing thus only TFs to permeate the channel. Further, non-specific cargo that cannot bind would

not permeate and thus would be filtered out [54, 55].

Another model, the reduction of dimensionality (ROD) model, proposes that the TFs act as

ferries, carrying cargo and slide on the surface of phenylalanine glycine (FG) motifs by interacting

with the FGs according to a 2D random walk rather than a 3D diffusion [56].

The ‘forest’ model, later modified to the tube gate model [57, 58], proposes the interior of the

NPC to be a hydrogel and the periphery to be brush-like, featuring two separate zones of traffic
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with distinct physicochemical properties. In their study, based on the hydrodynamical radius of

individual nups localized in different regions of the NPC, the respective authors classify nups as

(a) ‘shrubs’ that form collapsed coil, low-charge content, cohesive domains; (b)‘extended coil’ that

forms high-charge content, non-cohesive domains; (c) ‘trees’ having features of both (a) and (b).

Thus, a ‘forest-like’ structure of FG-nups is formed in the npc. In this model, the collapsed-coil

domains are hypothesized to form a transport zone 1 in the central pore and the extended-coil

domains form a peripheral zone 2. The forest model is based on the observations of individual nup

conformations, not considering interactions between nups that drives assemblies. Therefore, the

model cannot describe the collective behavior of the nup assembly in an environment as crowded as

found in the interior of the channel.

In a recent study on the role of nups in NPC gating, Tagliazucchi et. al [59] deduced a potential

of mean force from the amino acid (positive, negative, hydrophobic) distribution and claimed that

this potential can explain the use of TFs for traffic across the nuclear envelope. The claim is based,

however, on the assumption that nups are individually random and do not form any structures in

the channel interior as suggested by the earlier models of the NPC interior. The authors also do not

attribute an explicit role to TFs interacting with nups through FG-motifs.

Most models propose an FG network as the main mechanism for pore selectivity and address to

a much smaller degree a role for the actual molecular structures formed by the disordered nups of

the NPC. Likely, the qualitative differences of the models can be reconciled with the heterogeneity

found along entire transport pathways through the NPC that furnishes different environments on

the cytoplasmic side, in the interior and on the nucleoplasm side of the NPC.

To identify the structure formed by the nups in the interior of the NPC pore, Miao and Schul-

ten [51] carried out the first MD simulation of nup polymers, using a coarse-grained model. Unlike

the other models, their model included details of individual amino acids and, more importantly,

included the interactions between nup polymer chains, end-grafted to a flat surface in a 5 × 5 array.

The MD simulations suggest that the nups have a strong tendency to form bundles of typically 2 - 6

proteins and that the bundles are inter-linked in a mesh-like manner as single nups cross frequently

from one bundle to another bundle. From this behavior results a brush structure that is made of

bundle-like, interlinked bristles. This structure can explain to some degree the gating of NPC pores:

the structure can be passed by small biomolecules readily while larger biomolecules need to alter

the structure to pass through. This role, namely of cutting through the mesh-like structure, could

be played by transport factors.
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While the structure model of Miao and Schulten is highly suggestive, the study had obvious

limitations imposed at the time by limitations in technologically available computer power. One

limitation is the short length (100-aa) of nups employed that is in contrast to the actual, much

longer (about 609-aa) lengths of many nups. A second limitation is that only a single type of

nup tethering was investigated, namely tethering to a flat surface. A third limitation is that the

simulated ensemble started with all nups initially in a fully-extended, straight chain conformation.

Enjoying today tremendously more computer power than was available to Miao and Schulten

we have performed for the present study microsecond-long simulations on various conformational

ensembles of 609-aa-long FG domains of Nsp1, a key nup in the NPC central channel. Three

different ensembles were investigated, namely of untethered Nsp1s, Nsp1s tethered to a flat surface

as in the Miao and Schulten study, and Nsp1s tethered to a ring-like surface that is qualitatively

similar to the geometry of the NPC. Most essential, however, is that the present study explores

Nsp1 ensembles in different initial protein conformations, namely fully-extended conformations as

assumed by Miao and Schulten as well as random polymer-like conformations. Nevertheless, the

new MD simulations support the structural model as seen in the simulations of Miao and Schulten,

in which Nsp1 form bundles linked through single proteins crossing between bundles. An important

new finding, however, is that the structure formed as described depends little on FG side groups as

qualitatively the same structure comes out when FG side groups are replaced by alanines. The new,

more extensive simulations demonstrate also that the actual cross-linked bundle system depends to

a significant degree on the actual tethering of nups’ ends as well as on the initial nups conformation.

2.2 Results

To elucidate how the NPC poses a barrier for transport of molecules into and out of the nucleus,

we characterized through simulations the general structural features in the NPC central channel,

arising from the assembly of disordered proteins. We investigated the assembly using only one type

of FG-nups, namely, Nsp1. Nsp1 is a FXFG-rich nup present in the central channel and has been

studied as a model protein in previous studies [51, 55, 57]. The nup is present in 32 copies in each of

the upper and lower half of the NPC equatorial plane; its spatical location is ∼ 30 nm radius from

the center of the NPC [60]. The large number of copies and its spatial location inside the central

channel renders Nsp1 critical for the bi-directional NCT. The 609-aa-long FG-domain of this protein

was described through coarse-grained simulations that investigated the structures formed by three
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Name Simulated System Time (ns) CG-beads System Size (Å3)

wild-type ring
120 fully extended, wild-type
nsp1s grafted on a gold nano-
pore

1000 15,453,214 1244 Å× 1244 Å× 1627 Å

mutant ring
120 fully extended, mutant
(FG→AA) nsp1s grafted on a
gold nano-pore

1000 16,019,434 1244 Å× 1244 Å× 1627 Å

random array
5 × 5 array of worm-like chain
nsp1s grafted on a gold sub-
strate

1000 1,097,433 290 Å× 290 Å× 1075 Å

random bath 120 worm-like chain nsp1s,
freely floating in a water bath 1000 3,091,910 755 Å× 755 Å× 755 Å

Table 2.1: Systems simulated. In the left column, conventional names of the simulations, as used throughout
the paper, are defined. In column “CG Beads”, the total number of coarse-grained beads simulated is given,
adding up beads describing protein, gold substrate and solvent (water and ions).

different ensembles of Nsp1s. In the first two simulations, the proteins were tethered to a gold ring

surface (simulations wild-type ring and mutant ring). For the initial protein conformations we

assumed fully-extended Nsp1s as was assumed in the earlier study by Miao et al [51]. However, in the

present study, we use the full-length (609-aa-long) FG-domain. The two simulations differ in that the

first employs wild-type Nsp1 whereas the second employs a mutant Nsp1. In the third simulation,

Nsp1s were tethered to a flat gold surface (simulation random array). In this case the proteins

were assumed initially in a random polymer conformation. In a fourth simulation the effect of end-

tethering was investigated by simulating Nsp1s untethered and initially homogeneously distributed

in bulk solvent in random polymer conformations (simulation random bath). All ensembles contain

the protein at a concentration characteristic for the interior of the NPC channel. The simulations

carried out are listed in Table 2.1.

For simulation wild-type ring, the full length FG-domain of Nsp1 (1-609 amino acids) were

grafted to a gold nano-ring that matches the pore dimension of the pore system investigated by

an experimental group [52, 60] engineered to mimic the NPC geometry. The system was simulated

for 1 µs after which time the initially fully streched Nsp1s formed brush-like bundle structures (see

Fig. 2.1), the same structure as reported in an earlier study of 100-aa-long nups [51]. Such structures

can clearly function as a selective barrier to transport, supporting the virtual-gate model of nuclear

pore gating [1, 51]. Key for the gating mechanism is that the bundles are interconnected via single

Nsp1 chains cross-linking adjacent bundles (see Fig. 2.1).
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Figure 2.1: Initial and final configuration of simulated wild-type Nsp1s grafted to a gold ring (simulation
wild-type ring). (a) Initial configuration. Shown are fully extended, wild-type Nsp1s grafted on the ring,
the geometry of which matches that of an experimentally constructed nanodevice mimicking an NPC as
reported in [52, 60]. Colors distinguish 120 wild-type Nsp1s grafted on the ring in three concentric rows.
(b) Close-up view of grafted ends of the Nsp1 chains. The gold nano-ring is cut open to expose the C-termini,
shown as red spheres, fixed to the gold ring, as well as the terminal parts of the Nsp1 chains. (c) Snapshot
of the (1 µs ) end of simulation wild-type ring. One can recognize that the Nsp1 chains, shown in surface
representation, have formed brush-like bundles. (d) Close-up view of the structure in (a). Shown is a region
as marked. The close-up view reveals the initially straight conformation of the Nsp1 chains; bumps in the
surface of the individual chains correspond to amino acid side groups. (e) Close-up view of a segment of (c).
The view reveals the brush-like bundles formed by the Nsp1 chains. Arrows point to cross-links between
bundles formed when single Nsp1 chains cross from one bundle to another bundle. As a result of such cross
links the bundles form a mesh of thick (bundles made of several Nsp1 chains) and thin (cross links made of
single Nsp1 chains) segments.
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Figure 2.2: Bundle thickness distribution. Bundle thickness is determined by the number of Nsp1 chains
involved in a bundle. Shown is here the distribution of these numbers for the simulations carried out. The
frequencies with which chain numbers arise were averaged for the last 30 ns of the four 1 µs simulations
wild-type ring, mutant ring, random array, and random bath. Bundles with fewer than ten Nsp1 chains
favor a mesh-like structure, namely bundles with frequent cross-links, whereas bundles with more than ten
Nsp1 chains exhibit brush-like structures with relatively few cross-links. Green represents the frequency
distribution of Nsp1s for simulation wild-type ring, red for mutant ring, cyan for random array, and
purple for random bath.
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We analyzed these structures through computation of the bundle-thickness distribution. For the

brush-like structure seen in Fig. 2.1 the distribution has a peak at more than fifteen different chains

(Fig. 2.2). Thus, the brush-like structure is characterized by thick and strong bundles.

To test which role FG-repeats play in the formation of the structure in Fig. 2.1 we simulated

a mutant system replacing all FGs in Nsp1 by alanines (simulation mutant ring). The assembly

structure of mutant Nsp1s in the nanopore model resulting from the 1 µs simulations is very similar

to that seen for wild-type (WT) Nsp1s. The similarity is also reflected in the bundle distribution

that shows for the structural assembly of mutant Nsp1s thick bundles.

The initially fully- extended, straight chain Nsp1s, simulated in [51] and in the present simu-

lations, wild-type ring and mutant ring, are highly ordered at the outset and may lead to an

unrealistic quasi-equilibrium, i.e., trapped, state calling the assembly structure shown in Fig. 2.1

into question. Therefore, we modeled in simulation random array end-tethered Nsp1s with a grid

spacing of 6 nm, similar to that in the gold ring geometry, but assuming for the initial state random,

rather than straight Nsp1 conformations. The simulation involved also full length (609-aa) Nsp1.

From the present simulation resulted, nevertheless a brush-like structure of bundles with the bundle

distribution shown in Fig. 2.2. However, the bundles seen exhibit more cross-links than seen in the

earlier simulation [51], (see Fig. 2.3).

The unstructures nups in the central channel are fixated at their base by other proteins that link

with scaffold nups in the nuclear envelop. Brush-like structures, a feature distinctive to end-tethered

and initially conformation ally random Nsp1s, are likely representative for the multi-protein struc-

tures formed inside the NPC. The structures exhibited by a single untethered Nsp1 protein moni-

tored in a 1.1 µs CG MD simulation showed very different features from the structures resulting from

the ensembles of closely spaced Nsp1 proteins in simulations wild-type ring, mutant ring and

random array. An initially fully extended, untethered single Nsp1, is found to coil up into a globule-

like structure, with its radius of gyration (Rg) decreasing from over 300 Å (corresponding to the

initially fully extended form) to 65 Å (corresponding to the final, coiled form) as shown in Fig. 2.4.

Similar globule-like structures were also observed in earlier studies of dynamics of individual, end-

tethered short fragments of Nsp1s [51].

The brush-like structure resulting for ensembles of closely spaced Nsp1s can similarly be charac-

terized by brush height. For the end-tethered Nsp1s in simulations wild-type ring, mutant ring and

random array we monitored the average brush height, namely the end-to-end distance of the main-

chain Cα beads of the Nsp1 chains in the z-direction. The average was taken over all Nsp1 chains
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Figure 2.3: Initial and final configuration of a simulated array of wild-type Nsp1s grafted to a gold substrate
(simulation random array). (a) Initial configuration. Shown is the 5 × 5 array of the wild-type Nsp1s grafted
with their C-terminal ends to a gold substrate. The proteins are placed initially in random polymer-like
conformations obtained computationally through a description of non-overlapping worm-like chains. Colors
distinguish the 25 grafted wild-type Nsp1s. (b) Close-up view of grafted ends of the Nsp1 chains in an
array. Shown as red spheres are C-terminal ends of the Nsp1 chains fixed to the gold substrate, as well as
the terminal segments of the Nsp1 chains. (c) Snapshot of the (1 µs) end of simulation random array. One
can see that the end-tethered, randomly placed (matching a worm-like chain model) chain Nsp1s, shown
in surface representations, form brush-like structures as in case of simulation wild-type ring, but with
a higher density of cross-links compared to the gold ring case shown in Fig. 2.1. (d) Close-up view of a
segment of (c). The view reveals cross-linked Nsp1 bundles. Arrows point to cross-links between bundles
formed when Nsp1 chains cross from one bundle to another bundle.
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Figure 2.4: Coiling of an initially fully extended, Nsp1 segment. The time evolution of the radius of gyration
(Rg) is shown for 1.1 µs CG simulation.

in the given simulation system. For the Nsp1s in simulations wild-type ring and mutant ring,

the average height exhibited in both cases a very similar time dependence, namely a decay from an

initial height of 115 nm to a height of 80 nm (70% of initial height) in 1 µs. The Nsp1 chains in

random array exhibited an average height that decayed to 65% of the initial height (60 nm) namely

by 37.5 nm in 1 µs.

In order to investigate how the final structure of closely spaced Nsp1s is affected by end-tethering,

we carried out simulation of initially fully disordered Nsp1s freely floating in a bath (random bath)

at a protein density similar to that in random array. These Nsp1s formed again bundles, but in this

case with many more links between bundles (formed by single Nsp1s crossing between bundles) than

seen in case of simulations wild-type ring, mutant ring and random array (see Fig. 2.6). This

mesh-like structure can be clearly distinguished from the brush-like structures of wild-type ring,

mutant ring and random array through the bundle thickness distribution shown in (Fig. 2.2) as

the bundles arising in simulation random bath exhibit fewer than ten chains per bundle.

Given the different structures formed by Nsp1 assemblies as they result from the present sim-

ulations and represent likely the interior of the NPC, one wonders if any specific interactions, in

particular, hydrophobic FG-FG interactions, favor the structures seen. We determined, therefore,

for the different types of amino acids involved in the formation of bundles how often particular amino

acids arise in bundles. For simulation wild-type ring FGs clearly are not critical for the formation
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Figure 2.5: Height of Nsp1 chains. (a) Time evolution of the average height. The height is shown for
1 µs simulations for the end-tethered Nsp1s in simulations wild-type ring (green line), mutant ring (red
line), and random array (cyan line). The heights are calculated as the average end-to-end distance in the z-
direction, the average being taken over all chains in a given simulation system. (b) Snapshot of the (1 µs) end
of simulation wild-type ring (see also Fig. 2.1(c)), mutant ring, and random array (see also Fig. 2.3(c)).
The mutated Nsp1 chains (FG-to- AA) arising in simulation mutant ring form brush-like bundles with
similar average brush height as seen to arise for wild-type Nsp1s in simulation wild-type ring.
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Figure 2.6: Initial and final configuration of simulated wild-type Nsp1s in a solvent bath (simulation
random bath). (a) Initial configuration. Shown is the periodic (see simulation conditions as described in
Methods) system of wild-type Nsp1s, freely floating in a solvent bath (water and ions). The initial random
conformations match a polymer melt modeled from worm-like chains. Colors distinguish 120 freely floating
Nsp1 chains. Neighboring boxes in x- and y- directions are shown with the Nsp1s colored in grey. (b)
Snapshot of the (1 µs ) end of simulation random bath. The Nsp1 chains, shown in surface representations,
are seen to form a porous mesh of cross-linked Nsp1 bundles. (c) Close-up view of the structure in (b).
Shown is a region as marked. The view reveals a system of short bundles that are frequently cross-linked.
Arrows point to the cross-links between bundles.

of these structures (Fig. 2.7). This is also supported by simulation mutant ring, in which the FG

motif was replaced by alanines, and by an earlier study reported in [51]. Moreover, all amino-acids

are equally favorable for the brush-like structures of the wild-type ring. Actually, no structures

arising from wild-type ring, mutant ring, random array or random bath exhibit particular fa-

vorable amino acid preference. Therefore, the observed bundle structures are not sequence-specific

and likely come about through the fraction of non-polar amino acids in the Nsp1 sequence.

Name Average pore size ± std.dev Å
wild-type ring 77.32 ± 0.92
mutant ring 77.35 ± 0.94

random array 50.38 ± 1.40
random bath 43.33 ± 1.33

Table 2.2: Average pore size. The pore size is defined through the radius of the largest spherical cargo
capable of passing through the final structure of a simulated system of nsp1s. The radius was determine
according to the algorithm presented in Methods and is illustrated in Fig. 7. The average was taken over
the last 30 ns of the 1 µs simulation for each of the systems wild-type ring, mutant ring, random array,
and random bath.

In order to determine in how far the structures of Nsp1 assemblies described above provide a
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Figure 2.7: Propensity for certain amino-acids to be involved in the formation of bundles. The probability
for different kinds of amino acids to be involved in the formation of bundles as determined from an average
over the last 30 ns of the 1 µs simulations wild-type ring (green), mutant ring (red), random array (cyan),
and random bath (purple). G∗ refers to glycines and F∗ refers to the phenylalanines that are not included
in FGs of FG-repeat motifs.
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Figure 2.8: Schematic algorithm for calculating pore sizes. The figure shows a schematic depiction of the
algorithm employed in calculating the pore sizes listed in Table 2. The pore size is defined through the
radius of the largest spherical cargo capable of passing through the final 1 µs of simulation structure of
a system of Nsp1s. A search for the largest cargo starts on one side of the system, the latter shown in
grey. The cargo (black sphere) of a certain size moves towards the other side while the algorithm probes
if the cargo can pass. The panel at right illustrates what is measured by the algorithm, namely the radius
of the largest cargo that could pass through along a probing direction. As shown in this panel, there are
two bottlenecks, the second one of which determines how large a ball can pass through the obstacles and,
therefore, characterizes the pore size of obstacles.
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barrier against the diffusion of molecules through them, we computed the size of passing molecules

as described in Methods and Fig. 2.8. Table 2.2 lists for the structures resulting from simulations

wild-type ring, mutant ring, random array, and random bath, the average radius for the cargo

molecules that can diffuse through the structures. Large pores are available for diffusive passage

when Nsp1s are assembled into bundle structures with few cross-links; in this case molecules with a

radius as large as ∼77 Å can pass, whereas mesh-like bundle structures with many cross-links furnish

only relatively small pores for molecules to pass through, namely only ones with radii smaller than

43-50 Å.

2.3 Discussion

The structure of the NPC central channel interior, made up of unstructured nups with FG repeats,

governs transport through the NPC. The structure formed by the assembly of tethered nups deter-

mines the size of small molecules that can passively diffuse through. The structure also interacts,

likely through the FG repeats, with the transport factors that carry various cargoes through the

NPC.

To characterize the structure of the channel interior, we investigated the assembly using one

type of FG-nups, namely, Nsp1, that is present in the central channel. We studied, using CG MD

simulations, the dynamics of system of Nsp1s starting from three different initial states: tethered,

straight-chain conformations; tethered, random chain conformations; and untethered, random chain

conformations, simulating each system for 1 µs. We observe in all cases the formation of brush-

like bundles linked through single Nsp1s crossing between bundles. This assembly structure is very

similar to one seen in prior simulations of is initially fully extended, Nsp1s fragments (100-aa-long),

that were closely grafted ( 2.6 nm apart compared to 6 nm-spacing in the present study) in an

array like arrangement [51].

Our interpretation, based on the structural features observed for tethered, unstructured FG-nups

of the transport channel agrees with the other views [5, 20, 50–52, 54–58] in that the nups form

characteristic quasi-stable, i.e., slowly varying, structures bearing FG spots, with which TFs are

known to interact. Thus, interaction between TF surfaces and nups is structured, and cannot solely

be described properly through a potential of mean force as suggested by Tagliazucchi et. al [59].

Experimental studies using high-resolution single-molecule studies that deduced spatial density plots

for TF-FG-repeat interactions have also shown that the interaction sites are not evenly distributed
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in the NPC; instead, they form spatial clusters inside and outside the central nuclear pore [61].

A new finding of the current study is that frequency of crossings between bundles and bundle

thickness depends on the protein length, on the geometry of the simulated volume, on the degree of

the tethering, and, particularly, on the initial conformations of the proteins.

An interesting observation is that FGs do not drive the formation of bundles as observed in

our study. Given our present mutant study (simulation mutant ring) and that reported in [51],

basically the same structures of brush-like bundles with crosslinking nups are formed as are formed

with wild-type Nsp1s, suggesting the structures to be independent of FG-interaction. This finding

is also supported by our analysis that shows that all kinds of amino acids have similar propensity

to arise in the bundles formed. This observation is in contrast to the cross-linking arising in a

hydrogel-like structure suggested for the selective phase model: in such structure low affinity inter-

FG hydrophobic interactions are responsible for cross-linking [54, 55]. We suggest that FG repeats

mainly provide binding spots for transport factors [10, 12–14, 17–19]. The observation that FGs are

not mainly involved in bundling implies that they are readily available for TF binding. This supports

the reduction-of-dimensionality model [56] that postulates that transport factors pass through the

NPC by sliding along the FG surface. A recent study showed that the presence of unbound, thus

freely available, FG-repeat motifs helps binding all possible sites of the transport factor and is

required for efficient transportion of cargo [62].

ur goal is to model the structure of the entire transport channel of the NPC. In our study, we did

not simulate the entire region of the channel interior as it is computationally very expensive. Instead,

we simulated systems of Nsp1s starting from different initial states, expecting that the differences

represent to some degree the heterogeneity of the NPC pore interior. The salient features of nups in

a real NPC channel arise in our models through (i) end-tethering of nups, (ii) protein density, (iii)

random conformations for initial states. We interpret our results then to imply that the nups form

different structures in different regions of the central channel (Fig. 2.9). The NPC inner diameter is

about 30 nm and unstructured nups that are several hundred amino-acids long span this volume of

an open pore. Since tethering effects should be minimal in the central region due to the large distance

from the NPC wall we expect that the structure found here is similar to that seen in simulation

random bath, exhibiting bundles with a high degree of crosslinking forming a mesh. The region in

the periphery of the central channel, away from the center, should be represented by a system of

tethered nups as in simulation random array, where brush-like bundles with less cross-linking arise.

A recent model [58] for the structure inside a NPC transport channel proposed that the central
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Figure 2.9: Schematic model for the structural assembly of nups in the NPC channel. The strands in
black represents bundles of two or more chains. The frequency of cross-linking is higher in the central
region and can be identified with the assembly of nups formed in simluation random bath (inset in purple)
into a sieve-like mesh; in the periphery brush-like bundles with less cross-linking arise and the respective
structure can be identified with with the ones developed in simulations random array (inset in blue) and
wild-type ring (inset in green).
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region is gel-ike and the periphery is brush-like. The authors postulate two zones, a central and a

peripheral zone, for trafficking of molecules in and out of the NPC. According to our model, the

central region is a sieve-like mesh arising due to severe cross-linking between bundles protruding

into the volume interior.

The major unsolved problem regarding our still limited knowledge of the NPC and NPT is how

specific large cargoes with the assistance of TFs manage to pass the NPC. Clearly the NPC being one

of the largest and at the same time one of the most dynamic macromolecular systems in eukaryotic

cells still holds great secrets and offers opportunity for great discoveries.

Our suggestion here of the principal assembly structure of disordered nups in the NPC, even

if completely true, does not imply yet how transport factors can melt the assembly structure for

passage. Straight forward MD simulations, even when simplified through coarse groaning, cannot

bring about answers as the systems and processes that need to be simulated are much too large

and much too slow, respectively. This calamity is actually a bonus as the combination of theory,

experiment, and simulation needed is intellectually more rewarding than a straightforward tour de

force strategy. But in pursuing the role of transport factors one needs to be open minded about the

possibility that yet unsuspected mechanisms play a major role.

2.4 Methods

2.4.1 Fully extended Nsp1s on a gold nanopore

The FG-repeat domain of wild-type Nsp1 was built from Nsp1 sequence 1-609 (Swiss-Prot P14907)

by using the 2004.03 release of Chemical Computing Group’s Molecular Operating Environment

(MOE) software. The backbone dihedral angles (phi, psi) were set to (180 ◦, 180 ◦) so that an un-

structured straight Nsp1 was obtained. For the model simulation wild-type ring, we tested this

model through comparison to experiments reported in [52] that have engineered, using nanotech-

nology, an artificial pore channel employing nuclear pore proteins inside a gold ring. The system

dimension and protein density were chosen to imitate volume-wise the interior of the NPC. We

reproduced the gold ring dimensions in [60] and covered the ring with full-length proteins (609-

aa-long). As shown in Fig. 2.1, 120 fully extended wild-type Nsp1 chains were grafted to the ring

in three concentric rows with 6 nm spacing between adjacent Nsp1s [60]. The C-terminus of the

end-tethered Nsp1s was modified by adding five cystine residues that remained fixed to the gold

surface throughout the simulation. In [51, 52, 63], these cystine residues formed thiol linkages with
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the gold substrate. With the C-terminus of each chain attached to the gold-ring and the rest of

the chain fully extended in the direction shown in Fig. 2.1, the whole system was coarse-grained

and solvated with CG water in a box large enough to prevent proteins from interacting with their

periodic images. A total of 100 mM NaCl was added to the water box, adjusting the relative con-

centrations of Na+ and Cl− to render the whole system neutral. The resulting sytem simulation

wild-type ring has 15,453,214 CG beads. For the simulation mutant ring we constructed the

ring system as above and replaced all phenylalanines (F) and glycines (G) of the Nsp1s by alanine

(A). The resulting system described in simulation mutant ring has 16,019,434 CG beads. Both

systems were simulated for 1 µs using coarse-grained molecular dynamics simulations as described

below.

2.4.2 Generating random conformations for Nsp1s

To introduce disorder in Nsp1 chains, initial Nsp1 conformations needed in simulations random array and

random bath were modeled according to the widely used worm-like chain model [64]. The assign-

ment of the random conformations proceeded in two steps. In a first step, the main-chain Cα beads

of Nsp1 constituting the protein backbone were modeled as random homo-polymers constructing the

backbone from a self-avoiding walk (SAW) procedure [65]. In this procedure, the SAW is directed

under two local geometric restraints, namely keeping a fixed distance of 3.7 Å between neighbor-

ing Cα beads and keeping a fixed angle of 127 ◦ for three adjacent Cα beads. The stated values

are used in the MARTINI force field for polypeptide chains with coil conformations. Any two Cα

beads were considered to be in close contact if their distance is shorter than 8 Å. We discarded any

conformations of backbone chains with beads in close contact within one chain (intra) or between

different chains (inter). In the second step, CG side-chains of amino-acids were grafted on the re-

sulting backbone chains. The geometries of the side-chains and gold nano-particles were modeled

with standard parameters in the MARTINI force field [35, 66].

2.4.3 Random Nsp1s end-tethered on a 2D array

For modeling end-tethered Nsp1s in simulation random array, we employed again the worm-like

chain model described above and chose the last five Cα beads of residues 610-614 as the starting

points for the SAW. In the experimental systems [52] nupss are tethered to the gold substrate by

means of thiol bonds to cystine residues added to the C-terminus. In order to be consistent with the

description adopted for the ring-like geometry, the five Cα beads of each Nsp1 chain were stretched

29



toward the z-direction and placed on a 5 × 5 grid in the x, y-plane, with a grid spacing of 6 nm. The

full-length worm-like chain was then modeled as described above, such that, 25 Nsp1s were placed

as shown in Fig. 2.3. The whole system was coarse grained and solvated with CG water. The system

was then ionized with 100 mM NaCl, adjusting again the relative concentrations of Na+ and Cl−

to render the whole system neutral. The resulting simulation random array involves 1,097,433 CG

beads. The system was simulated for 1 µs using coarse-grained molecular dynamics simulations as

described below.

2.4.4 Freely floating random Nsp1s in a bath

For simulation random bath, the first three Cα beads of each Nsp1 chain, treated as a rigid body, were

chosen as starting points. They were randomly placed in simulation boxes with random orientations.

The full-length random conformation Nsp1s were then modeled as worm-like chains as described

above, with 120 self-avoiding Nsp1s being placed in box of volume 725 Å× 725 Å× 725 Å to match

the concentration of Nsp1s as in the simulation wild-type ring (see Fig. 2.6). The whole system

was coarse grained and solvated in a CG water box. 100 mM NaCl was then added to the sytem,

adjusting the relative concentrations of Na+ and Cl− to render the whole system neutral. The

resulting simulation random bath involved 3,091,910 CG beads. The system random bath was

simulated for 1 µs using coarse-grained molecular dynamics simulations as described below.

2.4.5 Simulation protocol

Simulations were performed using coarse-grained (CG) molecular dynamics based on Marrink’s et

al model for proteins [35] in NAMD 2.9 [28]. For the use of MARTINI parameters for CG modeling,

we adapted the GROMACS switiching function for the LJ potential and a shifting function for the

Colomb potential. Non-bonded interactions were cut off at 12 Å, with shifting throughout the inter-

action range for electrostatic interactions and beginning at 9 Å for vdW interactions, implementing

a smooth cut-off. Simulations were performed using a 10 fs timestep. Pair lists were updated at least

once every ten steps, with a 14 Å pair list cut-off. In all cases we performed Langevin dynamics with

a damping coefficient of 5 ps−1. A constant pressure of 1 atm was maintained with a Nosé-Hoover

Langevin piston [67], using a piston period of 2000 fs and a decay time of 1000 fs. All systems

were allowed to equilibrate as follows: first, the system was energy minimised for 5000 steps and

molecular dynamics was performed for 2 ns in an NVT ensemble (T=300 K). The resulting system

was then simulated for 1 µs assuming an NPT ensemble.
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2.4.6 Analysis of bundles

As described below in Results, the simulated Nsp1s formed strands that we refer to as bundles.

We define a bundle as a linearly arranged cluster of multiple Nsp1 chains. In such a cluster, every

amino-acid in a segment of one Nsp1 chain is in contact with at least one amino-acid of another

Nsp1 chain. In order to provide a quantitative characterization of these bundles we applied graph

theory to identify bundle segments in a given configuration of the Nsp1 chains. In this approach,

each amino-acid is represented by a node in a graph. If the distance of two amino-acids A and B

from different chains is shorter than 6 Å, the corresponding nodes in the graph are connected with

an edge. In addition, the nodes for amino-acids adjacent in sequence to the two amino acids A and

B forming an edge are considered to be connected to the nodes for amino-acids A and B. Therefore,

bundle segments can be identified by examining connected components in a graph as constructed

above. For this purpose we employed the breadth-first search algorithm [68].

Thickness of a bundle is determined as the number of different Nsp1 chains that belong to the

bundle. Another bundle characteristic determined here is the fraction of each type of amino-acids

involved in a bundle.

2.4.7 Pore characterization

Nsp1 polymers self-assemble, as shown in Results, into network structures. In order to assess how

these structures are related to gating in the NPC we determine the size limit of spherical particles

being capable geometrically to pass through the structures. This size limit defines the pore size,

namely as the largest possible radius of passing particles. Fig. 2.8 illustrates how the pore size

is determined algorithmically. Starting from one side of the network structure, spheres of various

sizes are moved towards the other side. The analysis was applied to the final structures resulting

from simulations random array, random bath, wild-type ring, and mutant ring; in the case of

the latter two simulations structures are formed with Nsp1s arranged in a ring-like arrangement.

In these cases, the spheres were moved radially from the inside of the Nsp1 ring structure to its

outside.

We implemented the above analysis through an algorithm in which the simulation box with the

network structure was mapped into a cubic lattice. We then determined for each grid point (x) in the

lattice the radius r(x) of the largest sphere that could be placed on this grid point without sterical

31



clash with any Nsp1 chain; this radius property was calculated as the shortest distance between the

grid point and protein beads. A sphere is considered capable of moving in the lattice along a given

pathway, if the size of the sphere does not exceed the bottleneck of the pathway, i.e., the smallest

r(x) of the grid points on the pathway. To characterize the largest sphere that could permeate the

network structures one searches all possible pathways, from one side of the network structure to the

other side, to find the pathway that has the largest bottleneck. The pathway search was performed

using Dijkstra’s algorithm [69].
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Chapter 3

Cytoplasmic domain filter function
in the mechanosensitive channel of
small conductance
1

3.1 Introduction

MscS, the mechanosensitive channel (MS) of small conductance, belongs to a family of pressure

sensitive channels that play a major role in osmoadaptation of bacterial cells [23, 24]. Bacteria

experience changes in membrane tension as a consequence of water influx and efflux induced by an

imbalance of osmolytes between intra- and extracellular spaces. The channels perceive membrane

tension resulting from swelling and function as safety valves to alleviate cell turgor by releasing

osmolytes along with water and, thereby, prevent cell lysis [25]. The MscS channel opens at slight

pressure differences of tens of mmHg, assuming then a conductance of 1 nS.

Bacteria feature three functionally similar MS channels: MscM (M for mini), MscS (S for small),

and MscL (L for large). These channels respond in a graded manner to relieve the cell from osmotic

stress [21, 22]. MscM opens most readily in response to membrane tension, assuming then a con-

ductance of 0.1-0.3 nS. MscL opens in response to pressure changes approaching the cell lytic limit,

namely ∆p < −40 mmHg (-40 torr), assuming a conductance of 3 nS [71]; MscL opens only as a

last resort, i.e., it functions as an emergency valve to release all contents, even proteins, to help the

cell escape imminent cell lysis [22, 25–27]. Experiments have provided a great deal of phenotypic

evidence to suggest the physiological role of these channels in osmosensing and adaption during

osmotic shock.

MscS is a homo-heptameric complex, each monomer (P1 to P7) of the Escherichia (E.) coli

channel consisting of 286 amino acids. Two crystal structures of E. coli MscS have been determined,

one of the wild-type (Pdb: 2OAU) with MscS in a putative closed state [72, 73] and the other of a

1This chapter appeared as a research article in Biophysical Journal [70]. R. Gamini et al., “Cytoplasmic domain
filter function in the mechanosensitive channel of small conductance”. Biophysical Journal, 101(1):80–89, 2011. doi:
10.1016/j.bpj.2011.05.042

33



Figure 3.1: Placement of MscS in the cell membrane. Placement of MscS in the cell membrane. (a-b) Top
and side views of the homoheptameric MscS (Pdb:2OAU), respectively. The latter view distinguishes clearly
the transmembrane and the cytoplasmic domains. The cytoplasmic domain contains seven equal openings
on its side, one being clearly visible and enlarged, exhibiting the 7 Å opening in (c). Colors distinguish
the seven MscS subunits. (c) View of the side opening. The circular insert shows MscS as a transparent
surface with side groups lining the opening shown in licorice representation, colors grey, green, red, and blue
denoting non-polar, polar, negative, and positive side groups, respectively. (d) Schematic illustration of
MscS and the passage of cellular material from the cytoplasm to the extracellular space upon opening of the
channel due to an osmotic pressure difference. A negative intracellular voltage drives negative ions, e.g., the
osmolyte Glu−, out of the cell. MscS combines a transmembrane domain with a mechanosensitive channel
and a large cytoplasmic domain of unclear function. Here the possible function of the cytoplasmic domain
as a filter is investigated. An intracellular solute would leave the cell in three steps: (1) diffusion towards
the cytoplasmic domain; (2) translocation through openings in this domain; (3) translocation through the
transmembrane channel. τ1, τ2 and τ3 denote the durations of the respective steps.
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mutant (A106V, Pdb: 2VV5) with MscS trapped in an open state [74]. The channel subunits have

two distinct domains, a transmembrane (TM) domain and a cytoplasmic domain (CD) (Figs. 3.1a,

b). Each TM domain comprises three α-helices labeled TM1, TM2 and TM3. The seven subunits

form a central TM pore made of 21 helices that sense tension and open and close the channel as

discussed in [72, 73, 75–83].

The two crystal structures of MscS [72–74], although representing different putative states of

the TM domain, depict the same architecture for MscS’ large cytoplasmic domain (Fig. 3.1b). The

CD comprises ∼65% of the total mass of the protein and is a conserved structural feature in the

MscS family whose function remains unclear. The CD is mainly composed of β-sheets that form a

balloon-shaped, water-filled chamber with a diameter of ∼80 Å. The CD has seven distinct, roughly

hourglass-shaped side openings, each ∼7 Å wide in the middle, formed between adjacent MscS

subunits and has a single narrow axial opening distal to the pore. The side openings (Fig. 3.1c) are

lined by side chains that are basic, acidic, polar and non-polar, thus suggesting only weak selectivity,

if any at all, in regard to solutes allowed to pass through. In accordance with this feature, both K+

and Cl− have been observed in simulations to pass through the openings [76, 78]. The narrow distal

opening has its interior lined with hydrophobic residues which prevent easy passage of hydrated

solutes, such that this opening appears to be effectively closed.

The CD side openings are the only gateway for water and cytoplasmic solutes to reach the cell

exterior. Translocation of solutes involves three steps as shown in Fig. 3.1d: (1) diffusion of solutes

towards the CD requiring a time τ1 to find a side opening; (2) passage of solutes through an opening

requiring a time τ2; and finally (3) translocation through the TM pore to the cell exterior requiring

a time τ3.

The present study focusses on function and mechanism of the MscS CD. Various investigations

suggest the CD to play a role in channel gating [84–88] and MscS conductivity [80]. Deletion studies

suggest the domain to be required for gating and stability of the channel [85, 89]. Here we consider,

however, another likely function of the CD, namely that of a sieve that regulates the efflux of solutes

valuable to the cell. Such function is consistent with the observation that MscS with largely deleted

CDs remains physiologically functional [89], the respective cells being, however, less viable under

high salt conditions [80]. MscS without its sieve could still protect the cell from osmotic shock

by opening and closing its TM domain, but would do this at a higher cost to the cell as it would

spill too much of its valuable content during osmoadaptation. Furthermore, the CD appears to be

specifically designed to prevent dominant efflux of negative ions, e.g., Glu−, which is favored by the

35



cellular potential, and instead appears to maintain, by mixing equal amounts of Glu− and K+ ions,

neutral efflux that conserves the cellular potential.

In our study of MscS’ filter and mixing function we select two osmolytes for particular attention,

namely, Glu− and K+. We consider Glu− and K+ as examplary cytoplasmic solutes that shed light

on MscS’ function in general due to their high concentration in E. coli cells. Our approach involves

mathematical and computational modeling. We present a mathematical description of the diffusion-

controlled approach of Glu− and K+ to the MscS CD and to the side opening, obtaining an estimate

for the time τ1 (see Fig. 3.1d). We then describe computationally the transport of Glu− through a

CD opening providing an estimate for the time τ2 and through an account of the transmembrane

potential we estimate the channel passage time τ3. τ1, τ2 and τ3 are also estimated for K+. The

calculations lead us to the overall conclusion that the CD of MscS balances passage of Glu−, K+

and other osmolytes. The key finding is that MscS achieves its functionality seemingly without its

side openings getting clogged and with minimizing loss of cell polarization.

3.2 Results

MscS furnishes a cell’s initial defense against cell lysis, being gated at low osmotic pressure differ-

ences, namely, of a few tens mmHg. At this low pressure point, i.e., without threat of imminent

lysis, the cell may protect itself while preventing cell depolarization and loss of particularly valuable

osmolytes, employing for this purpose the cytoplasmic domain (CD) as a filter.

One such osmolyte should be the Glu− ion, the main negative counter charge for the cell’s positive

ions like K+ and also an essential metabolite. In this section we investigate, hence, the role of the

CD as a filter that controls Glu− and K+ efflux. This can be achieved by the CD acting as what we

like to refer to as an entropic filter, that prevents Glu− from reaching the CD pores, but once Glu−

enters a pore, lets it pass unhindered due to favorable enthalpic interactions to prevent unclogging

of the pores. We note that the cell potential of about -100 mV tends to expel Glu− from the cell

and retain K+. The CD can act by slowing efflux of Glu−, while attracting K+, achieving thereby

a neutral osmolyte current and conserving partially the cellular potential along with retaining as

much as possible the valuable Glu− ion.

In the following we demonstrate theoretically and computationally CD’s action as such entropic

filter. We first describe mathematically the diffusion controlled approach of Glu− to the CD and its

side opening entrance (c.f. Fig. 3.1d). We then demonstrate that Glu− can readily pass the pores
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Figure 3.2: Time-averaged electrostatic potential due to the MscS cytoplasmic domain. Time-averaged
electrostatic potential due to the MscS cytoplasmic domain. The potential shown has been determined
through averaging over our all-atom MD simulations as described in [90]. The transmembrane domain of
MscS, shown in gray as an overlay over a standard membrane, has not been included in the calculation. The
potential has been obtained under zero biasing potential. The structure of the cytoplasmic MscS domain is
superimposed to facilitate the interpretation of the electrostatic features shown.

by computing Glu−’s potential of mean force in the pores and then calculating on this basis the

mean time of passage through the pore (c.f., Fig. 3.1d). Our conclusions regarding CD’s function

can be based on solely a qualitative treatment of the overall translocation behavior of Glu− as the

filter effect of the CD turns out to be quite drastic.

3.2.1 Electrostatic potential

The first step in Glu− translocation involves the diffusive approach to the CD and Glu− entering

one of CD’s pores, in the following referred to as the “openings”. As Glu− carries a −e charge it

experiences a repulsive, long-range interaction with the −7e overall charge of the CD, screened by

the water dielectric property. Fig. 3.2 shows the electrostatic potential inside and outside of the CD

averaged over an MD trajectory as described in Methods. The potential is weakly repulsive for Glu−
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outside and inside the CD, in particular in the vicinity of the side openings while the inaccessible

protein part is attractive.

3.2.2 Diffusion of Glu− and K+ to cytoplasmic domain and its openings

.

A mathematical description of the diffusive approach for the realistic geometry and potential of

the CD shown in Fig. 3.2 requires a numerical approach which would not be very illuminating at

this point, but should be furnished eventually. For the sake of qualitative argument a simplification

to a radially symmetric geometry and potential, that permits an analytical treatment, is sufficient

and will be pursued now. For this purpose we employ the stationary rate constant of the diffusion

controlled binding to the CD opening, k(Ro, w), as derived in Methods for the case of a Coulomb

potential (see Eq. (3.33)). In case of the potential U(r) = qCDqGlu/ε r with qCD = −7e, qGlu = −e,

and ε = 80 (approximate relative dielectric constant of water) one determines for RL = 7β e2/ε

the value RL = 49 Å. The radius of the CD at the level of the side openings is Ro = 43 Å(as

measured using VMD). We assume for the diffusion constant an r-independent value of DGlu =

0.75×1011 Å2/s [91]. To determine k(Ro, w) one needs to specify the reaction constant w accounting

for the probability, once Glu− has encountered the CD surface, that the ion actually enters an

opening.

In order to estimate w for the case of a CD surface dotted with seven openings we envision the

following process: when Glu− has approached the CD surface it diffuses around until it hits the

mouth of a CD opening (c.f., Fig. 3.1c) and then enters the opening. The probability of this to

happen is the quantum yield Q(R,R,w) of a diffusion process starting at the surface of the CD and

being absorbed by an opening, i.e., for R = Ro. Since the electrostatic potential near the surface of

the CD is largely negative, as seen in Fig. 3.2, we assume that openings are entered only for more

or less direct hits, such that we choose w through the condition

Q(R,R,w) = qo (3.1)

where qo = 7 r2o/4R
2
o is the ratio of the combined area of seven openings, i.e., of 7 × πr2o, to the total

CD surface, i.e., 4πR2
o. Using ro = 4.5 Å (this value will be rationalized below) and Ro = 43 Å, we

estimate qo ≈ 0.02. We derived in Methods the expression Eq. (3.36) for Q(R,R,w) which can be
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written

Q(R,R,w) = 1 − D

wR + D
. (3.2)

From this follows the desired expression for w, namely,

w =
qo

1 − qo

D

R
. (3.3)

Rewriting the last result as D/wR = (1 − qo)/qo one can express Eq. (3.33)

k(Ro, w) = 4πDRL

[
RL

Ro

1 − qo
qo

eRL/Ro + eRL/Ro − 1
]−1

(3.4)

k(Ro, w) = 4πDRo
qo

1 − qo
e−RL/Ro . (3.5)

Approximating exp(−RL/Ro) ≈ 1 and 1 − qo ≈ 1 one obtains the rate constant k = 4πDRoqo,

i.e., the diffusion-controlled rate constant reduced by the factor qo [c.f., Eq. (3.30)]. This is the

expected result in the case of weak Coulomb repulsion and a small reaction probability.

We conclude from the mathematical description provided that the approach of Glu− to the CD

is governed roughly by the rate constant stated in Eq. (3.5). The factor 4πDRo describes the rate

constant for diffusion towards the CD (radius Ro), the factor qo/(1 − qo) accounts for the time

delay due to the small size of the CD openings, and the Boltzmann factor exp(−RL/Ro) includes

the effect of the electrostatic repulsion between Glu− and the CD. Employing the already stated

numerical values for Ro and RL along with the stated diffusion coefficient DGlu and a concentration

cGlu = 0.2 mol/liter [92], one obtains for the time τ1 of diffusion controlled entering of the CD

openings by Glu−

τ1 = 1 / k(Ro, w) cGlu ≈ 32 ns , (3.6)

i.e., on average about one Glu− per 32 nanoseconds enters a CD opening.

If the entire CD would be porous for Glu−, the average time τ1 of reaching the pores would be

0.6 ns, i.e., 50 times shorter than without the filter function of the CD openings. Clearly, the CD

acts as an entropic filter, turning randomly a large fraction of approaching Glu− away, preventing,

thereby, a quick loss of Glu−.

For K+ the electrostatic potential around the CD is attractive. One can assume that, once the

ion has reached the CD surface, the quantum yield of finding a pore opening is close to one as K+

remains attracted to the surface long enough to eventually find an opening. The rate of K+ entering
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the CD openings is then given by Eqs. (3.32, 3.33) for w → ∞ and qs = e, i.e., RL = −49 Å i.e., is

4πDK|RL|cK/(1 − exp(−|RL/Ro|); here we assume that the search time of K+ on the CD surface is

negligible. With DK = 2× 1011 Å2/s [93], cK = 0.2 mol/liter, and |RL/Ro| = 1.139 one obtains

τ1 = 0.045 ns. To this time should be added the search time, τsearch of a few nanoseconds. Even

though τsearch is larger than τ1, the added contribution does not matter as we will see below.

3.2.3 Free energy of Glu− and K+ translocation

The entropic filter mechanism of the CD is based on the premise that CD wall openings do not get

clogged by substances like Glu−, i.e., that the passage (through the CD openings) time of Glu−,

τ2, is very short compared to the “open”-time of MscS. τ2 is estimated computationally in the next

section.

The free energy profile characterizing Glu− translocation through the side openings, calculated

as described in Methods, is shown in Fig. 3.3. The profile shows Glu−, initially at a distance 51 Å

away from the center of the CD, moving toward the entrance of the opening subject to a slightly

attractive potential due to interaction with positively charged residues, lysines and arginines, that

line the walls of the openings. The openings establish a barrier of only ∼ 2 kcal/mol for the

translocation of Glu− which is sufficiently low to prevent Glu− from clogging the opening. It is

important to note that throughout the 0.38 µs of ABF simulations, the opening remained quite

stable with only minute fluctuations in structure detected. The distance RMSD computed for the

backbone of residues lining the opening never exceeded 1.45 Å. We note that the harmonic restraints

applied to the Cα atoms of residues 274 and 120 in subunits P1 through P7 (see Methods) should not

affect the stated RMSD values as residues 274 and 120 are far away from the side openings. Once

Glu− enters the CD interior it experiences mainly unfavorable Coulomb interactions of 0.5 kcal/mol;

this slightly unfavourable interaction is also discernable in Fig. 3.3 as well as in the electrostatic

potential Fig. 3.2.

We note from Fig. 3.3 that from the cytoplasmic direction a first barrier arises inside the side

opening at ζ = 20 Å; Fig. 3.3d shows that at this ζ-value the opening has a radius of 4.5 Å, which

is why we assumed in our calculation of k(Ro, w) above this as the ro-value.

The small barrier for Glu− ion suggests τ2 for Glu− ion to be small such that these ions may

readily pass through the openings. This is consistent with spontaneous diffusion of Glu− ions pass-

ing through the side openings of CD; such diffusion was observed during our simulations. Indeed,
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Figure 3.3: Free energy profile for Glu−, a key cellular osmolyte, translocating a side opening in the MscS
cytoplasmic domain. Free energy profile for Glu−, a key cellular osmolyte, translocating a side opening in
the MscS cytoplasmic domain. (a) View of the outside and inside of the cytoplasmic domain, cut open. The
protein is shown in surface representation. On the right, an opening is presented with the protein shown
in red in ribbon representation with external side groups in licorice representation. Ions (K+) are shown
as gold spheres, water is not shown. Glu− is shown in five stages of translocation, labeled A, B, C, D, E.
The potential of mean force, accounting for the energy of Glu− during translocation and obtained from an
equilibrium ABF simulation totaling 0.38 µs of sampling, is shown below the Glu− snapshots; the potential
has been determined along the line connecting the Glu− snapshots which are also denoted in the potential.
(b) Potential of mean force for translocating Glu−. The potential of mean force in (a) is shown again with
fully labeled axes. The domain side opening is about 20 Å long; the distance from the inside end of the
opening and the domain center is about 20 Å with the center of CD corresponding to -14 Å on the ζ-axis;
the potential of mean force varies over a range of 2 kcal/mol, i.e., only by 4 kBT . (c) Close-up view of
MscS amino acid side groups lining the domain opening. The residues coming within 4 Å of Glu− along the
translocation pathway are depicted in licorice representation in white, green, red, and blue for non-polar,
polar, negative, and positive amino side groups, respectively; the protein distant from the opening is shown
in dark grey ribbon representation; K+ ions are shown in gold. The Glu− ion, shown at locations B, C, D
(c.f. (a, b)), is colored in light blue. The green line shown passing through the Glu− snapshots corresponds
to the ζ-axis in (b). Glu− position C corresponds to an enthalpic energy minimum where the ion is stablized
by interactions with Lys161 of subunit P7, Arg184 of subunit P6, and with Arg238 and Arg185 of subunit
P5. (d) Size of the openings in the MscS cytoplasmic domain. The graph shows the radius profile of the
side opening as determined by the program HOLE [94]; the radius is smallest at the center of the opening
(c.f., (b)); the opening stretches from 5 Å to 25 Å.

41



during 0.38 µs, four events of spontaneous diffusion of Glu− ions were observed. In one of the

four cases, a Glu− ion transited from the bulk to the CD interior, whereas, in other cases, the ions

moved out of the CD. We also observed spontaneous transit of a K+ ion moving from bulk to the

interior of the CD. Spontaneous diffusion of K+ and Cl−ions through the side opening were also

reported in earlier studies [76, 78]. These observations suggest that the free energy barrier for K+

is as small as for the Glu− ion, allowing unhindered permeation of K+ ions via the openings. Using

free-energy perturbation (FEP) (see Appendix A), replacing Glu− by a K+, at positons A, C and

E (Fig. 3.3a and 3.3b) along the translocation pathway, the barrier at the opening was estimated

to be ∼ 3.1 kcal/mol. These observations also suggest that the passage times τ2 for Glu− and K+

ions are comparable.

3.2.4 Mean passage time τ2 of Glu− and K+ passing through a CD

opening

To further illustrate that Glu− can readily pass through with only a short resident time inside the

CD openings, we evaluate the mean passage time, τ2, from the obtained PMF, U(x), according

to [95, 96]

τ2(x0) =
1
D

∫ x0

x1

dx eβU(x)

∫ x0

x

dy e−βU(y) . (3.7)

Here, we assume the same diffusion coefficient of glutamate in water as above, i.e., DGlu = 0.75×

1011Å2/s. The integration limits x1 and x0 correspond to Glu− set at an initial position outside the

CD, x1, and reaching the center of the CD, x0 (see Fig. 3.3b). Numerical integration of the above

expression yields τ2 ≈ 40 ns. MscS channel open times from patch clamp measurements are about

100 ms [75]; τ2 is extremely short in comparison such that one can conclude the CD openings to

remain unclogged.

To obtain the corresponding value of τ2 for K+, the above equation (3.7) was numerically inte-

grated after splining over U(x) obtained at three positions viz., A, C and E (Figs. 3.3a and 3.3b)

that was estimated from FEP calculations as described in methods (also see Appendix A). Here,

the same integration limits x1 and x0 were used as for Glu−. Assuming for the K+ ion a diffusion

coefficient DK = 2.0× 1011Å2/s, τ2 for K+ ion is ≈ 20 ns. The stated τ2 values for Glu− and K+

suggest that both ions permeate the CD openings quickly.
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ion τ1 (ns) τ2 (ns) τ3 (ns) τ3
′ (ns) τ = τ1 + τ2 + τ3(ns)

Glu− 32 40 10 260 82
K+ 0.045 20 35 375 55

Table 3.1: Computed mean passage times τ1, τ2, τ3 and τ ′3 for Glu− and K+ ions. τ3 is the mean first
passage time through the actual transmembrane channel (see text); τ ′3 is the mean first passage time from
the center of the CD through the transmembrane channel.

3.2.5 Mixing of ions

The simulated CD contains about 2,600 water molecules. At the standard water molar concentration

of 56 mol/liter the water molecules occupy about 8×104 Å3 and in equilibrium with Glu− and K+

concentrations of 0.2 mol/liter should harbor about 10 ions of each type delivered with a time

constant of τ ′ = τ1 + τ2 where τ1 and τ2, already discussed are given in Table 3.1. We derive in

Appendix B that the ions in a spherical cavity prefer energetically an equal number due to Coulomb

interaction; for a cavity the size of the CD a well mixed state is being favored by several kBT. We

conclude from our description that the CD maintains on average a state of about ten Glu− and ten

K+ ions. The ions spread diffusively throughout the CD interior such that there are always some

ions near the membrane channel exit. The scenario suggested depends critically on the entrance

times τ ′ for the ions being short compared to their exit times τ3 being evaluated now. From Table 3.1

we find that the entrance times are 72 ns for Glu− and 20 ns for K+.

3.2.6 Times τ3 of Glu− and K+ exiting through transmembrane channel

The exit times τ3 can be estimated as mean first passage times of the ions permeating from inside

the CD to the extracelluar space, assuming the open state conformation of MscS (PDB:2VV5) [74].

τ3 can be evaluated assuming that the passage is governed by an effective potential, Ũ(x), and then

is given by the expression (see Appendix C)

τ3 =
∫ xout

xcenter

dxD−1(x) exp[βŨ(x)]
∫ x

xapex

dx′ exp[−βŨ(x′)] (3.8)

In the above expression, Ũ(x) = U(x) − kBT lnZ(x) combines enthalpic [U(x)] and entropic

[− kBT lnZ(x)] contributions. U(x) is the transmembrane potential characterized through the rest-

ing potential of the E. coli cell namely, −Vo = −100 mV [97, 98]; Z(x) accounts for the CD geometry

along the conduction path CD → channel and is Z(x) = π(r2(x)/r20), where r(x) is the radius of

the cross section along the symmetry axis, x, of the MscS and r0 is a reference radius, the value
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of which drops out of the evaluation. The HOLE program [94] was used to determine the radius

profile of MscS and, thus, Z(x). In Eq. C.2, xapex, xcenter and xout are positions along the CD axis

located at the CD apex, CD center, and end point of the transmembrane channel. We note that the

integration limit xapex in Eq. C.2 accounts for the possibility that an ion diffuses in the direction

away from the channel mouth before it exits the CD.

Z(x) accounts for an effective entropic barrier arising from the need that the diffusing ions has

to find the channel mouth. In case of well mixed ions of sufficient density one can assume that there

are always Glu− and K+ ions near the mouth such that little time may need to be spent to find

it. To estimate the time to exit the CD one can determine τ3 for two scenarios, (i) starting near

the channel mouth (in which case xapex and xcenter in Eq. C.2 are replaced by xexit), (ii) starting

from the center with Z(x) included. Table 3.1 lists for the two scenarios the times 10 ns and 260 ns

in case of Glu− and 35 ns and 375 ns for K+. Comparing these times with the entrance times ,τ ′,

discussed above we conclude that the times to search and exit the CD, τ ′3, are significantly longer

than the entrance times while the pure exit times, τ3, are shorter in case of Glu− and longer in case

of K+. We conclude then that the CD, in mixing the ions, keeps always some Glu− and K+ ions

ready near the channel mouth to exit faster than a new ion could that just permeated a CD side

pore.

We compare finally the scenario (i) exit times, τ3, with the ion conductances measured for the

respective ions. The 10 ns value for Glu− corresponds to a current of 100× 106 ions per second or a

channel conductance of ≈ 230 pS. Since an open MscS channel can accommodate two Glu− ions at

any one time, the channel conductance for Glu− increases by a factor of two and should then be ≈

500 pS which is in agreement with the experimentally measured channel conductance for Glu− [24].

This agreement is an argument in favor of the scenario described for the overall ion conduction of

MscS in which the CD provides an ion buffer that effectively accelerates ion permeation as mixed

ions search for the channel mouth in parallel, rather than sequentially.

Taken together, the total passage time (see Table 3.1), τ = τ1 + τ2 + τ3, is nearly the same

for the two ions, irrespective of the time τsearch (discussed above) which should only be a few

nanoseconds. The values suggests that the CD serves to maintain an overall balance between

positively and negatively charged osmolytes leaving the cell, precluding loss of cell polarization.

The overall balance of osmolytes is also enforced by electrostatic interaction between osmolytes

inside the CD.
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3.3 Discussion

The cytoplasmic domain (CD) is a conspicuous component of the mechanosensitive channel, MscS.

It is not directly involved in the protein’s TM channel. Yet, it makes up the major body of the

protein. Given the CD’s sieve-like and mixing bowl-like architecture along with its cytoplasmic

position, a filter and mixer function suggests itself and has been investigated in this study.

The filter function is more complex than one realizes right away, the key problem arising from

the need to avoid clogging the filter. A naive solution regarding the filter mechanism would be

to involve in the filter openings an enthalpic barrier to solutes. However, this would be the worst

solution as it would promote clogging. In fact, the opposite solution is more advisable, namely, that

solutes pass openings quickly, but that they do not reach the openings in the first place. We call

this an entropic filter mechanism.

In our study we have identified indeed such property for the CD openings of MscS. We focussed

first on Glu−, a key osmolyte and metabolite in E. coli, present at high concentration. We find that

Glu− passes the CD openings readily without significant enthalpic barrier which suggests that the

CD acts as an entropic filter. The average electrostatic field around the CD supports this notion

as the CD surface potential is repulsive in case of the negative Glu− osmolyte. We provide in our

study a formal description of the entropic filter function employing the theory of diffusion-controlled

reaction processes. Clogging of the CD openings is investigated through calculation of the mean

first passage time τ2 of Glu− making it through the channel, which was determined from a potential

of mean force obtained through simulation: τ2 turned out to be much shorter than typical “open”

times of MscS which implies that the CD openings remain basically unclogged as regards Glu−. We

then calculated the mean passage time for Glu− to leave the CD and reach the extracellular space.

The total time τ = τ1 + τ2 + τ3 is estimated to be about 80 ns.

We then focussed on K+, also present at high concentration in E. coli cells. In this case, the

overall exit time τ is about 55 ns, i.e., close to the 80 ns Glu− value, but τ1 is shorter and τ3 is longer

than for Glu−. Based on these times for Glu? and K+, we conclude the filter function of the CD

shown in 3.4. MscS, through the combination of CD and channel, manages an amazing feat, namely

even though the cell potential by itself clearly favors expulsion of Glu−, compensation through a

short K+ τ1 makes the overall exit times of Glu− and K+ about the same. This impressive balance

is likely stabilized through electrostatic interactions in the CD. The size of the CD with an inside

opening of volume 8× 104 Å3 permits that at any one time about ten positive and ten negative ions

are being harbored, given the cytoplasmic ion concentration of 0.2 mol/liter. The lowest electrostatic
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Figure 3.4: Diffusion of Glu− and K+ ions through the cytoplasmic domain of MscS. Diffusion of Glu−

and K+ ions through the cytoplasmic domain of MscS. Due to the topology of the electrostatic potential
in conjunction with the intrinsic characteristics of the osmolytes, K+ ions diffuse faster than Glu− ions
towards the CD (τ1), permeate through the pores at comparable times (τ2), but exit the channel slower
than their anionic counterpart (τ3); (fast translocation shown as thick, solid arrows and slow one as thin,
dashed arrows)
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energy is assumed when the CD harbors the same number of positive and negative ions, thereby

favoring a neutral osmolyte current through MscS in the open state.

The present study is but a first step into the filter and mixing function of the MscS CD. Given

the many types of solutes that need to be considered in this regard, the study needs to be extended,

though for a first investigation it seemed wise to concentrate on just two ions, Glu− and K+. Future

studies should involve a multi-scale approach that combines transport theory with MD simulations,

finite element method of the bulk cytosol with the detailed geometry of MscS CD and membrane

surface, and covers the entire solute translocation, i.e., from cytoplasm to the extracellular space, as a

non-stationary process. A particularly exciting aspect of future studies should be ion-ion interaction

effects in the CD that favor neutral efflux and preserve cell polarity.

3.4 Methods

3.4.1 Systems modeled

The MscS cytoplasmic domain (CD) was modeled starting from the full atomic structure obtained

at a resolution of 3.9 Å from X-ray crystallography (PDB 2OAU) [72, 73]. We note here that the

crystal structure lacks a 6 amino-acid segment at the C-terminus which has zero net charge; we do

not model this segment in our system. The CD of the wild-type protein modeled here is essentially

similar to that found in the putative open mutant A106V [74]. The CD construct was obtained

by removing the N-terminal transmembrane residues 27-112; the resulting N-terminus was modified

with N-acetyl using the PSFGen plugin of VMD [99] to have an uncharged N-terminus. The plugin

also placed the missing hydrogen atoms into the structure. The CD was solvated using the Solvate

plugin of VMD to add 13 Å of water padding in each direction. In order to compute the intrinsic

electrostatics of the CD, the solvated system of the MscS CD, which has an overall charge of -7.0 e,

was neutralized by placing into the simulated volume seven K+ counter ions using the cIonize

plugin of VMD. The resulting system of the CD in a water box, SimA, had 128,390 atoms (in a

10.8 nm×11.1 nm×10.3 nm volume). System SimB was modeled adding K+ and Glu− ions to the

solvated system at random positions using the VMD ionize plugin such that the neutralized system

contained 200 mM KGlu. This concentration is within the typical KGlu range found in bacterial

cells [92]. We modeled free glutamate molecules as zwitter ions carrying a net -1.0 e charge due to

its side-chain. The resulting setup had 123,462 atoms (in a 10.8 nm×10.8 nm×10.1 nm volume). In

all simulations, constraints were imposed on the Cα atoms of residues 274 and 120 of all subunits,
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P1 through P7, to prevent the domain from drifting during simulations; the constraint assumed

for this purpose was harmonic with a spring constant of 1.0 kcal mol−1 Å−2. Molecular dynamics

simulations were performed as described below.

3.4.2 Molecular dynamics simulations

All molecular dynamics simulations were performed using NAMD 2.6 [28] with CHARMM27 pa-

rameters [100] and CMAP corrections [41]. The TIP3P water model [101] was employed for water.

The simulations were carried out in an NVT ensemble with the temperature maintained at 300 K

using Langevin dynamics. During initial equilibration, NPT ensemble simulations were employed as

noted, with a pressure maintained at 1 atm using a Nosé-Hoover Langevin piston [28]. The simu-

lations used multiple timestepping, with a base timestep of 1 fs, short-range interactions calculated

every step, and long-range electrostatics every 2 steps. Electrostatic forces were evaluated through

the particle-mesh Ewald method [28] with a grid density of 1.0 Å−3. Periodic boundary conditions

were assumed for all simulations. All MD trajectories were saved once per ps. Initial equilibration

of SimA in the NPT ensemble covered 300 ps and of SimB 2000 ps. The equilibrium NVT ensemble

simulations used a base timestep of 2 fs reaching a total sampling time of 380 ns for PMF calcula-

tions and of 14.3 ns for calculation of the electrostatic map.

3.4.3 Electrostatic potential map

In order to evalutate the average instrinsic electrostatic map of the CD, 14.3 ns equilibrium simu-

lations of the SimA set up in the NVT ensemble were performed at zero bias potential. The VMD

PMEpot plugin [90, 102], which uses the particle-mesh Ewald method [28], was employed to compute

the electrostatic potential map for every frame (2 ps) . This electrostatic potential was evaluated

using a three-dimensional grid of 108 × 112 × 108 points (which ensured at least one grid point

per Å in each direction), and was averaged over entire trajectories including all atoms of the system.

3.4.4 Potential of mean force

The potential of mean force (PMF) of glutamate (Glu−) translocating through the MscS side opening

was evaluated from equilibrium adaptive biasing force (ABF) simulations [31, 43–45, 103]. The ABF
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Figure 3.5: Convergence of ABF simulation. Average forces across each of the 10 windows are shown to be
continuous. The graph presents in its inset the sampling distribution in each window along the ζ-axis.

method has been widely used in conjuction with molecular dynamics simulation for the evaluation of

the PMF of many biologically and chemically interesting systems [45, 104–106]. In ABF simulations,

the system is subject to a continuously updated biasing force designed to eventually remove all

energetic barriers along a chosen coordinate and, thus, allow free diffusion of the system along that

coordinate. Once the calculation converges, a PMF along the chosen coordinate is obtained through

thermodynamic integration [44]. To simulate the translocation of Glu− through one of the side

openings of the MscS CD, a Glu− ion was initially positioned on the cytoplasmic side at a distance

51 Å away from the center of the CD along the line joining the center of the CD and the center

of the side opening. For the purpose of evaluating the PMF of Glu− along the translocation axis,

the reaction coordinate, ζ, is defined as the distance of Glu− from the center of the CD. Residues

158, 143, 243 and 247 of subunits P1 through P7 were chosen to define the center of the CD as the

center of mass of these residues and residues 158, 143, 243 and 247 of subunit P6, lining the side

opening, to define similarly the center of the side opening. In computing the reaction coordinate

we chose only the carbonyl C atoms of the residues mentioned above to avoid contamination of the

measured force due to holonomic constraints [44]. To keep the Glu− of interest from moving away

from the side opening, an additional, cylindrical restraint was imposed along the translocation axis

by attaching a virtual harmonic spring with spring constant 1.0 kcal mol−1 Å−2 to the backbone
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carbonyl C atom of this Glu−, the constraint forces pointing towards the translocation axis passing

through the middle of the CD opening. This restraint still allows the Glu− ion to explore the whole

volume of the opening.

ABF calculations were performed using 12 non-overlapping windows along the translocation

axis, each of width 4-5 Å in which several ns of MD trajectory were generated. In addition, in cases

where the average force was discontinuous across a bin barrier, further ABF calculations were run

to convergence using the union of adjacent bins (across the three bins spanning the entire stretch

of the side opening, from 5 Å to 20 Å). All PMF calculations were performed with the SimB set-up

in the NVT ensemble assuming a Langevin damping coefficient of 1.0 ps−1. Uniform sampling and

continuity of average forces across the windows that demonstrate convergence of our ABF simulation

is illustrated in Fig. 3.5.

3.4.5 Rate of diffusion-controlled reaction

Here we derive, following [107], the rate of diffusion controlled approach of Glu− in the cellular

cytoplasm to the CD followed by successful entry into one of the side openings of the CD. The

derivation is provided for the sake of completeness as the one in [107] is extremely brief. The theory

of diffusion controlled reactions is due to Debye [108] and Eigen [109].

As not every diffusive encounter between solute and CD leads to entering of an opening, the

diffusive encounter is characterized as a reaction with a finite, in fact, small, reaction probability,

controlled through the parameter w employed below, w = 0 corresponding to no reaction and

w → ∞ corresponding to every encounter leading to a reaction. We approximate the CD as a

sphere as we are only interested in a rough estimate of the diffusion rate.

The diffusion-reaction process (reaction = entrance into an opening), described through the

probability distribution p(~r, t) for finding Glu− at position ~r at time t near the CD, is governed by

the Smoluchowski equation [110]

∂t p(~r, t) = ∇ ·D(~r) [∇ − β ~F (~r)] p(~r, t) . (3.9)

Here ~F (~r) is the force acting on the solute and D(~r) is the local diffusion coefficient. The solution

of Eq. (3.9) is subject to the boundary condition

n̂(~r) ·D(~r) [∇ − β ~F (~r)] p(~r, t) = w p(~r, t) at |~r| = Ro (3.10)
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for some constant w that has been introduced above [n̂(~r) is the normal to the surface]. Assuming

that the concentration, cS, of Glu− in the cytoplasm at a far distance from the CD remains constant,

i.e., each translocated Glu− is immediately replaced at a random location in the cytoplasm, one can

assume that the solution of Eq. (3.9) is time-independent, such that the Smoluchowski equation

becomes

∇ ·D(~r) [∇ − β ~F (~r)] p(~r) = 0 , (3.11)

with the additional (Eq. (3.10) also holds) boundary condition

lim
|~r|→∞

p(~r) = cS . (3.12)

This approach describes well the initial phase of Glu− depletion, when cS is still at a maximum.

The later phase of depletion of cS around the CD would have to be described through a more

cumbersome, time-dependent solution of Eq. (3.9). The occurrence of an entrance of the solute into

a CD opening implies that a stationary current develops which describes the diffusive approach of

Glu−. We consider in the following the case that the interaction between CD and Glu− is due to a

Coulomb potential U(r) = qCDqS/εr (ε = dielectric constant), which depends solely on the distance

|~r| of Glu− from the CD center. We also assume that the diffusion coefficient D depends solely on

|~r| . The stationary Smoluchowski equation (3.11) is then angle-independent and reads

∂rD(r)[ ∂r − β F (r) ] p(r) = 0 (3.13)

to which is associated the radial current

Jtot(r) = 4πr2D(r)[ ∂r − β F (r) ] p(r) (3.14)

where we have integrated over all directions r̂ obtaining the total current, Jtot, at radius r. Em-

ploying F (r) = − ∂rU(r), one can express Eq. (3.14) as:

Jtot(r) = 4πr2D(r) exp[−βU(r)] ∂r exp[βU(r)] p(r) . (3.15)

However, Jtot(r) must be the same at all r as otherwise p(r) would change in time, in contrast to
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the assumption that the distribution is stationary. It must hold, in particular,

Jtot(Ro) = Jtot(r) . (3.16)

The boundary condition (3.10), together with (3.15), yields

4πR2
o w p(Ro) = 4πr2D(r) exp[−βU(r)] ∂r exp[βU(r)] p(r) . (3.17)

This relationship, a first order differential equation, allows one to determine p(r).

For the evaluation of p(r) we write (3.17)

∂r

[
eβU(r) p(r)

]
=

R2
ow

r2D(r)
p(Ro) eβU(r) . (3.18)

Integration
∫∞
r
dr · · · yields

p(∞) eβU(∞) − p(r) eβU(r) = R2
ow p(Ro)

∫ ∞
r

dr′
eβU(r′)

r′2D(r′)
(3.19)

or, using (3.12) and U(∞) = 0 ,

p(r) eβU(r) = cS − R2
ow p(Ro)

∫ ∞
r

dr′
eβU(r′)

r′2D(r′)
. (3.20)

Evaluating this at r = Ro and solving for p(Ro) leads to

p(Ro) =
cS e
−βU(Ro)

1 + R2
ow e

−βU(Ro)
∫∞
Ro
dr eβU(r)/r2D(r)

. (3.21)

We are presently interested in the rate at which the diffusive approach to the CD and entering into

the CD openings proceeds. This rate is given by Jtot(Ro) = 4πR2
ow p(Ro). Hence, we can state

Rate =
4πR2

ow cS e
−βU(Ro)

1 + R2
ow e

−βU(Ro)
∫∞
Ro
dr eβU(r)/r2D(r)

. (3.22)

This expression is proportional to cS, a dependence expected for the monomolecular reaction between

solute and CD.

We define a corresponding, cS-independent rate constant k as follows

Rate = k(Ro, w) cS (3.23)
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where we state explicitly the dependence of k on Ro and w. This rate constant is then, in the present

case,

k(Ro, w) =
4π∫∞

Ro
drR(r) + eβU(Ro)/R2

ow
. (3.24)

Here, we defined

R(r) = eβU(r)/r2D(r) . (3.25)

We consider first the case of very ineffective reactions described by small w values. In this case

the time required for the diffusive encounter of solute and CD can become significantly shorter than

the time for the local reaction to proceed, if it proceeds at all. In this case it may hold

eβU(Ro)

R2
ow

>>

∫ ∞
Ro

drR(r) (3.26)

and the reaction rate (3.24) becomes

k(Ro, w) = 4πR2
o w e−βU(Ro) . (3.27)

This expression conforms to the well-known Arrhenius law.

We want to apply (3.24) and (3.25) to two cases, free diffusion (U(r) ≡ 0) and diffusion in a

Coulomb potential (U(r) = q1q2/εr). We assume in both cases a distance-independent diffusion

constant. In case of free diffusion holds R(r) = D−1r−2 and, hence,

∫ ∞
Ro

drR(r) = 1/DRo . (3.28)

From this results

k(Ro, w) =
4πDRo

1 + D/Row
. (3.29)

In case of very effective reactions, i.e., for very large w, this becomes

k(Ro, w) = 4πDRo (3.30)

which is the well-known rate constant for diffusion-controlled reaction processes. In case of a

Coulomb interaction between Glu− and CD one obtains

∫ ∞
Ro

drR(r) =
1
D

∫ ∞
Ro

dr
1
r2

exp
[
βq1q2
εr

]
=

1
RLD

(
eRL/Ro − 1

)
(3.31)
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where

RL = βqCDqS / ε (3.32)

defines the so-called Onsager radius. Note that RL can be positive or negative, depending on the

sign of q1q2, but that the integral over R(r) (3.31) is always positive. The rate constant (3.24) can

then be written

k(Ro, w) =
4πDRL

(RLD/R2
ow) eRL/Ro + eRL/Ro − 1

. (3.33)

3.4.6 Quantum yield of diffusion controlled reaction

One can express the rate constants derived above in the form

k(R,w) = k(R′,∞) φ(R′, R,w) (3.34)

where, according to the definition above, k(R′,∞) is the rate constant for the case that every

encounter at R′ leads to a reaction and where φ(R′, R,w) is then the probability, referred to as the

quantum yield, that for a finite w the reaction actually occurs at R when diffusion started at R′.

From (3.24) follows

φ(R′, R,w) =

∫∞
R′ drR(r)

eβU(R)/R2w +
∫∞
R
drR(r)

(3.35)

In the case of free diffusion and when R′ = R holds, using (3.28), we obtain

φ(R′ = R,R,w) =
1

D/Rw + 1
. (3.36)
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Chapter 4

Conclusions and Outlook

The simulation results presented in this thesis have provided unique insights into 1) the structure of

the interior of the central channel of NPC that facilitates gating for selective transport of molecules in

and out of the nucleus, and 2) the filter function of MscS’ cytoplasmic domain to preserve membrane

potential in bacterium during osmotic shocks. In this chapter, I will summarize the results of these

studies in the context of the field as a whole and also describe future directions of research.

4.1 Gating by the nuclear pore complex

The unstructured, FG-rich nups that makes the central transport channel, apparently plays a role

in gating of the NPC. We sought to understand how these unstructured FG-nups are arranged in

the interior of the NPC such that large complexes are efficiently and selecively transported in and

out of the nucleus.

We used coarse-grained molecular dynamics to study assemblies of one kind of nup, namely,

Nsp1 (an FXFG rich nup present in the central channel; x is any amino acid) starting from different

initial conformations and geometrical arrangements. Three different geomentries of the Nsp1 systems

were studied: 1) initially fully-extended, straight chain conformations for Nsp1s, end-tethered in a

ring like geometry; 2) initially random conformations for Nsp1s in an array-like arrangement; and 3)

initially random conformations but freely floating Nsp1s in a bath of water. Nsp1s collectively formed

brush-like structures with bristles made of bundles of few to several nups. The bundles are cross-

linked through single nups leaving one bundle and joining a nearby one. The cross-linked bundle

structure is independent of the initial confomations and spatial arrangement of nups. However, the

degree of cross-linking varies for different initial nup conformations and arrangement. The structures

described are FG-FG interaction independent suggesting that FGs are readily available and that act

mainly as binding sites for transport factors.

We proposed a model for gating by the NPC based on the resulting structures. The observations
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support the central channel featuring brush-like bundles near the periphery and a sieve-like mesh

structure arising in the central region, as the free ends of unstructured nups, protruding to the

volume interior may have higher degree of cross-linking due to crowding. The increased cross-

linking between bundles also sets the size limit of <9 nm known for passive diffusion of molecules

through the channel. Larger biomolecules need to be bound by transport factor to pass through

nuclear pores; the transport factor must have the ability to melt the cross-linking between nups

bundles creating wide enough space for their own and their cargo to pass.

How the TFs melt the structural assembly to penetrate through, this mechanism remains unan-

swered and is particularly exciting aspect of future studies.

4.2 Filter function of the MscS’ cytoplasmic domain

MscS’ transmembrane channel is covered on the inside of the cell by a balloon-like filter (80 Å in

diameter), the cytoplasmic domain (CD) that makes up actually the major part of the whole channel

in terms of atom count ( 65% of the total mass of the protein) . Given that the balloon is such

a large piece of the channel, it must be important. In this study, we focus on the function and

mechanism of the baloon-like cytoplasmic domain.

We noticed that the balloon has seven holes through which osmolytes and water can leave the

cell, passing first through the balloon and then through the transmembrane channel coming behind

it. We first thought that the side openings in the balloon-like filter, select some osmolytes over

others, but that was not so: the free energy profile of Glu- and K+ making it through the openings

having a low barrier showed in fact the openings let anything small enough pass through in no time

as the resulting mean passage time through the openings turned out to be much shorter than typical

open times of MscS.

These openings are very small ( 7 Å) and osmolytes need to find them. Using a mathematical

description, we deduced an estimate for the time for the diffusion controlled approach of Glu- and

K+ to the MscS CD and to the side opening and observed that the solutes donot reach the openings

in the first place. The positive ions adhere to the balloon surface and always find sooner or later a

hole to pass through. The negative ions are repelled by the balloon surface and have a hard time

finding a hole to pass through.

We found that the balloon counteracts the cell electrical potential. The transmembrane potential

(-100 mv) favors negative osmolytes to leave the cell as is also observed by channel exit times is

56



faster for negative Glu- than for the K+, but the balloon favors positive ions.

From the total translocation times described from the diffusion of solutes toward the CD requiring

a time to find a side opening, passage of solute through the openings and finally through the

transmembrane channel, for Glu- and K+, we conclude the filter function of the CD. So on balance,

positive and negative ions leave the cell at the same overall speed, that means, they leave the cell

together.

We suggest, therefore, the large cytoplasmic domain is a filter which is required by the cell as

the cell wants to make really sure that positive and negative osmolytes leave the cell together. It

uses the big balloon as a mixing bowl for positive and negative osmolytes such that they are in 1:1

proportion. We evaluated the penalty paid in terms of electrostatic energy which is a few kbT for

every additional type of ion present. And, the large ballon can hold about twenty pair such that

when they leave the balloon, they leave together in equal numbers of positives and negatives.

The balloon thus solves two problems at once: it lets osmolytes leave the cell to reduce pressure,

but lets only an equal number of positive and negative osmolytes leave, so that the cell does not

drain its electrical battery.

A particularly exciting aspect of future studies should be ion-ion interaction effects in the CD

that favor neutral efflux and preserve cell polarity.
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Appendix A

Free-energy perturbation
calculation

To examine the diffusion of K+ from the bulk aqueous environment to the interior of the CD, a

PMF could be generated in the spirit of the ABF calculation endeavored for Glu−. However, this

route has proven (for the case of Glu−) to be computationally costly, in particular when, in the

case of potassium, one is interested only at milestones along the reaction pathway — viz. points A,

C and E, rather than the entire free-energy landscape. Accordingly, we resorted to an alternative

numerical scheme for the K+ PMF, namely, to calculate the free-energy change incurred in the

replacement of Glu− by K+. Free-energy perturbation [111] (FEP) is particularly well suited to

tackle this problem, wherein the anion located along the reaction pathway used in the computation

of the PMF is mutated reversibly into its cationic counterpart, as depicted in Figure SA.1.

In the thermodynamic cycle depicted in Figure SA.1, in the left vertical transition Glu− is

transformed alchemically into K+, both in the free state, i.e., in a 200 mM potassium glutamate

bath in the absence of the CD. In case of the right side vertical transition the alchemical

transformation occurs in association with CD. Our computational strategy involved calculating

simultaneously the energy differences of the two vertical transitions, namely, ∆G2
mut. − ∆G2

mut.

and to calculate from this, through the identity ∆G1
assoc. −∆G2

assoc. = ∆G1
mut. −∆G2

mut., the

energy ∆G1
assoc. −∆G2

assoc. that yields the desired energy difference between Glu− and K+ in the

side opening pathway. To increase the cost-effectiveness of the calculation of ∆G2
mut. − ∆G2

mut.,

the two point mutations were performed concomitantly, the glutamate ion localized on the reaction

pathway being replaced by its cationic counterpart, whilst symmetrically, a potassium ion lying

sufficiently far away from the CD was transmuted into the corresponding anionic species. Aside

from obviating the need to run separate simulations, concurrent alchemical transformation of a

potassium and a glutamate ion in the same periodic cell circumvents size-consistency issues rooted

in an incomplete treatment of long-range charge-dipole interactions [112], size-dependence

corrections being mutually compensated here.

The position of the glutamate ion was restrained harmonically at points A and E as it was
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Figure A.1: Thermodynamic cycle utilized to measure the free-energy change upon replacement by potas-
sium of a glutamate ion. The horizontal legs of the cycle delineate the association of the ion, either glutamate
or potassium, with the CD. The association free energy, ∆G1

assoc., characterized by the upper, horizontal leg
can be inferred from the PMF by integration of the latter [113]. The vertical legs correspond to the point
mutation of the anion in the free and in the bound states, so that ∆G1

assoc. −∆G2
assoc. = ∆G1

mut. −∆G2
mut..

point ∆G (kcal/mol) number of strata time per stratum (ns) total time (ns)
A +0.2±0.3 100 0.096 9.60
C +4.6±0.4 120 0.128 15.36
E +0.2±0.4 100 0.096 9.60

Table A.1: Stratification strategy and net free-energy change for the alchemical transformations into potas-
sium of a glutamate ion located at three milestone positions of the potential of mean force characterizing
the diffusion of the anion in and out of the CD. A potassium ion lying sufficiently far away from the CD is
mutated concurrently into glutamate following the thermodynamic cycle of Figure A.1.

progressively transformed alchemically into the potassium ion. Conversely, at point C, the anion

was free to diffuse radially in a thin, circular section, the radius of which was that of the pore. The

width of this section is equal to that of the bin used in the ABF calculation to accrue the

instantaneous force acting along the reaction coordinate. Point mutations of the glutamate ion

into the potassium ion was carried out in the framework of the dual-topology paradigm [114],

wherein the reference and the target states of the transformation coexist without interacting

mutually. The reaction pathway connecting these two states was stratified by means of 100 to 120

intermediate states, or strata, wherein up to 0.128 ns of sampling was performed, as summarized

in Table A.1. On account of the additional configurational entropy, convergence of the ensemble

average required appreciably longer simulation time at point C than at points A and E. In each

stratum, the first fourth of the sampling consisted of a thermalization of the molecular system

prior to data collection. To alleviate singularities in the Lennard-Jones potential upon creation of

the ions, either glutamate or potassium, a separation-shifted scaling scheme was employed [115],

and van der Waals interactions were turned on prior to their electrostatic counterpart. The

statistical error reflecting the precision of the free-energy calculation [116] was determined from

the variance of the ensemble average. [103, 117] The correlation length of the time series was

measured using the Flyvbjerg-Petersen renormalization group blocking method [118].
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Appendix B

Electrostatic energy of a “gas” of
N+ positive and N− negative
charges confined in a sphere at
constant density

In the following we will demonstrate that the CD favors harboring an equal number of positive

and negative osmolytes. We assume that N+ positive and N− negative ions are held inside the

cytoplasmic domain at constant density, i.e., without correlation due to the mutual Coulomb

attraction and repulsion or due to excluded volume effects. We define N+ = N + n and

N− = N − n and we seek to determine the total Coulomb energy in case of a spherical cavity of

radius Ro

E(N,n,Ro) = (ρ++ + ρ−− − ρ+−) I (B.1)

where

ρ++ =
N+ (N+ − 1)

2
ρ2
o (B.2)

ρ−− =
N− (N− − 1)

2
ρ2
o (B.3)

ρ+− = N+N− ρ
2
o (B.4)

ρo =
3 e

4π R3
o

(B.5)

and

I =
∫
d~r1

∫
d~r2

1
|~r1 − ~r2|

(B.6)

I can be written I = I> + I< + I= where

I> =
∫∫

r1>r2

1
|~r1 − ~r2|

d~r1 d~r2 (B.7)
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and similarly for I<. I= is the sum over all Coulomb energies for r1 = r2. One can expand,

following well known procedures [119],

I> =
∫∫

r1>r2

d~r1 d~r2
1
r1

∑
`

(
r2
r1

)`
P`(cos γ) (B.8)

and

I= =
∫∫

r1=r2=r

d~r1 d~r2
1
r1

∑
`

(
r2
r1

)`
P`(cos γ) (B.9)

where P` denotes the `-th Legendre polynomial and γ the angle between ~r1 and ~r2. According to

the addition theorem of spherical harmonics, Y`m, one can write

P`(cos γ) =
4π

2`+ 1

∑
m

Y ∗`m(θ1, φ1)Y`m(θ2, φ2) ; (B.10)

here angles θj , φj define the direction of ~rj . The orthogonality relationships of the spherical

harmonics lead to all terms in the sums to vanish, except the term with ` = 0 and m = 0, such

that one obtains, noting Y00 = 1/
√

4π,

I> = 4π
∫∫

r1>r2

r21dr1 r
2
2dr2

1
r1
. (B.11)

I= = 4π
∫∫

r1=r2=r

r21dr1 r
2
2dr2

1
r1
. (B.12)

One can readily derive

I> = 4πR5
o/15 (B.13)

I= is negligible compared to I> when Ro is large, and also I> = I<. Altogether, one obtains

finally

E(N,n,Ro) = (2n2 − N)
3 e2

10π Ro
. (B.14)

The expression shows that the lowest energy arises for an equal number of positive and negative

ions. The actual energy increase experienced in case of changing n from zero to one is 3e2/5π Ro,

but would be scaled down by the effective dielectric constant, ε, in the cytoplasmic domain. For

ε = 1 and Ro = 43 Å, the energy would be a few kBT. In reality, it should be less due to

dielectric screening; however, the volume inside the CD available to ions might be characterized by

a smaller Ro value; also the electrostatic energy in the CD would increase quadratically with n

(excess number of positive over negative ions) and, hence, the interaction would likely favor
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significantly a balance of positive and negative ions in the cytoplasmic domain. Such balance

would also be strengthened through correlation effects, e.g., through Glu−-K+ pairing.
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Appendix C

Calculation of the transmembrane
conduction time τ3

In the following we will explain the mathematical expression stated in Eq. (36) of the main text.

τ3 describes how long it takes ions to leave the cytoplasmic domain through the open

transmembrane channel to reach the extracellular space. Ion motion is controlled to a large degree

by the cellular potential U(x) which assumes a value Vo inside (x < a) the cell, zero outside

(x > a) the cell and is close to constant in the cell interior. The potential varies from Vo to zero

across the inner cellular membrane with a center position x = a. We assume here a sigmoidal

variation of U(x) inside the membrane with width σ. U(x) is described through the function

U(x) =
Vo
2
− Vo

2
tanh[(x − a)/σ] (C.1)

We assume also that the x-axis points along the center of the MscS channel in which case holds a

= -16.86 Å and σ = 6 Å, the values having been determined through matching of expression ( C.1)

to the cellular potential calculated in [80]. For the cell potential we assume Vo = -100 mV. We

note that in applying U(x) to Glu− or K+, one needs to multiply the potential with the sign of the

ion charge, i.e., Glu− experiences the potential −U(x) as defined above, while K+ experiences the

potential +U(x).

To determine τ3 we will employ the mean first passage time description, as adopted also for

calculation of τ2. However, we need to account here for the narrowing of the cytoplasmic domain

towards the transmembrane channel erecting an entropy barrier. To account for this barrier, at

least qualitatively, we assume that diffusion orthogonal to the x-axis is more rapid than along the

x-axis such that we can assume the distribution function for an ion, p(x, y, z, t) to assume the form

p̃(x, t)p̄o(x|y, z) where po(x|y, z) is the time-independent equilibrium distribution along y and z for

fixed x. Integrating p̄(x, y, z, t) over the y- and z-coordinates yields p̄(x, t) = p̃(x, t)Z(x), where

Z(x) is the partition function in the y, z-plane. We assume here also that p̃(x, t) corresponds to

Brownian motion in the potential U(x) stated above, i.e., at equilibrium p̃(x, t) ∝ exp[−βU(x)]. It
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should then hold p(x, t→∞) ∼ exp[−βU(x)]Z(x) = exp[−βŨ(x)] where

Ũ(x) = U(x) − kBT lnZ(x).

The mean first passage time for the ions moving in the free energy Ũ(x) is then, according to

Szabo et al. [95],

τ3 =
∫ xout

xcenter

dxD−1(x) exp[βŨ(x)]
∫ x

xapex

dx′ exp[−βŨ(x′)] (C.2)

Here xcenter denotes the center of the cytoplasmic domain, xout a position just outside of the

transmembrane channel, i.e., just in the extracellular space, and xapex the position at the apex of

the cytoplasmic domain, i.e., the position inside the cytoplasmic domain widest from the

transmembrane channel. Expression (C.2) can be employed to determine τ3 once Z(x) is specified.

In the present case, Z(x) is just the area of the cross section of the cytoplasmic domain and

channel at point x along the x-axis, i.e., Z(x) = π(r2(x)/r20), where r(x) is the radius of the cross

section along the symmetry axis, x, of the MscS and r0 is a reference radius, the value of which

drops out of the evaluation. We assume here that there is no obstacle impeding diffusion away or

towards the x-axis.

Figure C.1: Comparision between the enthalpic and total potential for ions permeating along the symmetry
axis of MscS. (a) Shown in red is the enthalpic potential U(x), in blue −kBTlnZ(x), and in green Ũ(x) for
Glu− permeating the transmembrane pore along the symmetry axis. (b) The corresponding potentials for
K+. MscS in its open conformation (PDB:2VV5) is shown in gray in both (a) and (b).

Figure C.1 compares the potentials U(x), −kBT lnZ(x) and Ũ(x) for Glu− and K+, showing that

due to the presence of the spherical cytoplasmic domain the effective potential Ũ(x) develops a
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minimum at the domain center with a depth of about 4.0 kBT. The origin of the minimum is the

wider y, z-space available near the CD center than near the CD apex or the transmembrane

channel.
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