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Abstract

The scope of this Master Thesis is the two-fluid model. This study aims at analysing their ill-posedness, showing
how it is related to non-hyperbolicity and giving a measurement that I call the numerical hyperbolicity. As a cure
to this important issue, we will propose a combination of physical and mathematical solutions. The physical forces
that we will focus on are two interfacial forces: the interfacial pressure and the virtual mass. We will quantify the
minimum correction that is necessary to ensure hyperbolicity of the two-fluid model. We will then compare the two
forces and combine them into an aggregated correction. This correction is proposed for use as a criteria in the next
generation of nuclear reactor thermal-hydraulics codes.
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Summary

The study of two-phase flows is an essential discipline in Thermal-hydraulics Nuclear Engineering and is a core
component of the design of next generation nuclear codes. Fundamentally, it relies on a few conservation laws and
equations of state. With a view to simplifying the mathematical problem, we also have to choose a particular set
of hypothesises. The assumptions that I will choose in this thesis lead to solving a system of Partial Differential
Equations. The unknowns can be restricted to a family of only four, namely p (the pressure), α (the void fraction),
ug (the velocity of the gas) and ul (the velocity of the liquid).

If we define the vector U as
U =

(
p α ug ul

)t
(1)

then it can be shown that the problem can be written in a simple matrix form:

∂U

∂t
+A

∂U

∂x
= 0 (2)

The properties of matrix A have a large influence on how to solve the equation. A is said to be hyperbolic if all its
eigenvalues are real. In that case, the equation with initial conditions is a well-posed Cauchy problem and has one
existing and unique solution. In some specific cases, the model has one unique solution. However, by introducing
H, a numerical measurement of the hyperbolicity, I will show that in most use-cases, the Cauchy problem is in fact
ill-posed.

Because this is an important problem, the scientific community has searched for and found several different ways
to make the two-fluid model be well-posed. Taking into account additional interfacial forces is a generally accepted
way to make sure the problem is hyperbolic, so we will consider the interfacial pressure and the virtual mass force.
This will modify the matrix A and its associated numerical hyperbolicity H. Nevertheless we will explain why
current implementations are not as satisfying as they could be.

First with the interfacial pressure and then with the virtual mass, we will study what requirements those two
interfacial forces should have, depending on the flow conditions p, α, ug and ul. We will then go further by finding
a consistent way to compare the interfacial pressure and the virtual mass force; by normalizing their respective
coefficients. This will permit me to combine the two corrections into what I will call the aggregated correction AC.
This aggregated correction will be used to determine what the minimal correction should be to ensure hyperbolicity,
also depending on (p, α, ug, ul).

In the end we will try to suggest ways of using the results of this work and examine what could be done in
further work, with a view to including it into future thermal-hydraulics codes.

All the analytical results will be supported by consistent and comparable numerical examples, for pressures
equal to those of a BWR reactor. The same results will be repeated in the appendices for atmospheric pressure and
PWR reactor pressure. One may also find in the appendices some details of particular cases where the problem is
already well-posed.

xii



Chapter 1

Introduction to two-phase flow
thermal-hydraulics

1.1 Physics of two-phase flows

As the science of the movement and transformation of fluids, Thermal-Hydraulics is a fundamental aspect of the
broader topic of Nuclear Engineering. Water in particular, in all its different states, plays a core role for the nuclear
engineer: water is the most used moderator and cooling fluid in today’s nuclear power plants. It is responsible for
appropriate neutronics and also for carrying the energy, which will later be transformed into energy.

Thermal-Hydraulics as a science uniquely merges the study of the mechanics of fluids and the study of their
thermodynamic properties. Those two aspects have a large influence on each other. For instance, a warming fluid
will see its density be reduced, so at constant speed the volumetric kinetic energy will decrease too. The equations
that give a representation of these phenomenons are intrinsically coupled together.

Multi-phase flows are a broad subtopic of Thermal-Hydraulics. Those are flows of different fluids together. The
fluids can obviously be different chemical species separated into different phases, like a mixture of water and oil.
But they can also be different states of matter of the same chemical species, like liquid water and (gaseous) steam
together. Sometimes, models even differentiate different phases depending on the physical structure and behavior:
for water, for example, this would mean differentiating liquid water, steam, foam, fog, etc. Multi-phase flows can
be found in a large amount of engineering disciplines, like in Aerospace Engineering or in the design process of
oil refineries. However, Nuclear Engineering has the particularity of dealing with far larger amounts of fluid and
energy.

In this study, we will focus on two-phase flows. The fluids will only be two and will typically be liquid water
and steam. They will be referred as the liquid phase and the gaseous phase. This means that the results of this
work are meant to be used primarily for the design of computational simulations of flows in nuclear power plants,
that is to say for nuclear codes. As Boiling Water Reactors (BWRs) are, by design, reactors where liquid water
is supposed to evaporate into steam, they are the perfect example of application. But this work may also apply
to Pressurised Water Reactors (PWRs), where small and large bubbles do appear along the fuel rods. We will
try to cover a complete range of pressures useful for the analysis of Loss Of Coolant Accidents (LOCAs), from
atmospheric pressure to PWR pressure.

Liquid water and vapor mixtures can adopt different topologies. The easiest ones to think of are bubble
flow (small bubbles in water) and its counterpart, droplets travelling through steam. When the fluids cohabit in
comparable quantities, they can aggregate and form a slug flow. Other types of flow appear when there is an
influence of the surrounding environment: churn flow, annular flow and wispy annular flow in a pipe for instance.
Figure 1.1 shows a representation of these types of flow. To a very large extent, this present study is agnostic as
far as the flow topology is concerned.

The physics of multiphase flows in general and two-phase flows in particular are studied in numerous books. For
further reference, see for instance Kleinstreuer [11], Levy [12] or Crowe [2], to name a few.
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Figure 1.1: Different types of two-phase flow (http://dpwsd.waterworld.com)

1.2 Conservations laws and equations of state

The model that is most commonly used in two-phase thermal-hydraulics is the two-fluid model. It states the
conservation of mass, momentum and energy in each phase of the two. That logically results in six equations. We
will take the usual hypothesis of a flow without any shock, so derivatives with respect to time and with respect to
position are well defined and can be used in equations.

In a geometry where ~x indicates the position and t indicates the time, the conservation of any arbitrary volumetric
scalar quantity Qvol(~x, t) in a medium going at a velocity ~u(~x, t) is given by the following equation:

∂Qvol
∂t

+ ~∇.(Qvol~u) = {Sources} − {Sinks} (1.1)

Similarly, the conservation of any arbitrary volumetric vector quantity ~Qvol(~x, t) in a medium going at a velocity
~u(~x, t) is given by the following equation:

∂ ~Qvol
∂t

+∇( ~Qvol ⊗ ~u) = { ~Sources} − { ~Sinks} (1.2)

~Qvol ⊗ ~u is a matrix of dimension 3 which general expression is given by (Qvol,iuj)i,j . So ~Qvol ⊗ ~u is also a
second order tensor. Therefore, ∇( ~Qvol ⊗ ~u) is the divergence of a second order tensor, so it is a column vector.

In this work, we will subscript the symbols by either g (as “gas”) or l (as “liquid”) to specify to which phase the
symbol is referring to. For instance, ~ug is the velocity of the gas phase and ~ul is the velocity of the liquid phase.
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Let us call αg the gas volume fraction and αl the liquid volume fraction. αg is also equivalent to the void fraction
α. Let us also call ρg the volumetric mass (or density) of the gas and ρl the volumetric mass of the liquid. Then I
can apply the conservation formula to the volumetric mass in the gas αgρg and to the volumetric mass in the liquid
αlρl:

∂

∂t
(αgρg) + ~∇(αgρg~ug) = 0

∂

∂t
(αlρl) + ~∇(αlρl~ul) = 0

(1.3)

The pressure will be chosen as the same in the gas and in the liquid phase, which the most common hypothesis,
and will be referred to as p. Let us call ~Fg the forces applied on the gas phase and finally ~Fl the forces applied on
the liquid phase. Then we can apply the general formula again to state the conservation of the momentum of the
gas phase αgρg~ug and the conservation of the momentum of the liquid phase αlρl~ul.

∂

∂t
(αgρg~ug) +∇(αgρg~ug ⊗ ~ug) + αg ~∇p = ~Fg

∂

∂t
(αlρl~ul) +∇(αlρl~ul ⊗ ~ul) + αl~∇p = ~Fl

(1.4)

Finally, let us call eint the volumetric internal energy of a phase and e = 1
2ρ|~u|

2 + eint the volumetric energy
of a fluid. Then the conservation of the volumetric energy in the gas αgeg and the volumetric energy in the liquid
αlel give us the two formulas as well.

∂

∂t
(αgeg) + ~∇(αgeg~ug) + αg ~∇(p~ug) = {Net energy exchange with the environment}g + {Net energy generation}g
∂

∂t
(αlel) + ~∇(αlel~ul) + αl~∇(p~ul) = {Net energy exchange with the environment}l + {Net energy generation}l

(1.5)
So the general conservation formulas establish six linear equations, as used for instance by Yeom and Chang in

[20] and [21]:

∂

∂t
(αgρg) + ~∇(αgρg~ug) = 0

∂

∂t
(αlρl) + ~∇(αlρl~ul) = 0

∂

∂t
(αgρg~ug) +∇(αgρg~ug ⊗ ~ug) + αg ~∇p = ~Fg

∂

∂t
(αlρl~ul) +∇(αlρl~ul ⊗ ~ul) + αl~∇p = ~Fl

∂

∂t
(αgeg) + ~∇(αgeg~ug) + αg ~∇(p~ug) = {Net energy exchange with the environment}g + {Net energy generation}g
∂

∂t
(αlel) + ~∇(αlel~ul) + αl~∇(p~ul) = {Net energy exchange with the environment}l + {Net energy generation}l

(1.6)
There are no sources or sinks for the conservation of mass equations, hence the zero right-hand side of the first
two equations. The forces ~Fg and ~Fl account for several phenomena, like gravity, drag force, other interfacial
forces. However, they do not include the force due to the pressure gradient, since this is accounted for separately in
the left hand side of the equations by ~∇p. Similarly, the terms {Net energy exchange with the environment} and
{Net energy generation} account for many phenomena but not the energy due to the pressure gradient, which is
accounted for by ~∇(p~u).

In addition to those six conservation equations, we also have to consider some additional ones. The closure
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relationship for volumetric fractions is expressed as

αg + αl = 1 (1.7)

We have two equations of state as well: those are equations that establish the relationship between the pressure
p and the internal energy eint, using a determined function f .

fg(p, eint) = 0

fl(p, eint) = 0
(1.8)

For instance, let us consider the gaseous phase as a Laplace ideal gas. Let us call γ the ideal gas factor, equal to the
heat capacity at constant volume divided by the heat capacity at constant pressure. γ is equal to 5

3 if the Laplace
ideal gas is a monoatomic gas (like helium He) and γ = 7

5 if the gas is diatomic (like nitrogen N2). In this case we
can use the ideal gas law as the equation of state.

fg(p, eint,g) = p− ρgeint,g(γ − 1) = 0 (1.9)

To summarize, we have 11 equations: two conservations of mass, two conservations of momentum, two links
between energy and internal energy, two conservations of energy, one volume fraction closure relationship and finally
two equations of state.

We have 11 unknowns: ~ug, ~ul, αg, αl, ρg, ρl, p, eg, el, eint,g and eint,l. That can be reordered as p plus twice
αi, ~u, ρ, e, eint.

And we have 6 external factors as source terms for the conservation laws: ~Fg, ~Fl, the net energy exchange
between the gas phase and the environment, the net energy generation in the gas phase, the net energy exchange
between the liquid phase and the environment, the net energy generation in the liquid phase. Their expression is
given by the environment.

Aside from the external source terms, we thus have as many equations as unknowns; 11. The reason is that the
system is mathematically and physically closed.

Finally, we will later also consider a last equation. Newton’s third fundamental law tells us that if ~Fg and ~Fl

are interfacial forces (not gravity for instance), then they have a reciprocal role:

~Fg + ~Fl = ~0 (1.10)

1.3 Two-phase flow approximations

In order to make theoretical derivations as well as computational applications, it is usual to make some approxima-
tions to simplify the model.

1.3.1 Homogeneous equilibrium model

The homogeneous equilibrium model makes the assumption that not only the pressure is identical in the two phases,
but also the velocity and the internal energy. This means that whenever pressure, velocity and internal energy are
different in the two phases, they balance each other out quickly enough, on a time scale that is negligible compared
to the time scale of the other variables. So the pressure, the velocity and the internal energy of the two phases
are considered as in a homogeneous equilibrium. As explained by Corradini in [1], this can be applied for instance
when one phase is in minority and is dispersed in the other. In this case there exists a large exchange interface
surface compared to the volume of the least present phase.
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If we consider the hypothesis of the homogeneous equilibrium model, then the equations are significantly sim-
plified. Let us call ~u the common velocity and eint the common internal energy. The six conservation laws become

∂

∂t
(αgρg) + ~∇(αgρg~u) = 0

∂

∂t
(αlρl) + ~∇(αlρl~u) = 0

∂

∂t
(αgρg~u) +∇(αgρg~u⊗ ~u) + αg ~∇p = ~Fg

∂

∂t
(αlρl~u) +∇(αlρl~u⊗ ~u) + αl~∇p = ~Fl

∂

∂t
(αgeg) + ~∇(αgeg~u) + αg ~∇(p~u) = {Net energy exchange with the environment}g + {Net energy generation}g
∂

∂t
(αlel) + ~∇(αlel~u) + αl~∇(p~u) = {Net energy exchange with the environment}l + {Net energy generation}l

(1.11)
If we sum the equations for the two phases together, then we get set of three equations:

∂

∂t
(αgρg + αlρl) + ~∇((αgρg + αlρl)~u) = 0

∂

∂t
((αgρg + αlρl)~u) +∇((αgρg + αlρl)~u⊗ ~u) + (αg + αl)~∇p = ~Fg + ~Fl

∂

∂t
(αgeg + αlel) + ~∇((αgeg + αlel)~u) + (αg + αl)~∇(p~u) = {Energy exchange}+ {Energy generation}

(1.12)

Let us write ρ̄ = αgρg +αlρl for the volume-averaged volumetric mass and ē = αgeg +αlel for the volume-averaged
energy. Then, using the closure relationship αg + αl = 1, I obtain a very interesting set of three equations:

∂

∂t
(ρ̄) + ~∇(ρ̄~u) = 0

∂

∂t
(ρ̄~u) +∇(ρ̄~u⊗ ~u) + ~∇p = ~Fg + ~Fl

∂

∂t
(ē) + ~∇(ē~u) + ~∇(p~u) = {Energy exchange}+ {Energy generation}

(1.13)

This can be interpreted as the study of a single global fluid. This fluid would then be at pressure p, with a velocity
~u and internal energy eint, but also with a volumetric mass ρ̄ and a volumetric energy ē. It would be subject to the
sum of all forces as well as to the sum of all the energy exchanges and generations. The three equations are then
interpreted as the conservation laws applied to the global fluid.

The thorough study of the homogeneous equilibrium model is not the scope of this thesis, so the reader can get
more information about the model and its eventual improvements by reading Kim and Dunsheath’s work [10].

1.3.2 Drift flux model

The drift flux model is a refinement of the homogeneous equilibrium model. It still approximates the pressure
p and the internal energy eint as equal in both phases, but now it allows the velocities to be different one from
another. This is why this model is also called the separated flow model. According to Corradini [1], this is a good
approximation when buoyancy forces tend to induce a velocity difference between the lighter and the heavier phases.
The model is said to be useful in particular for the calculation of pressure drops in pipes.
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The conservation equations that result from the approximation are as follows:

∂

∂t
(αgρg) + ~∇(αgρg~ug) = 0

∂

∂t
(αlρl) + ~∇(αlρl~ul) = 0

∂

∂t
(αgρg~ug) +∇(αgρg~ug ⊗ ~ug) + αg ~∇p = ~Fg

∂

∂t
(αlρl~ul) +∇(αlρl~ul ⊗ ~ul) + αl~∇p = ~Fl

∂

∂t
(αgeg) + ~∇(αgeg~ug) + αg ~∇(p~ug) = {Net energy exchange with the environment}g + {Net energy generation}g
∂

∂t
(αlel) + ~∇(αlel~ul) + αl~∇(p~ul) = {Net energy exchange with the environment}l + {Net energy generation}l

(1.14)
We can sum up the equations of conservation of mass and of momentum to obtain the following four equations:

∂

∂t
(αgρg + αlρl) + ~∇(αgρg~ug + αlρl~ul) = 0

∂

∂t
(αgρg~ug) +∇(αgρg~ug ⊗ ~ug) + αg ~∇p = ~Fg

∂

∂t
(αlρl~ul) +∇(αlρl~ul ⊗ ~ul) + αl~∇p = ~Fl

∂

∂t
(αgeg + αlel) + ~∇(αgeg~ug + αlel~ul) + αg ~∇(p~ug) + αl~∇(p~ul) = {Energy exchange}+ {Energy generation}

(1.15)
As we can see, it is not as easy as for the homogeneous equilibrium model to formally introduce volume-

averaged quantities and to obtain the equations for a global fluid. So what is usually done is to force the analysis
of a fictional global fluid, which follows the same equations as in the previous subsection 1.3.1, and to add a model
for the calculation of the difference in velocities ug − ul. That way the model is closed and we can get a finer
representation than the homogeneous equilibrium model.

1.3.3 Two-fluid model

The model that we will focus on in this work is the two-fluid model. It aims at being the most complete approxima-
tion. The two-fluid model is often also referred to as the six-equation model because it keeps the six conservation
laws that we saw earlier:

∂

∂t
(αgρg) + ~∇(αgρg~ug) = 0

∂

∂t
(αlρl) + ~∇(αlρl~ul) = 0

∂

∂t
(αgρg~ug) +∇(αgρg~ug ⊗ ~ug) + αg ~∇p = ~Fg

∂

∂t
(αlρl~ul) +∇(αlρl~ul ⊗ ~ul) + αl~∇p = ~Fl

∂

∂t
(αgeg) + ~∇(αgeg~ug) + αg ~∇(p~ug) = {Net energy exchange with the environment}g + {Net energy generation}g
∂

∂t
(αlel) + ~∇(αlel~ul) + αl~∇(p~ul) = {Net energy exchange with the environment}l + {Net energy generation}l

(1.16)
In the commonly used form of the six-equation model, the source terms are well-defined. They are functions of

the other parameters p, αg, αl, ~ug, ~ul, ρg, ρl, etc. Furthermore, in the commonly used form, they are not functions
of the derivatives of the other parameters. That is to say, their expression does not include ∂αg

∂t or ~∇~ul for instance.
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Gravity is a good example of a force that could be present in the two-fluid model in its commonly used form:
~Fgravity = ρ~g, where ~g is the gravitational acceleration, equal to approximately 9.8m s−2.

1.4 The one-dimensional barotropic two-fluid model

1.4.1 One-dimensional two-fluid model

In this work we are going to study the two-fluid model applied to a one-dimensional geometry. This is typically
useful for the design of nuclear codes, since pipes and other constrained conducts can be represented in 1D. In the
derivations, this transforms the spatial position variable ~x into just x and the spatial derivative ∇ into ∂

∂x . Moreover
the velocity ~u and the forces ~F can be rewritten as a scalar variables u and F . Let us see how this simplifies the 11
initial equations:

∂

∂t
(αgρg) + ∂

∂x
(αgρgug) = 0

∂

∂t
(αlρl) + ∂

∂x
(αlρlul) = 0

∂

∂t
(αgρgug) + ∂

∂x
(αgρgu2

g) + αg
∂p

∂x
= Fg

∂

∂t
(αlρlul) + ∂

∂x
(αlρlu2

l ) + αl
∂p

∂x
= Fl

∂

∂t
(αgeg) + ∂

∂x
(αgegug) + αg

∂

∂x
(pug) = {Net energy exchange with the environment}g + {Net energy generation}g

∂

∂t
(αlel) + ∂

∂x
(αlelul) + αl

∂

∂x
(pul) = {Net energy exchange with the environment}l + {Net energy generation}l

eg = 1
2ρgu

2
g + eint,g

el = 1
2ρlu

2
l + eint,l

fg(p, eint) = 0

fl(p, eint) = 0

αg + αl = 1
(1.17)

The 11 unknowns of the problem are p plus twice αi, ui, ρi, ei and ei,int.

1.4.2 Barotropic analysis

Throughout this analysis, we are going to consider the problem with a constant energy. That is to say, we will
not be considering the equations of conservation of energy (fifth and sixth lines of 1.17), nor the equations linking
the energy and the internal energy (seventh and eighth equations). As explained by Shames [17], this is similar to
saying that we approximate the two fluids as being “barotropic”.

The reason for this approximation is that the analysis we will carry on the mass and momentum will still be
qualitatively correct when one adds the energy to the system. Solving the problems for mass and momentum will,
by extension, also provide a solution for the similar problems for mass, momentum and energy. So here we will use
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only the four first equations of 1.17 and the closure relationship αg + αl = 1.

∂

∂t
(αgρg) + ∂

∂x
(αgρgug) = 0

∂

∂t
(αlρl) + ∂

∂x
(αlρlul) = 0

∂

∂t
(αgρgug) + ∂

∂x
(αgρgugug) + αg

∂p

∂x
= Fg

∂

∂t
(αlρlul) + ∂

∂x
(αlρlulul) + αl

∂p

∂x
= Fl

fg(p, eint) = 0

fl(p, eint) = 0

αg + αl = 1

(1.18)

If we substitute αg and αl in the four first lines of 1.18 thanks to αg = α and the closure relationship 1.7, we
get

∂

∂t
(αρg) + ∂

∂x
(αρgug) = 0

∂

∂t
((1− α)ρl) + ∂

∂x
((1− α)ρlul) = 0

∂

∂t
(αρgug) + ∂

∂x
(αρgugug) + α

∂p

∂x
= Fg

∂

∂t
((1− α)ρlul) + ∂

∂x
((1− α)ρlulul) + (1− α)∂p

∂x
= Fl

fg(p, eint) = 0

fl(p, eint) = 0

(1.19)

So if Fg and Fl are defined as expressions of the other variables, the unknowns of the problem are just p, α, ρg, ρl,
ug, ul. This is six unknowns for six equations, since the system is still correctly closed.

ρg and ρl are functions of the pressure p and the temperature (the internal energy), thanks to the equations of
state. The temperature depends only on the pressure, since we know we have two phases, so the temperature is
equal to the saturation temperature associated with p where liquid and gas can coexist. The temperature is also
known as the boiling temperature associated to p. Therefore ρg is also the saturated vapor density and ρl is the
saturated liquid density. For example, in a BWR (Boiling Water Reactor) reactor with a pressure of 76bar, the
saturation temperature T is 291 ◦C, and (ρg, ρl) = (40.1 kg m−3, 729 kg m−3).

So this leads to a problem of four partial differential equations with four unknowns:

p, α, ug and ul (1.20)

The final set of four partial differential equations is

∂

∂t
(αρg) + ∂

∂x
(αρgug) = 0

∂

∂t
((1− α)ρl) + ∂

∂x
((1− α)ρlul) = 0

∂

∂t
(αρgug) + ∂

∂x
(αρgugug) + α

∂p

∂x
= Fg

∂

∂t
((1− α)ρlul) + ∂

∂x
((1− α)ρlulul) + (1− α)∂p

∂x
= Fl

(1.21)

Now the point is to establish whether the two-fluid model has a unique solution (p, α, ug, ul).
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Chapter 2

Ill-posedness of the two-fluid model in
its commonly used form

2.1 From the conservation laws to a matrix form

2.1.1 Converting the system of equations into a matrix equation

In the last part, we saw how to reduce the initial problem to a set of four linear partial differential equations. We
now want to express it as a matrix problem, because the tools we have for matrix linear algebra are easier to use
and more powerful [7].

As a starting point, let us consider the mass and momentum conservation equations:

∂

∂t
(αgρg) + ∂

∂x
(αgρgug) = 0

∂

∂t
(αlρl) + ∂

∂x
(αlρlul) = 0

∂

∂t
(αgρgug) + ∂

∂x
(αgρgugug) + αg

∂p

∂x
= Fg

∂

∂t
(αlρlul) + ∂

∂x
(αlρlulul) + αl

∂p

∂x
= Fl

(2.1)

Expanding all terms using the chain rule leads to

ρg
∂αg
∂t

+ αg
∂ρg
∂t

+ ρgug
∂αg
∂x

+ αgug
∂ρg
∂x

+ αgρg
∂ug
∂x

= 0

ρl
∂αl
∂t

+ αl
∂ρl
∂t

+ ρlul
∂αl
∂x

+ αlul
∂ρl
∂x

+ αlρl
∂ul
∂x

= 0

ρgug
∂αg
∂t

+ αgug
∂ρg
∂t

+ αgρg
∂ug
∂t

+ ρgugug
∂αg
∂x

+ αgugug
∂ρg
∂x

+ 2αgρgug
∂ug
∂x

+ αg
∂p

∂x
= Fg

ρlul
∂αl
∂t

+ αlul
∂ρl
∂t

+ αlρl
∂ul
∂t

+ ρlulul
∂αl
∂x

+ αlulul
∂ρl
∂x

+ 2αlρlul
∂ul
∂x

+ αl
∂p

∂x
= Fl

(2.2)

To simplify the notations, we re-arrange the unknowns in the order of (p (or ρ) αg ug ul).

αg
∂ρg
∂t

+ ρg
∂αg
∂t

+ αgug
∂ρg
∂x

+ ρgug
∂αg
∂x

+ αgρg
∂ug
∂x

= 0

αl
∂ρl
∂t

+ ρl
∂αl
∂t

+ αlul
∂ρl
∂x

+ ρlul
∂αl
∂x

+ αlρl
∂ul
∂x

= 0

αgug
∂ρg
∂t

+ ρgug
∂αg
∂t

+ αgρg
∂ug
∂t

+ αg
∂p

∂x
+ αgugug

∂ρg
∂x

+ ρgugug
∂αg
∂x

+ 2αgρgug
∂ug
∂x

= Fg

αlul
∂ρl
∂t

+ ρlul
∂αl
∂t

+ αlρl
∂ul
∂t

+ αl
∂p

∂x
+ αlulul

∂ρl
∂x

+ ρlulul
∂αl
∂x

+ 2αlρlul
∂ul
∂x

= Fl

(2.3)

Because we consider the case of constant energy, the two fluids are considered barotropic and the pressure is
a function of the volumetric mass only (and not the temperature for instance): p = p(ρ). So I can derive p with
respect to ρ. If ∂p∂ρ = dp

dρ > 0, then I can write p′(ρ) = c2, where c is the speed of sound in the considered fluid. As
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a consequence, ρg, ρl and αl can be eliminated using the following six substitutions:

∂ρg
∂t

= ∂ρg
∂p

∂p

∂t
= 1
c2g

∂p

∂t

∂ρl
∂t

= ∂ρl
∂p

∂p

∂t
= 1
c2l

∂p

∂t

(2.4)

∂ρg
∂x

= ∂ρg
∂p

∂p

∂x
= 1
c2g

∂p

∂x

∂ρl
∂x

= ∂ρl
∂p

∂p

∂x
= 1
c2l

∂p

∂x

(2.5)

∂αl
∂t

= ∂(1− αg)
∂t

= −∂αg
∂t

∂αl
∂x

= ∂(1− αg)
∂x

= −∂αg
∂x

(2.6)

Using those substitution in equations 2.3 gives

αg
c2g

∂p

∂t
+ ρg

∂αg
∂t

+ αgug
c2g

∂p

∂x
+ ρgug

∂αg
∂x

+ αgρg
∂ug
∂x

= 0

αl
c2l

∂p

∂t
− ρl

∂αg
∂t

+ αlul
c2l

∂p

∂x
− ρlul

∂αg
∂x

+ αlρl
∂ul
∂x

= 0

αgug
c2g

∂p

∂t
+ ρgug

∂αg
∂t

+ αgρg
∂ug
∂t

+ αg
∂p

∂x
+ αgugug

c2g

∂p

∂x
+ ρgugug

∂αg
∂x

+ 2αgρgug
∂ug
∂x

= Fg

αlul
c2l

∂p

∂t
− ρlul

∂αg
∂t

+ αlρl
∂ul
∂t

+ αl
∂p

∂x
+ αlulul

c2l

∂p

∂x
− ρlulul

∂αg
∂x

+ 2αlρlul
∂ul
∂x

= Fl

(2.7)

We can now write the equations in a matrix form. Let us define the vector U which components are the unknown
parameters:

U =


p

αg

ug

ul

 (2.8)

This leads to rewriting the four equations into a dimension 4 matrix problem:
αg

c2
g

ρg 0 0
αl

c2
l

−ρl 0 0
αgug

c2
g

ρgug αgρg 0
αlul

c2
l

−ρlul 0 αlρl


∂U

∂t
+


αgug

c2
g

ρgug αgρg 0
αlul

c2
l

−ρlul 0 αlρl

αg + αgugug

c2
g

ρgugug 2αgρgug 0
αl + αlulul

c2
l

−ρlulul 0 2αlρlul


∂U

∂x
=


0
0
Fg

Fl

 (2.9)

Let us simplify the set of equations by using the elementary operations L3 ← L3−ug ·L1 and L4 ← L4−ul ·L2.
L3 ← L3 − ug · L1 simply means that we add the first line L1 multiplied by the real number −ug to the third line
L3. Notice that this step does not preserve eigenvalues and eigenvectors of any of the matrices, but this has no
impact on the final results.
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αg

c2
g

ρg 0 0
αl

c2
l

−ρl 0 0
0 0 αgρg 0
0 0 0 αlρl

 ∂U

∂t
+


αgug

c2
g

ρgug αgρg 0
αlul

c2
l

−ρlul 0 αlρl

αg 0 αgρgug 0
αl 0 0 αlρlul

 ∂U

∂x
=


0
0
Fg

Fl

 (2.10)

The problem is now written in the following simplified form:

Mt
∂U

∂t
+Mx

∂U

∂x
= S (2.11)

Mt and Mx are square matrices of dimension 4. U and S are column vectors of dimension 4.
Notice that the matrices Mt and Mx depend on p, αg, ug and ul, so they depend on U . So equation 2.11 is

not a linear equation. However we can consider the two matrices as constant in a first order approximation, so the
equation is linear in a first order approximation. This will be important for what follows.

2.1.2 Representation of the problem by a matrix A0

The matrix Mt is invertible. Therefore, we can multiply the equation 2.11 on the left by M−1
t .

∂U

∂t
+M−1

t Mx
∂U

∂x
= M−1

t S (2.12)

Let us define A0 = M−1
t Mx and S0 = M−1

t S. We get the final matrix problem for the two-fluid model in its
commonly used form:

∂U

∂t
+A0

∂U

∂x
= S0 (2.13)

We can try to give a developed theoretical expression of A0:

A0 =


ρlc

2
gc

2
l

αgρlc2
l
+αlρgc2

g

ρgc
2
gc

2
l

αgρlc2
l
+αlρgc2

g
0 0

αlc
2
g

αgρlc2
l
+αlρgc2

g

−αgc
2
l

αgρlc2
l
+αlρgc2

g
0 0

0 0 1
αgρg

0
0 0 0 1

αlρl

 ·

αgug

c2
g

ρgug αgρg 0
αlul

c2
l

−ρlul 0 αlρl

αg 0 αgρgug 0
αl 0 0 αlρlul

 (2.14)

In order to get a more compact expression, let us introduce a subsidiary symbol, γ2 = c2
gc

2
l

αgρlc2
l
+αlρgc2

g
. This leads

to the following simplification:

A0 =


γ2ρl γ2ρg 0 0
γ2 αl

c2
l

−γ2 αg

c2
g

0 0
0 0 1

αgρg
0

0 0 0 1
αlρl

 ·

αgug

c2
g

ρgug αgρg 0
αlul

c2
l

−ρlul 0 αlρl

αg 0 αgρgug 0
αl 0 0 αlρlul

 (2.15)

The multiplication gives

A0 =


γ2 αgρl

c2
g
ug + γ2 αlρg

c2
l

ul γ2ρgρl(ug − ul) γ2αgρgρl γ2αlρlρg

γ2 αgαl

c2
gc

2
l

(ug − ul) γ2 αlρg

c2
l

ug + γ2 αgρl

c2
g
ul γ2 αlαgρg

c2
l

−γ2 αgαlρl

c2
g

1
ρg

0 ug 0
1
ρl

0 0 ul

 (2.16)
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Substituting G = αgρl

c2
g
, L = αlρg

c2
l

, R = ρgρl, I obtain an expression that is a little easier to read:

A0 =


γ2(Gug + Lul) γ2R(ug − ul) γ2Rαg γ2Rαl

γ2GL
R (ug − ul) γ2(Lug +Gul) γ2Lαg −γ2Gαl

1
ρg

0 ug 0
1
ρl

0 0 ul

 (2.17)

As a conclusion, we get the equation ∂U
∂t + A0

∂U
∂x = S0 where U =

(
p α ug ul

)t
. Let us remember that

the matrix A0 is all but constant, since it depends on many variables. The model is not linear. Nonetheless, it can
be assumed as locally linear to the first order.

2.2 Ill-posed Cauchy problem because of its non-hyperbolicity

In the last part we showed that the two-fluid model could be reformulated as

∂U

∂t
+A0

∂U

∂x
= S0 (2.18)

This matrix formulation is used by a large panel of authors, including for instance Ndjinga et al. [13] and Dinh [7].
Let us associate this matrix equation with initial conditions, such as the following:

∀x, U(x, t = 0) = U0(x) (2.19)

If we consider A0 as locally constant, which is true as a first order approximation, I then have by definition what
is called a Cauchy problem. We want to know whether a solution exists and whether it is unique. So we can use a
property of Cauchy problems:

A Cauchy problem offers a unique solution U if and only if the problem is well-posed in the sense of
Hadamard, that is to say if and only if the eigenvalues of A0 are real and distinct [9]. If this is the case,
then the matrix A0 is said to be hyperbolic and the Cauchy problem is said to be hyperbolic too.

We will use this property to study the two-fluid model in its commonly used form. The expression of A0 can be
used to calculate the numerical value of its eigenvalues:

A0 =


γ2(Gug + Lul) γ2R(ug − ul) γ2Rαg γ2Rαl

γ2GL
R (ug − ul) γ2(Lug +Gul) γ2Lαg −γ2Gαl

1
ρg

0 ug 0
1
ρl

0 0 ul

 (2.20)

Let us take the example of this two-fluid model in the conditions of a BWR pressure. We may choose
(p, αg, ug, ul) =

(
76bar, 0.5, 500ms−1, 20ms−1). Notice that this set of conditions is not necessarily represen-

tative of the normal state of operation of a BWR, since here the velocities of the fluids are really high and very
different one from another. In a real BWR, the velocities should be in the order of magnitude of 1ms−1 and the
slip ratio ug

ul
is close to 1 and not 25. However we intentionally chose this set of conditions because it is a good

set that will result in very understandable properties, later in this thesis. The numerical calculation leads to the
following four eigenvalues :

• 986.14ms−1

12



• −149.28ms−1

• (101.57 + 106.75i)ms−1

• (101.57− 106.75i)ms−1

We immediately notice that the two first eigenvalues are real but that the two last eigenvalues are complex
(conjugated). Therefore our problem is not hyperbolic. It is possible to show that the matrix A0 for the two-fluid
model is not hyperbolic for most conditions of practical interest. Most cases have two real eigenvalues and two
conjugated complex ones. So in general, the two-fluid model in its commonly used form is ill-posed.

There are two main implications. First, any computational code that relies on the unmodified two-fluid model
may give multiple solutions. This is not only mathematically incorrect but it also leads to some uncertainty if we
force one of the solutions. Second, when we have a code based on a non-hyperbolic problem, we cannot say anything
about space convergence. Stronger: the code is very likely not to have space convergence. So it is possible to get
the counter-intuitive result that the more we refine the mesh, the less precise the results are. As a result, we cannot
use the two-fluid model “as is”. We have to find a way to improve it.

As a side note, the formal ill-posedness is acknowledged by the developers of the major thermal-hydraulics
nuclear codes. See TRACE’s manual for instance [3].

2.3 Defining a measurement of hyperbolicity

In equation 2.16, we have given an expression of A0 as a function of (p, αg, αl, ug, ul, cg, cl, ρg, ρl). αl is linked to
αg by the closure relationship αl = 1− αg. Moreover (cg, cl, ρg, ρl) are properties of the two materials (steam and
liquid water); they are functions of the pressure p and the temperature. Under the assumption that two phases
are coexisting, the temperature is the saturation temperature associated to p. So the material properties in our
barotropic fluids depend only on the pressure p. Therefore we can now calculate A0 as a function of (p, αg, ug, ul).

A0 = A0 (p, αg, ug, ul) (2.21)

The spectrum of A0, that is to say the ensemble of the 4 eigenvalues of A0, is thus also a function of just
(p, αg, ug, ul). Let us write the different eigenvalues of A0 as λ0,i, knowing that they may be repeated.

sp(A0) = {λ0,1, λ0,2, λ0,3, λ0,4} (2.22)

At this point, it would be extremely useful to introduce a tool to calculate whether the matrix A0 is hyperbolic.
If this tool is a real number instead of just a Boolean (True or False), it will have definitely more applications. As
a consequence, in this study I introduce the new concept of the numerical hyperbolicity as a practical measurement
of hyperbolicity.

I will refer to the numerical hyperbolicity with the letter H. H will be a function of the matrix A0 and will
be able to explicitly reveal whether the problem is hyperbolic or not. If no eigenvalue is zero, then the numerical
hyperbolicity is given by the following formula:

H(A0) = 1− 1
4

4∑
i=1

|=(λ0,i)|
|λ0,i|

(2.23)

In this formula 2.23, =(.) stands for the imaginary part and |.| stands for the module. The function H is defined
for all four-dimensional square matrices.
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H is a real number between 0 and 1 and this is easily proven. First, because for all i, =(λi) and |λi| are real
numbers, we find that H is real too. Additionally,

∀i ∈ {1, 2, 3, 4}, 0 ≤ |=(λ0,i)| ≤ |λ0,i| (2.24)

∀i ∈ {1, 2, 3, 4}, 0 ≤ |=(λ0,i)|
|λ0,i|

≤ 1 (2.25)

0 ≤
∑
i

|=(λ0,i)|
|λ0,i|

≤ 4 (2.26)

0
4 = 0 ≥ −1

4
∑
i

|=(λ0,i)|
|λ0,i|

≥ −4
4 = −1 (2.27)

1 ≥ 1− 1
4
∑
i

|=(λ0,i)|
|λ0,i|

= H ≥ 0 (2.28)

Finally H ∈ [0, 1].
H reaches its maximum value 1 if and only if ∀i ∈ {1, 2, 3, 4},=(λ0,i) = 0. This happens if and only if all the

λ0,i eigenvalues of A0 are real. So H = 1 is equivalent to the Cauchy problem being hyperbolic, which is what we
desire. Similarly, H = 0 would be the worst case scenario, since it would mean that ∀i ∈ {1, 2, 3, 4}, =(λ0,i)

λ0,i
= 1 and

that all eigenvalues are purely imaginary.

2.4 Numerical values of the hyperbolicity

H is a real function of the matrix A0, so it is a function of (p, αg, ug, ul). Let us take the example of the two-fluid
model in its commonly used form with a BWR pressure. I chose

(p, αg, ug, ul) =
(
76bar, 0.5, 500ms−1, 20ms−1) (2.29)

The calculation of H results in H = 0.64. As H < 1, the two-fluid model in its commonly used form is indeed not
hyperbolic under those conditions.

If we keep every other variable constant, we can plot the numerical hyperbolicity H as a function of the void
fraction α. So for (p, ug, ul) =

(
76bar, 500ms−1, 20ms−1), it results in figure 2.1.

What we can see from the plot is that the numerical hyperbolicity is never equal to 1 except for when α = 0
(only liquid water) and when α = 1 (only steam). In all other cases, that is to say when α ∈]0; 1[, the hyperbolicity
is strictly smaller than 1 and the problem is ill-posed.

Similarly, we can also plot the numerical hyperbolicity H as a function of one of the velocities, if we set every
parameter, but this velocity, to be constant. In fact, the calculation shows that H depends directly on the relative
velocity (ug − ul) but not on any individual velocity ug or ul. Therefore, it is most convenient to plot H as a
function of (ug−ul)2

c2
g

. The parameter (ug−ul)2

c2
g

is non-dimensional and is equivalent to a normalized relative velocity.

We will further refer to it as just the relative velocity and we will write it sometimes as ∆v2

c2
g
.

Let us keep our example of the two-fluid model in its commonly used form in BWR-pressure conditions with
equal volumes of liquid water and steam. If we set (p, α, ul) =

(
76bar, 0.5, 20ms−1), then we get figure 2.2.

The majority of relative velocities gives H < 1, this is shown by the convex curve. The numerical hyperbolicity
is equal to 1 only when the relative velocity is zero (ug = ul) and beyond a certain value of ∆v2

c2
g
, 2.5928 here. This is

why we obtain a plateau of H = 1 after this boundary value. But in the range between 0 and 2.5928, the two-fluid
model is non-hyperbolic and would need a correction.
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Figure 2.1: Numerical hyperbolicity as a function of void fraction, for the two-fluid model in its commonly used
form

For a more complete visualization, we can also plot H as a function of two variables in the same time; the void
fraction α and the relative velocity (ug−ul)2

c2
g

. As a consequence, we obtain a 3D plot. Figure 2.3 represents the
numerical hyperbolicity in the conditions of (p, ul) =

(
76bar, 20ms−1).

This 3D plot summarizes what we have seen before: in most cases of practical interest, the hyperbolicity is
different from 1 and the plot has the shape of a valley. This valley is surrounded by boundaries where H = 1, like
an exception. This is the case for α = 0, α = 1 and (ug−ul)2

c2
g

= 0. It is also the case when the relative velocity is
large enough, hence the garnet-colored shape of a plateau.

As a side note, we can notice that more realistic conditions of (p, αg, ug, ul) =
(
76bar, 0.1, 3ms−1, 2ms−1) yield

to a numerical hyperbolicity of H = 0.9011. So the problem is indeed non-hyperbolic. As we said before, in this
thesis we will prefer to stay with the less common conditions of (p, αg, ug, ul) =

(
76bar, 0.5, 500ms−1, 20ms−1)

because it leads to clearer results.
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Figure 2.2: Numerical hyperbolicity as a function of relative velocity, for the two-fluid model in its commonly used
form

Figure 2.3: Numerical hyperbolicity as a function of void fraction and relative velocity, for the two-fluid model in
its commonly used form
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Chapter 3

Previous attempts to cure the
ill-posedness with interfacial forces

3.1 Importance of curing the ill-posedness of the problem

There has been a vocal community pointing at the ill-posedness of the two-fluid model in its commonly used form,
some notable examples being Stewart and Wendroff [18], or Wulff [19]. Nonetheless, there exists some controversy
about the topic. Some still say it is not that of an issue to have the two-fluid model not hyperbolic in most cases.
We know that we could have multiple solutions, but what is done in current generation nuclear codes is assuming
that the multiple solutions are close enough to each other to introduce only a small uncertainty. This uncertainty is
hopefully negligible compared to the uncertainty originating from other sources, like the uncertainty of the physical
models or the numerical diffusion for instance. The TRACE Theory Manual [3] goes even beyond and says that
because of the numerical discretization, some errors are introduced in the equations, which make them hyperbolic.
If we hypothetically believed that this is true, then we would say that it is no use spending effort on ensuring
hyperbolicity for so little reward. We would imitate those who call the ill-posedness a “moot point”.

First of all, the non-hyperbolicity actually is an important issue. It is at least a conceptual issue, since getting
multiple solutions does not seem very reassuring. We have seen in 2.2 that an ill-posed Cauchy problem implies
that we cannot state anything about its eventual space convergence and that in most practical cases, the code has
no space convergence. This means that we get the counter-intuitive property that the tighter the spatial grid of
our model is, the less precise our results are. Therefore, in current codes manuals, it is stated that the user should
not exceed a certain mesh refinement. It is true that that is acceptable for most study cases. However for a next
generation code we should desire space convergence too.

Second, the non-hyperbolicity could be a far bigger issue than what we now think. The reason is that it is at the
source of all models, it takes its origin in the fundamental equations which are the base layer for computation. So the
uncertainty created by non-hyperbolicity, supposedly small, could in fact diffuse through all the steps of calculation
(discretization, computation, etc) and then get bigger and bigger. There is little proof that the uncertainty is
negligible in the final result.

Third, wishfully hoping that the numerical errors of solvers restore the well-posedness is not a sustainable
position. Correcting an error with another error is avoiding the root cause of the issue. It also is not future-proof
for the time that the numerical errors will be reduced thanks to the ongoing efforts made by the numerical methods
community.

Fourth and finally, even if the uncertainty associated with non-hyperbolicity is very small, we still should have
the ambition in next generation nuclear codes to reduce all uncertainties. Given the community’s experience in
codes and given the incredible development of computational power in recent years, the community should now
try to tackle all the problems. This would be an improvement in precision, it would lead to models with far less
uncertainty. The advantages for security and efficiency are then obvious.
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3.2 Ways to avoid the ill-posedness, with and without interfacial
forces

3.2.1 Differentiating the pressure in the two fluids

The derivation shows that the non-hyperbolicity and complex eigenvalue come from our initial hypothesis made in
equation 1.4: the pressure p is similar in the liquid and the gas phases. This hypothesis is made by most scientists
and engineers, and it is not an unreasonable one. This means that any eventual difference in pressure is quickly
erased, in a time scale that is negligible compared to the time scale of the evolution of all the other parameters.

However, we may consider two different pressures, pg and pl, at least from a formal point of view. By adding a
new term, the system of equations cannot be closed any more. This is why it is necessary to add an equation, and
many [14] use the void fraction transport equation, here given for the 3D case:

∂α

∂t
+ ~∇(α~ug) = 0 (3.1)

In a one-dimensional geometry, this equation is just

∂

∂t
(α) + ∂

∂x
(αug) = 0 (3.2)

So this leads to 12 equations with 12 unknowns:

αg + αl = 1
∂

∂t
(αg) + ∂

∂x
(αgug) = 0

∂

∂t
(αgρg) + ∂

∂x
(αgρgug) = 0

∂

∂t
(αlρl) + ∂

∂x
(αlρlul) = 0

∂

∂t
(αgρgug) + ∂

∂x
(αgρgu2

g) + αg
∂pg
∂x

= Fg

∂

∂t
(αlρlul) + ∂

∂x
(αlρlu2

l ) + αl
∂pl
∂x

= Fl

∂

∂t
(αgeg) + ∂

∂x
(αgegug) + αg

∂

∂x
(pgug) = {Net energy exchange}g + {Net energy generation}g

∂

∂t
(αlel) + ∂

∂x
(αlelul) + αl

∂

∂x
(plul) = {Net energy exchange}l + {Net energy generation}l

eg = 1
2ρgu

2
g + eint,g

el = 1
2ρlu

2
l + eint,l

fg(pg, eint) = 0

fl(pl, eint) = 0

(3.3)

This idea could be promising. But for nearly incompressible flows, the second equation (void fraction transport)
and the third equation (gas mass transport) become proportional one to another by a factor of ρg. In this case,
we loose the advantage of having added a new equation. Anyway, the scope of this work is to use the conceptually
simpler solution of interfacial forces.
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3.2.2 Considering the interfacial pressure

Another option to solve the non-hyperbolicity issue is to consider the interfacial forces. Let us recall the first matrix
equation we got in 2.11:

Mt
∂U

∂t
+Mx

∂U

∂x
= S (3.4)

The source term is equal to S =
(

0 0 Fg Fl

)t
and the matrix Mt is invertible. So I went on to get

∂U

∂t
+M−1

t Mx
∂U

∂x
= M−1

t S (3.5)

∂U

∂t
+A0

∂U

∂x
= S0 (3.6)

We explained that the previous chapter was dealing exclusively with the two-fluid model in its commonly used
form. That means by definition that the two source terms Fg and Fl did not include any derivatives of the
components of U . So studying the hyperbolicity of the main matrix A0 was sufficient and led to prove that the
problem was ill-posed.

Now it would be interesting to challenge the two-fluid model in its commonly used form. In other words, we
could consider expressions for Fg and Fl that do contain ∂

∂t or ∂
∂x derivatives of U = (p, α, ug, ul). If this is the

case, then those derivatives could be moved to the left-hand side of the equations, modify the matrices Mt and Mx

and thus modify the main matrix of the problem [5]. As the eigenvalues may then be different, this means that the
hyperbolicity could be restored, which translates into the numerical hyperbolicity being equal to 1.

The column-vector S can contain many different forces, like gravity or drag force, but most of them do not add
components to the two matrices on the left hand side of the matrix equation 2.9. In the literature, two main forces
are considered to solve that issue.

The first force we are going to consider here is the interfacial pressure force F p. As explained by Ndjinga,
Kumbaro, de Vuyst and Laurent-Gengoux [13], the interfacial pressure is a correction term added to the two-fluid
model. It is used to take into account that the average pressure in the fluids and pressure in the interface between
the fluids can be slightly different, but without having to explicitly define pg and pl. The interfacial pressure is an
interfacial force that is commonly used to cure the non-hyberbolicity.

Many authors, including Theofanus, Chang, Nguyen, Sushchikh and Liou in [6], use the following expression for
F pg :

F pg = −∆P ∂αg
∂x

(3.7)

We call the ∆P factor the interfacial pressure. As F pg is a volumetric force, ∆P has the dimension of a pressure
and has SI units of Pa or kgm−1 s−2. This will be the formula that we will use throughout this work.

As the F p is an interfacial force that represent the action of the phases on each other, Newton’s third law on
reciprocity can be applied and leads to

F pl = −F pg (3.8)

As we can see, the source S will have a term as
(

0 0 −∆P ∂αg

∂x ∆P ∂αg

∂x

)t
, which will have an influence

on matrix Mx and therefore on the main matrix of the problem. We will study the precise influence in section 3.3.
Different analytical formulas have been suggested for the interfacial pressure ∆P. The article of Ndjinga et al.

[13] recaps some of them:

• ∆P = 0. This is the two-fluid model in its commonly used form, which we try to improve.

• ∆P = ρg(ug − ul)2

19



• ∆P = (1 + ε)∆Pc, where ε > 0 (like ε = 0.01 for instance) and ∆Pc is given by

∆Pc = αgαlρgρl
αgρl + αlρg

(ul − ug)2 (3.9)

This is the formula used in nuclear code CATHARE.

3.2.3 Considering the virtual mass

The second interfacial force that is often considered in the literature to cure the hyperbolicity is the virtual mass
force F vm. The virtual mass force, also sometimes called added mass effect, is the inertia added to a body when it is
moving in a fluid. The accelerating system must move the surrounding fluid as it evolves in it. This is a well-known
phenomenon in the naval industry because that force must be accounted for when planning the quantity of fuel
that a ship has to carry to arrive at destination. In our case of a two-phase flow, the virtual mass force typically
applies to droplets moving through steam or to bubbles in water.

For F vm
g , we will use the following expression, used for instance by Park, Drew and Lahey in [15]:

F vm
g = −Cvm

((
∂ug
∂t

+ ug
∂ug
∂x

)
−
(
∂ul
∂t

+ ul
∂ul
∂x

))
(3.10)

The Cvm factor is named the virtual mass coefficient. It is positive, it has the dimension of a volumetric mass (a
density) and has SI units of kgm−3.

Because the virtual mass force is an interfacial force between the two phases, we can use Newton’s third law on
reciprocity:

F vm
l = −F vm

g (3.11)

Since the expression of the virtual mass has both ∂
∂t and ∂

∂x terms, it will have an influence of both Mt and
Mx, and therefore on the final matrix of the problem. The precise influence of F vm on the eigenvalues and on the
numerical hyperbolicity is studied in section 3.3.

Ndjinga et al. [13] recall some expressions used for the coefficient Cvm, which has the dimension of a volumetric
mass (a density):

• Cvm = 0 is simply the two-fluid model in its commonly used form.

• Cvm = 1
2αgαl(αgρg + αlρl). This expression of Cvm is particularly adapted to flows of spherical bubbles as

recalled by Ndjinga et al. [13].

Virtual mass is used in nuclear code RELAP5.

3.2.4 Considering higher order derivatives

Some authors, like Fullmer, Prabhudharwadkar, Vaidheeswaran , Ransom and Lopez de Bertodano explain in their
article [8], try to cure the ill-posedness by modifying the order of the differential equation. This means that they
get to an expression such as a third order partial differential equation.

Dt
∂U

∂t
+D1

∂U

∂x
+D2

∂2U

∂x2 +D3
∂3U

∂x3 +D0 = 0 (3.12)

The way Fullmer gets to this kind of equation is considering different pressures in the two phases, but not letting
both pg and pl as free variables. He explains that pg is the reference pressure and is used as the variable. The

20



pressure in the liquid phase pl is given by

pl = pg + σz
∂2α

∂x2 (3.13)

σ is the surface tension (in N m−1 for instance) and z is the channel height. Fullmer also accounts for the pressure
variation due to gravity, but I did not include it here for simplicity.

Using the new definition of pl, let us insert it into the following set of 11 equations:

αg + αl = 1
∂

∂t
(αgρg) + ∂

∂x
(αgρgug) = 0

∂

∂t
(αlρl) + ∂

∂x
(αlρlul) = 0

∂

∂t
(αgρgug) + ∂

∂x
(αgρgu2

g) + αg
∂pg
∂x

= Fg

∂

∂t
(αlρlul) + ∂

∂x
(αlρlu2

l ) + αl
∂pl
∂x

= Fl

∂

∂t
(αgeg) + ∂

∂x
(αgegug) + αg

∂

∂x
(pgug) = {Net energy exchange}g + {Net energy generation}g

∂

∂t
(αlel) + ∂

∂x
(αlelul) + αl

∂

∂x
(plul) = {Net energy exchange}l + {Net energy generation}l

eg = 1
2ρgu

2
g + eint,g

el = 1
2ρlu

2
l + eint,l

fg(pg, eint) = 0

fl(pl, eint) = 0

(3.14)

For clarity, let us focus on the conservation laws within the barotropic hypothesis: conservation of mass and of
momentum.

∂

∂t
(αgρg) + ∂

∂x
(αgρgug) = 0

∂

∂t
(αlρl) + ∂

∂x
(αlρlul) = 0

∂

∂t
(αgρgug) + ∂

∂x
(αgρgu2

g) + αg
∂pg
∂x

= Fg

∂

∂t
(αlρlul) + ∂

∂x
(αlρlu2

l ) + αl
∂

∂x
(pg + σz

∂2αg
∂x2 ) = Fl

(3.15)

If the channel height z is constant, that is to say if the one-dimensional pipe is horizontal, and if the surface
tension σ is uniform, then we can expand some terms:

∂

∂t
(αgρg) + ∂

∂x
(αgρgug) = 0

∂

∂t
(αlρl) + ∂

∂x
(αlρlul) = 0

∂

∂t
(αgρgug) + ∂

∂x
(αgρgu2

g) + αg
∂pg
∂x

= Fg

∂

∂t
(αlρlul) + ∂

∂x
(αlρlu2

l ) + αl
∂pg
∂x

+ αlσz
∂3αg
∂x3 = Fl

(3.16)
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The full development gives us

αg
∂ρg
∂t

+ ρg
∂αg
∂t

+ αgug
∂ρg
∂x

+ ρgug
∂αg
∂x

+ αgρg
∂ug
∂x

= 0

αl
∂ρl
∂t

+ ρl
∂αl
∂t

+ αlul
∂ρl
∂x

+ ρlul
∂αl
∂x

+ αlρl
∂ul
∂x

= 0

αgug
∂ρg
∂t

+ ρgug
∂αg
∂t

+ αgρg
∂ug
∂t

+ αgu
2
g

∂ρg
∂x

+ ρgu
2
g

∂αg
∂x

+ 2αgρgug
∂ug
∂x

+ αg
∂pg
∂x

= Fg

αlul
∂ρl
∂t

+ ρlul
∂αl
∂t

+ αlρl
∂ul
∂t

+ αlu
2
l

∂ρl
∂x

+ ρlu
2
l

∂αl
∂x

+ 2αlρlul
∂ul
∂x

+ αl
∂pg
∂x

+ αlσz
∂3αg
∂x3 = Fl

(3.17)

As we did before, let us realize the elementary operations L3 ← L3 − ug · L1 and L4 ← L4 − ul · L2.

αg
∂ρg
∂t

+ ρg
∂αg
∂t

+ αgug
∂ρg
∂x

+ ρgug
∂αg
∂x

+ αgρg
∂ug
∂x

= 0

αl
∂ρl
∂t

+ ρl
∂αl
∂t

+ αlul
∂ρl
∂x

+ ρlul
∂αl
∂x

+ αlρl
∂ul
∂x

= 0

αgρg
∂ug
∂t

+ αgρgug
∂ug
∂x

+ αg
∂pg
∂x

= Fg

αlρl
∂ul
∂t

+ αlρlul
∂ul
∂x

+ αl
∂pg
∂x

+ αlσz
∂3αg
∂x3 = Fl

(3.18)

Now let us use α = αg = 1− αl and the barotropic result of ∂ρ = 1
c2 ∂p.

αg
c2g

∂pg
∂t

+ ρg
∂α

∂t
+ αgug

c2g

∂pg
∂x

+ ρgug
∂α

∂x
+ αgρg

∂ug
∂x

= 0

αl
c2l

∂pl
∂t
− ρl

∂α

∂t
+ αlul

c2l

∂pl
∂x
− ρlul

∂α

∂x
+ αlρl

∂ul
∂x

= 0

αgρg
∂ug
∂t

+ αg
∂pg
∂x

+ αgρgug
∂ug
∂x

= Fg

αlρl
∂ul
∂t

+ αl
∂pg
∂x

+ αlρlul
∂ul
∂x

+ αlσz
∂3α

∂x3 = Fl

(3.19)

Because we do not want to obtain cross-derivatives as ∂
∂t

∂2

∂x2 , let us approximate ∂pl

∂t = ∂pg

∂t . In this case, if we

have U =
(
pg α ug ul

)t
, then we can write


αg

c2
g

ρg 0 0
αl

c2
l

−ρl 0 0
0 0 αgρg 0
0 0 0 αlρl

 ∂U

∂t
+


αgug

c2
g

ρgug αgρg 0
αlul

c2
l

−ρlul 0 αlρl

αg 0 αgρgug 0
αl 0 0 αlρlul

 ∂U

∂x
+


0 0 0 0
0 0 0 0
0 0 0 0
0 αlσz 0 0

 ∂3U

∂x3 =


0
0
Fg

Fl


(3.20)

So we can rewrite it in a compact matrix equation:

Dt
∂U

∂t
+D1

∂U

∂x
+D2

∂2U

∂x2 +D3
∂3U

∂x3 +D0 = 0 (3.21)

Dt =


αg

c2
g

ρg 0 0
αl

c2
l

−ρl 0 0
0 0 αgρg 0
0 0 0 αlρl

 (3.22)
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D1 =


αgug

c2
g

ρgug αgρg 0
αlul

c2
l

−ρlul 0 αlρl

αg 0 αgρgug 0
αl 0 0 αlρlul

 (3.23)

D2 = 0 (3.24)

D3 =


0 0 0 0
0 0 0 0
0 0 0 0
0 αlσz 0 0

 (3.25)

D0 =


0
0
Fg

Fl

 (3.26)

This is an example of how one gets a third order partial differential equation. This represents a whole new
problem compared to what we had before. So the ill- or well-posedness rely on a different type of analysis. This
type of analysis is not the scope of this thesis work, so the reader could refer to Fullmer et al. [8] for instance for
further investigation. However, even if this technique formally brings well-posedness no matter how small the higher
order derivatives value is, we have to recall that the ill-posedness is still a concern numerically. The approximations
that transform the theoretical set of equations into a numerical system that gets solved may give a negligible value
to the term that was supposed to cure the ill-posedness. The manual of nuclear code RELAP5 [4] recalls it well in
its Semi-Implicit Scheme Difference Equations section.

3.3 Modification of matrix A by considering the interfacial pressure
and the virtual mass

In this work, we will consider curing the ill-posedness of the two-fluid model by considering interfacial forces. So
we will consider both the interfacial pressure and the virtual mass.

Let us start from the equation Mt
∂U
∂t + Mx

∂U
∂x = S and let us use an extended expression for S, that is to say

for Fg and Fl.
We explained that Fg and Fl contain many different forces, but the most interesting ones are those which contain

derivatives of the variables. So we will split the interfacial forces F p and F vm out of the rest of the forces F ′:

Fg = F pg + F vm
g + F ′g

Fl = F pl + F vm
l + F ′l

(3.27)

We already saw a full expression of the interfacial forces:

F pg = −∆P ∂αg
∂x

F pl = −F pg
(3.28)

F vm
g = −Cvm

((
∂ug
∂t

+ ug
∂ug
∂x

)
−
(
∂ul
∂t

+ ul
∂ul
∂x

))
F vm
l = −F vm

g

(3.29)
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We can use these expressions in the equation Mt
∂U
∂t +Mx

∂U
∂x = S, where U =

(
pg α ug ul

)t
. The source

term column vector S of the equation can be rewritten as the following:

S =


0
0
Fg

Fl

 =


0 0 0 0
0 0 0 0
0 0 −Cvm Cvm
0 0 Cvm −Cvm

 ∂U

∂t
+


0 0 0 0
0 0 0 0
0 −∆P −Cvmug Cvmul
0 ∆P Cvmug −Cvmul

 ∂U

∂x
+


0
0
F ′g

F ′l

 (3.30)

S = Nt
∂U

∂t
+Nx

∂U

∂x
+ S′ (3.31)

So the matrix problem becomes

Mt
∂U

∂t
+Mx

∂U

∂x
= Nt

∂U

∂t
+Nx

∂U

∂x
+ S′ (3.32)

(Mt −Nt)
∂U

∂t
+ (Mx −Nx)∂U

∂x
= S′ (3.33)

This is the fully developed equation:
αg

c2
g

ρg 0 0
αl

c2
l

−ρl 0 0
0 0 αgρg + Cvm −Cvm
0 0 −Cvm αlρl + Cvm

 ∂U

∂t

+


αgug

c2
g

ρgug αgρg 0
αlul

c2
l

−ρlul 0 αlρl

αg ∆P αgρgug + Cvmug −Cvmul
αl −∆P −Cvmug αlρlul + Cvmul

 ∂U

∂x
=


0
0
F ′g

F ′l


(3.34)

The problem is now written in the following simplified form:

B
∂U

∂t
+ C

∂U

∂x
= S′ (3.35)

B and C are square matrices of dimension 4. U and S′ are column vectors of dimension 4.
The matrix B is invertible. Therefore, we can multiply the equation 3.35 on the left by B−1.

∂U

∂t
+B−1C

∂U

∂x
= B−1S′ (3.36)

Let us define A = B−1C and S′′ = B−1S′. I get my very final matrix problem

∂U

∂t
+A

∂U

∂x
= S′′ (3.37)
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We can try to give a developed theoretical expression of A:

A =


ρlc

2
gc

2
l

αgρlc2
l
+αlρgc2

g

ρgc
2
gc

2
l

αgρlc2
l
+αlρgc2

g
0 0

αlc
2
g

αgρlc2
l
+αlρgc2

g

−αgc
2
l

αgρlc2
l
+αlρgc2

g
0 0

0 0 Cvm+αlρl

αgρgαlρl+Cvm(αgρg+αlρl)
Cvm

αgρgαlρl+Cvm(αgρg+αlρl)

0 0 Cvm
αgρgαlρl+Cvm(αgρg+αlρl)

Cvm+αgρg

αgρgαlρl+Cvm(αgρg+αlρl)



·


αgug

c2
g

ρgug αgρg 0
αlul

c2
l

−ρlul 0 αlρl

αg ∆P αgρgug + Cvmug −Cvmul
αl −∆P −Cvmug αlρlul + Cvmul



(3.38)

In order to get a more compact expression, let us introduce two subsidiary symbols. Let γ2 = c2
gc

2
l

αgρlc2
l
+αlρgc2

g
(in

fact, γ2 was already used in equation 2.15) and let µ = (αgρgαlρl + Cvm(αgρg +αlρl))−1. As Cvm > 0, µ does not
diverge to +∞ and I get the following simplification:

A =


γ2ρl γ2ρg 0 0
γ2 αl

c2
l

−γ2 αg

c2
g

0 0
0 0 µCvm + µαlρl µCvm
0 0 µCvm µCvm + µαgρg



·


αgug

c2
g

ρgug αgρg 0
αlul

c2
l

−ρlul 0 αlρl

αg ∆P αgρgug + Cvmug −Cvmul
αl −∆P −Cvmug αlρlul + Cvmul


(3.39)

Multiplying out does not give an easier expression, however we can notice that when ∆P = 0 and Cvm = 0,
then we get the two-fluid model in its commonly used form again, and we conveniently have A = A0.

As a conclusion, we get the equation ∂U
∂t + A∂U

∂x = S′′ where U =
(
p α ug ul

)t
. Let us remember that

the matrix A is all but constant, since it depends on many variables. The model is not linear. Nonetheless, it can
be assumed as locally linear to the first order.

We recognize here our Cauchy problem which may or may not be well-posed. A good way to measure the
hyperbolicity is to use the numerical hyperbolicity we defined earlier. If we write the eigenvalues of A as sp(A) =
{λ1, λ2, λ3, λ4}, then we can use the same definition for H as before:

H(A) = 1− 1
4

4∑
i=1

|=(λi)|
|λi|

(3.40)

The matrix A is not only a function of (p, α, ug, ul) as A0 was, but also of the couple (∆P,Cvm). So we will write
A = A ((p, α, ug, ul), (∆P,Cvm)). Similarly, the numerical hyperbolicity is also a function of the same variables.

H = H ((p, α, ug, ul), (∆P,Cvm)) (3.41)

Here again it will be useful to see the value of H, since when it is equal to 1, it will mean that the problem is
well-posed.
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3.4 Limits of current implementations

In the literature, as Ndjinga et al. recall [13], some have already tried to solve the non-hyperbolicity problem by
considering interfacial forces. The four cases that we will compare are the following:

• ∆P = 0 and Cvm = 0, that is to say the two-fluid model in its commonly used form.

• ∆P = ρg(ug − ul)2 and Cvm = 0.

• ∆P = (1 + ε)∆Pc = (1 + 0.01) αgαlρgρl

αgρl+αlρg
(ul − ug)2 and Cvm = 0.

• ∆P = 0 and Cvm = 1
2αgαl(αgρg + αlρl), which we will refer to as the “bubble-type Cvm”.

To make a consistent comparison, we will consider again our BWR pressure problem characterized by (p, αg, ug, ul) =
(76bar, 0.5, 500ms−1, 20ms−1). I then get the following hyperbolicities:

• ∆P = 0 and Cvm = 0 ⇒ H = 0.64

• ∆P = ρg(ug − ul)2 = 92bar and Cvm = 0 ⇒ H = 1

• ∆P = (1 + ε)∆Pc = 44bar and Cvm = 0 ⇒ H = 0.76

• ∆P = 0 and Cvm = 1
2αgαl(αgρg + αlρl) = 48.08 kg m−3 ⇒ H = 0.79

These results are gathered in Table 3.4, still for our conditions (p, αg, ug, ul) = (76bar, 0.5, 500ms−1, 20ms−1). We
can notice that three corrections out of four do not restore the hyperbolicity. Only ∆P = ρg(ug − ul)2 ensures a
hyperbolic problem.

∆P 0 ρg(ug − ul)2 = 92bar (1 + ε)∆Pc = 44bar 0
Cvm 0 0 0 1

2αgαl(αgρg + αlρl) = 48.08 kg m−3

H 0.64 1 0.76 0.79

Table 3.1: Numerical hyperbolicity for different choices of (∆P,Cvm)

Like we did earlier in section 2.4, we can plot the numerical hyperbolicity H as a function of the void fraction
α and as a function of the relative velocity ∆v2

c2
g
. This is shown in dark blue respectively in Figures 3.1 and 3.2.

The label “Two-fluid model. . . ” stands for “Two-fluid model in its commonly used form” and “bubble-type Cvm”
stands for Cvm = 1

2αgαl(αgρg + αlρl).
With those two figures, we can see again that the two-fluid model in its commonly used form is ill-posed.

Additionally, we can see that the correction

(∆P,Cvm) =
(

0, 1
2αgαl(αgρg + αlρl)

)
(3.42)

in cyan falls short to ensure a numerical hyperbolicity equal to 1 on the whole domain. Similarly, the correction

(∆P,Cvm) =
(

(1 + ε)∆Pc = (1 + 0.01) αgαlρgρl
αgρl + αlρg

(ul − ug)2, 0
)

(3.43)

in red also falls short for values of α close to 0 and α > 0.3 (Figure 3.1). In other words, both corrections are
insufficient.

On the contrary, the correction (∆P,Cvm) =
(
ρg(ug − ul)2, 0

)
in green seems sufficient to cure the ill-posedness

of the problem. Indeed, Ndjinga et al. show in their article [13] that this is true. Nevertheless, the main problem
is that this correction diverges to +∞ when the relative velocity ∆v2

c2
g

becomes larger. More precisely, it can be
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Figure 3.1: Numerical hyperbolicity as a function of void fraction, for different corrections

shown that this correction is, in most cases, unnecessarily too large. It is true that the expression of this correction
is simple, however the numerical result is a number that is much larger than the physical pressure. As an example,
when |ug − ul| = cg with a pressure of p = 76bar, we obtain ∆P = ρg(ug − ul)2 = 94.740bar which is a high value
compared to p. So this correction does work but is not necessarily just a small correction. It would be better to
find a more appropriate one.
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Figure 3.2: Numerical hyperbolicity as a function of relative velocities, for different corrections
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Chapter 4

Analysis of differential terms in order to
ensure hyperbolicity

4.1 Optimally restoring the hyperbolicity with interfacial pressure
only

We see that the hyperbolicity depends largely on the inclusion in our model of the interfacial pressure force,
proportional to the ∆P factor [6]. Let us study the influence of the interfacial pressure separately from the one of the
virtual mass. For Cvm = 0, if ∆P = 0, then the problem is not hyperbolic. On the contrary, for ∆P = ρg(ug−ul)2,
Ndjinga et al. [13] showed that the problem is always hyperbolic, independently of the (p, αg, ug, ul) conditions.
We may be tempted in choosing this last value and generalizing it. However, this correction is too large. In other
words, if we include a force that is excessively large, we may push ourselves away from physical reality.

Therefore, this is an optimization problem. We are searching here a value for ∆P that ensures hyperbolicity,
but that in the same time is as small as possible, in the context of Cvm = 0. This value depends on the flow
conditions, that’s why we will call it ∆Poptimal = ∆Poptimal(p, α, ug, ul). In a logical language, we would write it
like the following:

∆Poptimal = min
0≤∆P≤ρg(ug−ul)2

{∆P|H(p, α, ug, ul,∆P,Cvm = 0) = 1} (4.1)

The result of this optimization problem 4.1 is a numerical pressure value for each set of (p, αg, ug, ul) conditions.
For instance, ∆Poptimal(p = 76bar, α = 0.5, ug = 500ms−1, ul = 20ms−1) = 59.830bar.

We can plot the value of ∆Poptimal as a function of one of the parameters, considered as a variable. Figure 4.1
represents ∆Poptimal as a function of the void fraction α for a BWR pressure, ug = 500ms−1 and ul = 20ms−1.
As expected, ∆Poptimal is equal to 0 in the cases of a single-fluid flow, that is to say when α = 0 or α = 1. No
correction is needed in those cases. However, for all the other cases (α ∈]0, 1[), we need a correction to ensure
hyperbolicity so ∆Poptimal > 0.

Similarly, and as we did for H in 2.4, we can plot ∆Poptimal as a function of the relative velocity ∆v. Here,
for more readable results, we will represent ∆Poptimal as a function of ∆v2

c2
g

in the usual set of conditions (p =
76bar, α = 0.5, ul = 20ms−1) with figure 4.2.

Now, as we did for the numerical hyperbolicity H, we can try to have a better visualization of the dependency
of ∆Poptimal on both the void fraction and the relative velocity. This gives a 3D plot of ∆Poptimal as a function
of α and to ∆v2

c2
g
. The set of conditions for figure 4.3 is (p, ul) = (76 bar, 20ms−1). Here again we can see that

for large enough relative velocities, no correction is needed and hence the minimal interfacial pressure that ensures
hyperbolicity is just simply 0.

It is important to stress the fact that this correction is the minimal and optimal one. It is not necessarily the
most physical one or the easiest one to calculate. Especially, we can compare it to the expression ∆P = ρg(ug−ul)2.
The latter expression always ensures the hyperbolicity of the problem, however it is probably unnecessarily large.
In particular, for large relative velocities, ∆P = ρg∆v2 diverges to +∞, whereas no correction is needed. Therefore
it is possible to say that the values we found of ∆Poptimal may be more realistic in those cases. At least ∆Poptimal
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Figure 4.1: Minimal hyperbolicity-ensuring interfacial pressure as a function of void fraction

makes the corrected model as close to the commonly used two-fluid model as possible.
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Figure 4.2: Minimal hyperbolicity-ensuring interfacial pressure as a function of relative velocity

Figure 4.3: ∆Poptimal (in Pa) as a function of void fraction and relative velocity
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4.2 Optimally restoring the hyperbolicity with virtual mass only

This time we want to study the influence of the virtual mass on the hyperbolicity, in the absence of any interfacial
pressure. So here again, we have an optimization problem, as we already encountered for ∆P in 4.1. In the context
of ∆P = 0, we see that the bigger Cvm, the bigger the hyperbolicity H. At the same time, we would like to
keep the virtual mass coefficient as small as possible, with a view to keeping the model as close to the common
expression of the two-fluid model as possible. The best value depends on the flow conditions, so we will call it
Cvmoptimal = Cvmoptimal(p, α, ug, ul). The expression in a logical language would be as follows:

Cvmoptimal = min
0≤Cvm

{Cvm|H(p, α, ug, ul,∆P = 0,Cvm) = 1} (4.2)

After calculation, the value of Cvmoptimal in the case of (p, αg, ug, ul) = (76bar, 0.5, 500ms−1, 20ms−1) is
Cvmoptimal = 367.26 kg m−3.

As we have done before, we can study the dependency of Cvmoptimal as a function of the void fraction α. Figure
4.4 shows Cvmoptimal for the set of conditions of a BWR pressure, ug = 500ms−1 and ul = 20ms−1. What we can

Figure 4.4: Minimal hyperbolicity-ensuring virtual mass as a function of void fraction

see in figure 4.4 is a little more complex than what we had found for ∆Poptimal in figure 4.1. Indeed, there exist
two zones, marked by the red vertical lines, where it is not possible to find a value for Cvmoptimal. The formula
4.2 would give Cvmoptimal = +∞, so this means that no matter how large Cvm is, if the void fraction is either too
small or too large, then it is not possible to get a hyperbolic problem just by adding the virtual mass force to the
two-fluid model. Cvmoptimal exists only for α larger than 0.269 and smaller than 0.802. In the remaining cases, one
has to use another correction than the virtual mass.

Similarly, we can plot Cvmoptimal as a function of the relative velocity and get figure 4.5 for (p = 76 bar, α =
0.5, ul = 20ms−1). Here again, there is a zone marked by a red vertical line where it is not possible to find a non-
infinite value for Cvmoptimal. If ∆v2

c2
g

is smaller than 0.82036, then it is not possible to make this BWR-pressured
problem hyperbolic with the help of virtual mass only.
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Figure 4.5: Minimal hyperbolicity-ensuring virtual mass as a function of relative velocity

For better visualization, we can show the 3D plot of Cvmoptimal as a function of both the void fraction and the
relative velocity in the case of (p = 76 bar, ul = 20ms−1). This leads to figure 4.6. For visualization purposes, we
chose to represent any value greater than or equal to 360 kg m−3 as equal to 360 kg m−3. This permits not to have
a wall shaped plot but rather a plateau. We can clearly see on figure 4.6 that we get a garnet-colored plateau for
the regions where the void fraction is close to 0 or 1 and/or where the relative velocity is too small. This region
includes the area where virtual mass cannot ensure real and distinct eigenvalues, however large its value may be.
But we can also see the deep blue-colored region, where Cvmoptimal is equal to zero and where no correction is
needed.

One may wonder why, on those graphs, Cvmoptimal is not equal to 0 in the cases where the model is already
supposed to be hyperbolic: when α = 0, when α = 1 and finally when ∆v2

c2
g

= 0. The explanation is not easy since
it appeals to the notion of “evanescent phases”. The evanescence of a phase is the phenomenon of disappearance of
one phase out of the initial two, due to either total evaporation or total condensation. This phenomenon is out of
the scope of the thesis, but the curious reader will be able to find more information by referring to the appendix
E.1 analysing one-phase flows and also to Saleh’s work [16].
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Figure 4.6: Cvmoptimal (in kg m−3) as a function of void fraction and relative velocity

4.3 Combination of corrections

4.3.1 Objective, comparison and normalization

In the previous section we have seen that introducing interfacial forces in the two-fluid model equations could help
make them hyperbolic. Additionally, we have seen that I could find a minimum value for ∆P, called ∆Poptimal,
such that the problem is hyperbolic but ∆P is not unreasonnably large. ∆Poptimal is then a function of the flow
conditions (p, α, ug, ul). We have also defined in the same manner Cvmoptimal which is the minimum virtual mass
coefficient to have a well-posed problem. However, we noticed that Cvmoptimal was not always defined, depending
on the conditions.

At this point, it would be interesting to have a method to know which of the two suggested corrections is the
correct one. As a way of determining it, we can pick up the correction that is the smallest one, which can be
interpreted as the most physical one. To do this we have to compare the numerical value of the two corrections.

Nonetheless it is not possible to compare the two forces F p and F vm directly because of their expression:

F pg = −∆P ∂αg
∂x

F vm
g = −Cvm

((
∂ug
∂t

+ ug
∂ug
∂x

)
−
(
∂ul
∂t

+ ul
∂ul
∂x

)) (4.3)

We do have a numerical value for ∆P, Cvm, ug and ul, but we do not have a numerical value for the derivatives
∂αg

∂x , ∂ug

∂t and ∂ul

∂t since we are considering only a time t0 and a position x0. So we do not have a value in N m−3

for the two forces; direct comparison is not possible.
As a consequence it would be interesting to compare the two coefficients we studied in the previous section, ∆P

and Cvm. However, here direct comparison is not possible either. This is not because we do not have the numerical
values, but rather because the two factors are of different dimensions (a volumetric pressure and a volumetric mass,
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respectively).
In order to make a consistent comparison, I suggest to normalize them, to get non-dimensional values. Let us

define the normalized interfacial pressure, ∆Pnorm, as the interfacial pressure divided by the ambient pressure:

∆Pnorm = ∆P
p

(4.4)

And let us define the normalized virtual mass coefficient, noted Cvmnorm, as the ratio of the virtual mass coefficient
by the volumetric masses of the fluids:

Cvmnorm = Cvm
αgρg + αlρl

(4.5)

In a similar manner, we can define ∆Pnorm
optimal and Cvmnorm

optimal so that they are both non-dimensional numbers, thus
comparable. That way we can determine which force may be the smallest correction.

4.3.2 Choice of minimal optimal correction, definition of the aggregated correction

The idea is, for each set of (p, α, ug, ul) conditions, to identify the smallest correction between the interfacial pressure
and the virtual mass. The choice is made by taking the force associated with the smallest factor between ∆Pnorm

optimal

and Cvmnorm
optimal. If Cvmnorm

optimal = +∞ (or better said: is not defined), then we obviously take ∆Pnorm
optimal.

Figure 4.7 shows both ∆Pnorm
optimal (in green) and Cvmnorm

optimal (in blue) on the same graph, as functions of the
relative velocity ∆v2

c2
g
. The conditions are those of a BWR pressure (76bar), α = 0.5 and ul = 20ms−1.

Figure 4.7: ∆Pnorm
optimal and Cvmnorm

optimal as a function of relative velocity

We can easily distinguish four zones, depending on the horizontal coordinate ∆v2

c2
g
:

1. From 0 to 0.82036, Cvmnorm
optimal is infinite. So we have to choose the interfacial pressure as the minimal

correction.
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2. From 0.82036 to 1.0013, Cvmnorm
optimal is defined but still larger than ∆Pnorm

optimal. So we still choose the interfacial
pressure as the minimal correction.

3. From 1.0013 to 2.5928, ∆Pnorm
optimal is actually larger than Cvmnorm

optimal. So we now choose the virtual mass as
the minimal correction.

4. For any ∆v2

c2
g

larger than 2.5928, both ∆Pnorm
optimal and Cvmnorm

optimal are equal to zero. No correction is needed
at this point.

To summarize those results as a single number, it seemed useful to me to introduce an aggregated correction
which I will write as AC . That would be a non-dimensional number equal to the minimum between ∆Pnorm

optimal and
Cvmnorm

optimal.
AC (p, α, ug, ul) = min(∆Pnorm

optimal(p, α, ug, ul),Cvmnorm
optimal(p, α, ug, ul), 0) (4.6)

For further explanations, I find easier to introduce also a weight factor η ∈ [0, 1] to give an equivalent definition
of AC .

AC (η) = η∆Pnorm
optimal + (1− η)Cvmnorm

optimal (4.7)

Then we minimize AC (η) knowing that η ∈ [0, 1]. As a matter of fact, it results in only three cases.

• η = 0, which means that AC = Cvmnorm
optimal and we choose the virtual mass.

• η = 1, which means that AC = ∆Pnorm
optimal and we choose the interfacial pressure.

• η is not defined since we don’t need any correction. The problem is already hyperbolic with (∆P,Cvm) = (0, 0).
By convention we will take AC = 0 in this particular case.

So if we fix two parameters (p and ul for instance), we then can divide the (α, ∆v2

c2
g

) space into three regions.
Figure 4.8 represents this division into three regions for p = 76bar and ul = 20ms−1.

The red region on the left is the one where η = 1 and the interfacial pressure is preferred. The blue region in the
middle is where the weight factor η is equal to 0 and the virtual mass is the smaller correction. Finally the yellow
region on the right is the region where no correction is needed at all, so the weight factor is not really defined.

4.3.3 The aggregated correction as a criteria rather than a tool for computation

I introduced earlier AC as AC (η) = min(∆Pnorm
optimal,Cvmnorm

optimal, 0). So it is alternatively equal to ∆Pnorm
optimal, to

Cvmnorm
optimal or to 0. When we plot it in 3D as a function of α and ∆v2

c2
g
, we see that this change from one value to

another can be quite abrupt. Figure 4.9 shows this 3D plot with our usual values of (p, ul) = (76bar, 20ms−1).
The graph of AC is continuous everywhere, however it is not smooth at the junction lines. In particular the local

maximums of the graph have the shape of a spike. Therefore it may bring calculation artefacts if used exactly that
way in nuclear codes, because codes are not resistant to discontinuities in parameters. So the aggregated correction
should not be used directly as a tool for computation.

In fact, the aggregated correction is to be interpreted as a boundary, as a criteria. If we decide to solve the
non-hyperbolicity problem by adding interfacial forces, then the correction has to be at least greater than the
aggregated correction given in figure 4.9. If the correction is smaller, then it does not fulfil its role and it should
be rejected. Furthermore, a realistic correction, if it aims at being as little as possible, should be close to the
aggregated correction we calculated here. This is why AC can play the role of a comparison criteria to characterize
corrections.
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Figure 4.8: η zones as a function of void fraction and relative velocity

Figure 4.9: Aggregated correction as a function of void fraction and relative velocity
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Chapter 5

Conclusions

5.1 Possible use of this work

In this work, I was able to introduce a few new tools, like the numerical hyperbolicity H, the normalized optimal
interfacial pressure ∆Pnorm

optimal, the normalized optimal virtual mass coefficient Cvmnorm
optimal, the aggregated correction

AC (η) and its associated weight factor η. We have seen that they are useful to make the initial Cauchy problem of
two-phase flows be well-posed.

Though, there may be some limits to these notions and some may question them. We will try to address the
main one.

An eventual criticism would be that the proposed correction, especially the aggregated correction AC (η), is not
very physical. It does not represent a real force but is rather abruptly alternating between two interfacial forces.
In nature, we would expect to have a mix of the two forces and not just the one that is the most mathematically
convenient at that precise moment. As a consequence, this is why figure 4.9 representing AC (η) as a function of
both the void fraction and the relative velocity is such a non-smooth graph with very acute edges.

Let us start again from the beginning: the two-fluid model in its commonly used form. This model is by itself,
before considering any additional forces, not physically accurate. As it is ill-posed, it may have multiple solutions
and it is reasonable to say that this does not happen in nature. From one set of initial conditions and boundary
conditions at time t, we should obtain a unique state at time t+ δt for our mechanical system. However, we should
not totally reject the two-fluid model in its commonly used form simply because it is not physical. It just means
that it is essential we try to improve it.

Furthermore, not only is the two-fluid model not physical, but also the currently-used corrections are not very
physical. What is done nowadays in nuclear codes is adjusting the parameters of the codes in order to get results
that are similar to previously made experiments for the most common conditions. Then we assume that the code
is able to predict results for conditions we have not experimented yet. This is not an unreasonable reasoning as it
gave us good models and then results. However, the means to get those models and results are not very physical;
it would be preferable to have a good model in the beginning with physically realistic corrections.

Finally, we can acknowledge that the aggregated correction AC (η) is not very physical. This eventual criticism
is correct. That is why I introduced it not as the representation of an interfacial force, but rather as a criteria. It
shows how large a corrective force should be to ensure hyperbolicity. Nonetheless, in further work, it should be
possible to improve it to give more physical consistency based on this criteria.

5.2 Possible continuation for further work

It would be interesting to continue this work, for instance as a PhD thesis, to respond to the limits and improve
the model.

First, there is one interrogation that did not really get answered. When we perform my analysis as a function
of speeds, we see that it is better to analyse them as a function of relative velocities. We see that those results do
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not depend on ug or ul individually but only on (ug − ul). Hence the dependence on ∆v2

c2
g
. It would be a little more

satisfying to not only give an experimental proof of that, which we already did, but also an analytical demonstration
of the property.

Furthermore and more importantly, as we saw in the last section, AC (η) is not physical by itself because it is a
criteria. Let us recall its formula:

AC (η) = η∆Pnorm
optimal + (1− η)Cvmnorm

optimal (5.1)

Because of the definition of the aggregated correction as a minimal correction, η is either 0 or 1, and this is where
the aggregated correction loses its physicality. So we would want to make a better and smoother mix between ∆P
and Cvm, typically by giving η other values between 0 and 1. This could be done by not restraining ∆Pnorm and
Cvmnorm to their optimal value. So we could further study a new aggregated correction AC ′(η) which formula
would be as follows:

AC ′(η) = η∆Pnorm + (1− η)Cvmnorm (5.2)

AC ′(η) would be the result of an optimization problem and would be as small as possible. Here what remains to
be done is give a proper way to determine the value of ∆P and Cvm, since they are not necessarily optimal. If we
do this, we can get a real physical force that can ensure hyperbolicity.

F (η) = ηF p + (1− η)F vm (5.3)

Moreover, to better respond to the eventual criticism described in 3.1 about the importance of curing the ill-
posedness of the Cauchy problem, it would be valuable to define a quantification of the uncertainty related to
hyperbolicity. In particular, one could quantify how much uncertainty is kept in the two-fluid model when we do
not ensure the hyperbolicity, and how much uncertainty is removed when taking into account the interfacial forces,
like the interfacial pressure, the virtual mass force and any combination of both. That would probably be a good
proof of how fundamental the well- or ill-posedness of the problem is.

Last, an ambitious continuation for this work would be to redesign a nuclear code by adding the results of
this thesis. A possible work flow to design such a code would start with less complex systems already studied by
experiments, and then continue with representing complex systems. Of course, the code should take the interfacial
forces discussed above into account. The value of the new factors, namely ∆P, Cvm and/or η, would be either
stored in a database with (p, α, ug, ul) as entries, or calculated numerically every time with an optimization problem,
or calculated with a simple algebraic formula, comparable to those in 3.2.2 and 3.2.3.

5.3 Final conclusion

The two-phase flow models are Cauchy problems where, except for some specific cases, the numerical hyperbolicity
H is different from 1. Therefore we have neither a unique solution to the problem nor definite space-convergence
for current nuclear codes. For the next generation of codes, we have to take into account the interfacial forces to
ensure hyperbolicity. A good criteria to determine what value those forces should be is the aggregated correction
AC. This tool shows the regions in the (p, α, ug, ul) space where the interfacial pressure is preferred and where the
virtual mass is preferred, or where a new combination could be designed.
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Appendix A

Atmospheric and PWR pressure
hyperbolicity

This appendix shows the same graphs as in the thesis, but for other pressure conditions: atmospheric pressure
of 1.0132bar and PWR pressure of 155bar. The other conditions are still (α, ug, ul) = (0.5, 500ms−1, 20ms−1)
whenever that is possible.

A.1 Atmospheric pressure

Figure A.1: Numerical hyperbolicity as a function of void fraction, for different corrections
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Figure A.2: Numerical hyperbolicity as a function of relative velocity, for different corrections

Figure A.3: Numerical hyperbolicity as a function of void fraction and relative velocity, for the two-fluid model in
its commonly used form
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A.2 PWR pressure

Figure A.4: Numerical hyperbolicity as a function of void fraction, for different corrections
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Figure A.5: Numerical hyperbolicity as a function of relative velocity, for different corrections

Figure A.6: Numerical hyperbolicity as a function of void fraction and relative velocity, for the two-fluid model in
its commonly used form
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Appendix B

Optimal interfacial pressure for
atmospheric and PWR pressures

B.1 Atmospheric pressure

Figure B.1: Minimal hyperbolicity-ensuring interfacial pressure as a function of void fraction
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Figure B.2: Minimal hyperbolicity-ensuring interfacial pressure as a function of relative velocity

Figure B.3: ∆Poptimal (in Pa) as a function of void fraction and relative velocity
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B.2 PWR pressure

Figure B.4: Minimal hyperbolicity-ensuring interfacial pressure as a function of void fraction
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Figure B.5: Minimal hyperbolicity-ensuring interfacial pressure as a function of relative velocity

Figure B.6: ∆Poptimal (in Pa) as a function of void fraction and relative velocity
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Appendix C

Optimal virtual mass for atmospheric
and PWR pressures

C.1 Atmospheric pressure

Figure C.1: Minimal hyperbolicity-ensuring virtual mass as a function of void fraction
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Figure C.2: Minimal hyperbolicity-ensuring virtual mass as a function of relative velocity

Figure C.3: Cvmoptimal (in kg m−3) as a function of void fraction and relative velocity
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C.2 PWR pressure

Figure C.4: For these conditions, Cvm cannot ensure hyperbolicity, whatever the value of α, hence a blank graph
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Figure C.5: Minimal hyperbolicity-ensuring virtual mass as a function of relative velocity

Figure C.6: Cvmoptimal (in kg m−3) as a function of void fraction and relative velocity
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Appendix D

Aggregated correction for atmospheric
and PWR pressures

D.1 Atmospheric pressure

Figure D.1: ∆Pnorm
optimal and Cvmnorm

optimal as a function of relative velocity
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Figure D.2: ∆Pnorm
optimal and Cvmnorm

optimal as a function of relative velocity, zoom on the origin

Figure D.3: η zones as a function of void fraction and relative velocity
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Figure D.4: Aggregated correction as a function of void fraction and relative velocity
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D.2 PWR pressure

Figure D.5: ∆Pnorm
optimal and Cvmnorm

optimal as a function of relative velocity
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Figure D.6: η zones as a function of void fraction and relative velocity

Figure D.7: Aggregated correction as a function of void fraction and relative velocity
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Appendix E

Three particular cases with unique
solution

The purpose of this appendix is to examine three simpler cases where we could have a unique solution:

1. One-phase flow, as a particular case of the two-fluid flow

2. Steady flow

3. α constant and uniform

In each one of those cases, we will set Fg = Fl = 0 to see if the case presents a unique solution without any
additional force.

E.1 One-phase flow

A one-phase flow is a flow where there is either only gas (α = 1 and αl = 0) or only liquid (α = αg = 0). In those
cases, two equations out of four become trivially 0 = 0. So if i is the phase that is present and for which αi = 1,
then we get the following symbolically equivalent form:

∂

∂t
(αiρi) + ∂

∂x
(αiρiui) = 0

∂

∂t
(αiρiui) + ∂

∂x
(αiρiuiui) + αi

∂p

∂x
= Fi = 0

(E.1)

So if we simply write ρ = ρi and u = ui, we get

∂

∂t
(ρ) + ∂

∂x
(ρu) = 0

∂

∂t
(ρu) + ∂

∂x
(ρu2) + ∂p

∂x
= 0

(E.2)

This model is well known and we can show that there is a unique solution (p, u). If we expand the derivatives, we
get

∂ρ

∂t
+ u

∂ρ

∂x
+ ρ

∂u

∂x
= 0

u
∂ρ

∂t
+ ρ

∂u

∂t
+ u2 ∂ρ

∂x
+ 2uρ∂u

∂x
+ ∂p

∂x
= 0

(E.3)

If c is the speed of sound in the fluid, we can use the following substitutions:

∂ρ

∂t
= ∂ρ

∂p

∂p

∂t
= 1
c2
∂p

∂t

∂ρ

∂x
= ∂ρ

∂p

∂p

∂x
= 1
c2
∂p

∂x

(E.4)
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The substitution leads to
1
c2
∂p

∂t
+ u

c2
∂p

∂x
+ ρ

∂u

∂x
= 0

u

c2
∂p

∂t
+ ρ

∂u

∂t
+ u2

c2
∂p

∂x
+ 2uρ∂u

∂x
+ ∂p

∂x
= 0

(E.5)

This can be simplified into
∂p

∂t
+ u

∂p

∂x
+ ρc2

∂u

∂x
= 0

u
∂p

∂t
+ ρc2

∂u

∂t
+ (u2 + c2)∂p

∂x
+ 2uρc2 ∂u

∂x
= 0

(E.6)

Let us use the column vector U = (p u)t, which coordinates are the two unknowns of the problem.

(
1 0
u ρc2

)
∂

∂t

(
p

u

)
+
(

u ρc2

u2 + c2 2uρc2

)
∂

∂x

(
p

u

)
=
(

0
0

)
(E.7)

The first matrix is invertible, so we can multiply by that inverse:(
1 0
−u
ρc2

1
ρc2

)(
1 0
1 ρc2

)
∂U

∂t
+
(
u ρc2

1
ρ u

)
∂U

∂x
=
(

0
0

)
(E.8)

We can rewrite that as
∂U

∂t
+
(
u ρc2

1
ρ u

)
∂U

∂x
=
(

0
0

)
(E.9)

The characteristic polynomial of A =
(
u ρc2

1
ρ u

)
is χA(X) = X2− 2uX + (u2− c2) = (X − (u− c)) (X − (u+ c)).

Hence the eigenvalues of A are u− c and u+ c.
As we saw in 2.2, this problem E.9 is a Cauchy problem as soon as we add initial conditions to it. It is well-posed

if it is hyperbolic, that is to say if the eigenvalues of A are real and distinct. This is the case here, so we have
proven that the one-phase flow model leads to a unique solution (p u).

As a side note, let us remember that this calculation is true for flows with a unique fluid, but the results may
be different in the case of an “evanescent phase”. The evanescence of a phase is the phenomenon of disappearance
of one phase out of the initial two, due to either total evaporation or total condensation. In this case, it is hard to
ignore the two 0 = 0 equations because we lose all the information about the evanescent phase, for instance (p, u).
As this is not the scope of this thesis, the reader may refer for example to Saleh’s work [16] for further development.

E.2 Steady flow

A steady flow is a flow where the (p, α, ug, ul) state is constant, independent of time. In other words, ∂
∂t = 0. This

is different from the steady state because matter is still moving, the speed of each phase is not necessarily zero.
But the velocity fields remain constant. In this subsection, we want to investigate on the existence and uniqueness
of the steady flow.
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In this case, considering ∂
∂t = 0, the initial set for the two-fluid model

∂

∂t
(αgρg) + ∂

∂x
(αgρgug) = 0

∂

∂t
(αlρl) + ∂

∂x
(αlρlul) = 0

∂

∂t
(αgρgug) + ∂

∂x
(αgρgugug) + αg

∂p

∂x
= 0

∂

∂t
(αlρlul) + ∂

∂x
(αlρlulul) + αl

∂p

∂x
= 0

(E.10)

becomes
∂

∂x
(αgρgug) = 0

∂

∂x
(αlρlul) = 0

∂

∂x
(αgρgugug) + αg

∂p

∂x
= 0

∂

∂x
(αlρlulul) + αl

∂p

∂x
= 0

(E.11)

If we use the matrix notation with solution vector U = (p αg ug ul)t, then we can reuse the result of equation
2.10 from a previous derivation:

0∂U
∂t

+


αgug

c2
g

ρgug αgρg 0
αlul

c2
l

−ρlul 0 αlρl

αg 0 αgρgug 0
αl 0 0 αlρlul

 ∂U

∂x
= 0 (E.12)

Let us define

C =


αgug

c2
g

ρgug αgρg 0
αlul

c2
l

−ρlul 0 αlρl

αg 0 αgρgug 0
αl 0 0 αlρlul

 (E.13)

Then we have
C
∂U

∂x
= 0 (E.14)

∂U
∂x = 0 is obviously a solution. What we want is this solution to be unique, up to a constant equal to U(x = 0).
This is the case if and only if C is invertible, if and only if its determinant is non-zero.

We can find the determinant of C, noted as |C|:

|C| = αρlρ
2
gu

2
g + ρgα

2ρ2
l u

2
l + ρlα

3ρ2
gu

2
g − ρgα3ρ2

l u
2
l − 2ρlα2ρ2

gu
2
g

+ρgα
3ρ2

l u
2
gu

2
l

c2
g

− αρlρ
2
gu

2
gu

2
l

c2
l

− ρgα
2ρ2

l u
2
gu

2
l

c2
g

− ρlα
3ρ2

gu
2
gu

2
l

c2
l

+ 2ρlα
2ρ2

gu
2
gu

2
l

c2
l

(E.15)

We factorize a first time:

|C| = αρlρ
2
gu

2
g

(
1− u2

l

c2l

)
+ρgα

2ρ2
l u

2
l

(
1−

u2
g

c2g

)
+ρlα

3ρ2
gu

2
g

(
1− u2

l

c2l

)
−ρgα3ρ2

l u
2
l

(
1−

u2
g

c2g

)
+2ρlα2ρ2

gu
2
g

(
1− u2

l

c2l

)
(E.16)
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We factorize a second time:

|C| =
(

1− u2
l

c2l

)
(αρlρ2

gu
2
g + ρlα

3ρ2
gu

2
g − 2ρlα2ρ2

gu
2
g) +

(
1−

u2
g

c2g

)
(ρgα2ρ2

l u
2
l − ρgα3ρ2

l u
2
l ) (E.17)

We factorize a third time:

|C| =
(

1− u2
l

c2l

)
αρlρ

2
gu

2
g(1 + α2 − 2α) +

(
1−

u2
g

c2g

)
ρgα

2ρ2
l u

2
l (1− α) (E.18)

We can simplify the determinant into a final expression:

|C| =
(

1− u2
l

c2l

)
ρlρ

2
gu

2
gα(1− α)2 +

(
1−

u2
g

c2g

)
ρgρ

2
l u

2
l α

2(1− α) (E.19)

If α = 0 or α = 1, then we trivially have |C| = 0, which would imply the non-unicity. Let us exclude this case
for what follows since it is the particular exception of evanescent phases, as explained in subsection E.1.

In normal conditions, we have ug < cg and ul < cl. So
(

1− u2
g

c2
g

)
> 0 and

(
1− u2

l

c2
l

)
> 0. Therefore, as 0 < α < 1,

we get |C| > 0. In particular, |C| 6= 0.
So we have proven that for a reasonable set of conditions, there is one unique solution for the steady flow in the

two-fluid model. The equation becomes simply ∂U
∂x = 0 and U(x) = U(x = 0) is the solution.

E.3 α constant and uniform

As a final set of particular conditions, let us analyse the case where α is constant (∂α∂t = 0) and uniform (∂α∂x = 0).
Then the initial set of equations

∂

∂t
(αgρg) + ∂

∂x
(αgρgug) = 0

∂

∂t
(αlρl) + ∂

∂x
(αlρlul) = 0

∂

∂t
(αgρgug) + ∂

∂x
(αgρgugug) + αg

∂p

∂x
= 0

∂

∂t
(αlρlul) + ∂

∂x
(αlρlulul) + αl

∂p

∂x
= 0

(E.20)

becomes, after division by αg or αl,

∂

∂t
(ρg) + ∂

∂x
(ρgug) = 0

∂

∂t
(ρl) + ∂

∂x
(ρlul) = 0

∂

∂t
(ρgug) + ∂

∂x
(ρgugug) + ∂p

∂x
= 0

∂

∂t
(ρlul) + ∂

∂x
(ρlulul) + ∂p

∂x
= 0

(E.21)

α, αg and αl are not present in the equations any more, so we have four equations for three unknowns: p, ug
and ul. So the equations are not independent and could be inconsistent or redundant. Let us investigate whether
this is a problem to have any solution.

If we expand the derivative operators, we obtain the following:
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∂ρg
∂t

+ ug
∂ρg
∂x

+ ρg
∂ug
∂x

= 0

∂ρl
∂t

+ ul
∂ρl
∂x

+ ρl
∂ul
∂x

= 0

ug
∂ρg
∂t

+ ρg
∂ug
∂t

+ u2
g

∂ρg
∂x

+ ρg
∂u2

g

∂x
+ ∂p

∂x
= 0

ul
∂ρl
∂t

+ ρl
∂ul
∂t

+ u2
l

∂ρl
∂x

+ ρl
∂u2

l

∂x
+ ∂p

∂x
= 0

(E.22)

As ∂ρ
∂t = ∂ρ

∂p
∂p
∂t = 1

c2
∂p
∂t and ∂ρ

∂x = 1
c2
∂p
∂x , we get

1
c2g

∂p

∂t
+ ug
c2g

∂p

∂x
+ ρg

∂ug
∂x

= 0

1
c2l

∂p

∂t
+ ul
c2l

∂p

∂x
+ ρl

∂ul
∂x

= 0

ug
c2g

∂p

∂t
+ ρg

∂ug
∂t

+
u2
g

c2g

∂p

∂x
+ ∂p

∂x
+ ρg

∂u2
g

∂x
= 0

ul
c2l

∂p

∂t
+ ρl

∂ul
∂t

+ u2
l

c2l

∂p

∂x
+ ∂p

∂x
+ ρl

∂u2
l

∂x
= 0

(E.23)

This is equivalent to
∂p

∂t
+ ug

∂p

∂x
+ c2gρg

∂ug
∂x

= 0

∂p

∂t
+ ul

∂p

∂x
+ c2l ρl

∂ul
∂x

= 0

ug
c2g

∂p

∂t
+ ρg

∂ug
∂t

+
u2
g + c2g
c2g

∂p

∂x
+ 2ugρg

∂ug
∂x

= 0

ul
c2l

∂p

∂t
+ ρl

∂ul
∂t

+ u2
l + c2l
c2l

∂p

∂x
+ 2ulρl

∂ul
∂x

= 0

(E.24)

Let us apply three basic linear operations on the lines: L3 ← L3 − ug

c2
g
· L1, L4 ← L4 − ul

c2
l

· L2 and then
L2 ← L2 − L1 .

∂p

∂t
+ ug

∂p

∂x
+ c2gρg

∂ug
∂x

= 0

(ul − ug)
∂p

∂x
+ c2l ρl

∂ul
∂x
− c2gρg

∂ug
∂x

= 0

ρg
∂ug
∂t

+ ∂p

∂x
+ ugρg

∂ug
∂x

= 0

ρl
∂ul
∂t

+ ∂p

∂x
+ ulρl

∂ul
∂x

= 0

(E.25)

If we reorganize the lines, we get a clear set of equations with which we can easily work:

∂p

∂t
+ ug

∂p

∂x
+ c2gρg

∂ug
∂x

= 0

∂ug
∂t

+ 1
ρg

∂p

∂x
+ ug

∂ug
∂x

= 0

∂ul
∂t

+ 1
ρl

∂p

∂x
+ ul

∂ul
∂x

= 0

(ul − ug)
∂p

∂x
+ c2l ρl

∂ul
∂x
− c2gρg

∂ug
∂x

= 0

(E.26)
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If we define U =

 p

ug

ul

 , then the three first lines can be rewritten in a matrix form:

∂U

∂t
+

ug c2gρg 0
1
ρg

ug 0
1
ρl

0 ul

 ∂U

∂x
= 0 (E.27)

Let us define matrix M as

M =

ug c2gρg 0
1
ρg

ug 0
1
ρl

0 ul

 (E.28)

M is a dimension 3 matrix. We could calculate its three eigenvalues:

sp(M) = {ul, cg + ug, cg − ug} (E.29)

The eigenvalues are real and distinct, so as soon as we add initial conditions, this problem is a well-posed Cauchy
problem. This 3-dimensional problem has a unique (p, ug, ul) solution.

However we have not proven that the existence of a solution to the 4-dimensional problem E.26. But we have
proven that if the 4-dimensional problem has a solution, then the solution necessarily has to be the (p, ug, ul) we
just found. So once we find it, we just have to check whether the (p, ug, ul) solution is compatible with

(ul − ug)
∂p

∂x
+ c2l ρl

∂ul
∂x
− c2gρg

∂ug
∂x

= 0 (E.30)
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