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University of Nebraska, 2013
Adviser: Lynn Erbe and Allan Peterson

In this dissertation we develop certain aspects of the theory of discrete fractional
calculus. The author begins with an introduction to the discrete delta calculus to-
gether with the fractional delta calculus which is used throughout this dissertation.
The Cauchy function, the Green’s function and some of their important properties
for a ' order fractional boundary value problem for both the cases 0 < v < 1 and
1 < v < 2 are developed. This dissertation is comprised of four chapters. In the
first chapter we introduce the delta fractional calculus. In the second chapter we give
some preliminary definitions, properties and theorems for the fractional delta calculus
and derive the appropriate Green’s function and give some of its important proper-
ties. This allows us to prove some important theorems by using well-known fixed
point theorems. In the third chapter we study and prove various results regarding

the generalized fractional boundary value problem for the self-adjoint equation

Ay (pAz)(t) +q(t+v =Dzt +v—1) = [(1),

where 0 < v < 1 with Sturm-Liouville type boundary conditions. In the fourth
chapter we prove some theorems regarding the existence and uniqueness of positive

solution of a forced fractional equation with finite limit as ¢ goes to oco.
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Chapter 1

Introduction

In this introductory chapter we introduce the basic delta calculus which will be useful
for our later results. We refer to Kelley and Peterson [61] for more details. Frequently,

the functions we consider will be defined on a set of the form
N, :={a,a+1,a+2,---},
where a € R, or a set of the form
No = {a,a+1,a+2,---,b},

where a,b € R and b — a is a nonnegative integer.

Definition 1.0.1. Assume f : N’ — R, then if b > a we define the forward difference

operator A by
Af(t) = ft+1) = f(1)

fort € Nb1.



Definition 1.0.2. Assume f : N®° — R, then if b > a we define the forward jump
operator o by

ot)y=t+1

for t € NP1 It is often convenient to use the notation f° to denote the function

defined by the composition f o o, that is

f7@t) = (foo)(t) = flo(t)) = f(t +1),

fort € N°=1. Also, the operator A", n =1,2,3,--- is defined recursively by A" f(t) =
A(A™Lf(t)) for t € NP, where we assume the integer b — n > a. Finally, A°
denotes the identity operator, i.e., Af(t) = f(t). We will use the following well

known properties of the difference operator [61] throughout this dissertation.

Theorem 1.0.3. Assume f,g:N° — R and a, B € R, then fort € Nb~!

5. A(f)g(t) = [(a(t)Ag(t) + Af()g(t);

O N I ONIOTO
6. A <g<t>> = e

where in (6) we assume g(t) # 0, t € No~1

Next, we define the falling function.



Definition 1.0.4 (Falling Function). For n a positive integer we define the falling

function, t*, read t to the n falling, by
th=tt—-1({t—-2)---(t—n+1).

Also we define tY .= 1.

Theorem 1.0.5 (Power Rule). The following formula holds
At = n "L

form=0,1,2,---.

A very important (transendental) function in mathematics is the gamma function

which is defined as follows.

Definition 1.0.6 (Gamma Function). The gamma function is defined by

F(z):/ e ' tdt
0

for those complex numbers for which the real part of z is positive (it can be shown

that the above improper integral converges for all such z).

We will use the formula
['(z+1) =zI'(2) (1.0.1)

to extend the domain of the gamma function to all complex numbers z # 0, —1, -2, - - -

On this domain the gamma function is an analytic function. Also note that since it



can be shown that lirré II'(2)] = oo it follows from (1.0.1) that
z—r

lim [I'(z)] =00, n=0,1,2,---,

zZ——n

which is a fundamental property of the gamma function which we will use from time

to time. Another well known important consequence of (1.0.1) is that
'n+1)=n!, n=01,2,---.

Because of this, the gamma function is known as a generalization of the factorial
function.

Note that for n a positive integer

o= tt—1)-(t—n+1)
tt—1)---t—n+1)I{t—n+1)
I't—n+1)
I't+1)
I'(t—n+1)

Motivated by this above calculation, we extend the domain of the falling function

in the following definition.

Definition 1.0.7. The (generalized) falling function is defined by

D(t+1)

==
Lit—r+1)

for those values of t and r such that the right hand side of this equation makes sense.
We then extend this definition by making the common convention that t* = 0 when

t —r + 1 1s a nonpositive integer and t + 1 is not a nonpositive integer.



The motivation for the convention in Definition 1.0.7 is that whenever t —r + 1 is
a nonpositive integer and ¢ 4+ 1 is not a nonpositive integer, then

lim £ = lim [(s+1)

2T .
s—t s—t F(S —r+ 1)

In the cases when we use this convention, one should always verify what we con-
clude by taking an appropriate limit. This step will usually not be included in our
calculations.

Next we state and prove the generalized power rule.

Theorem 1.0.8 (Power Rules). The following power rules hold:

At +a)- = r(t +a)=L, (1.0.2)

and

Al — )" = —r(a — o(t))=2, (1.0.3)

whenever the expressions in these two formulas are well defined.

Note that when n > k£ > 0, the binomial coefficient is given by

(n) o n! _nn—1)---(n—k+1)  n*
k)" (n—k)kl k! S I(k+1)

Motivated by this we next define the (generalized) binomial coefficient as follows.

Definition 1.0.9. The (generalized) binomial coefficient (;) 15 defined by



for those values of t and r so that the right hand side is well defined.

From the definition and the power rules, one can establish the following theorem
Theorem 1.0.10. The following hold:

LAG) = (L), r#0

9. A(T+t) — (7“+t).

t t+1

1.1 Discrete Delta Integral

Next we define the discrete definite integral.

Definition 1.1.1. Assume f: N, = R and c¢,d € N,, then

d—1
d S Of), if d>c
/ f)AL := < t=c

0, if d<e.

Defining this integral to be 0, when d < ¢ will be very beneficial when we study
fractional calculus in Section 2. The following theorem gives some properties of this

integral.

Theorem 1.1.2. Let f,g: N, = R, b,c,d e N,, b<c<d, and a € R. Then
1. [af(t)At = [ f(t)AL
2. J,(f )AL= [ f(#)At + [ g(
3. [ f(t)At = 0;

4fb At = [ f( At+ff



5.1 [y F)AL < [ f(t)|At;
6. If F(t) := [} f(s)As, fort € Ng, then AF(t) = f(t), t € N1,
TIff(t) > g(t) fort € {c,c+1,--- ,d—1}, then [, f(t)At > [ g(t)At.

The following integration by parts formula follows in a standard way from the

product rule.

Theorem 1.1.3 (Integration by Parts). Given two functions u,v : N, — R and

b,c € Ny, b < ¢, we have the integration by parts formulas:

c

/b " u)Av ()AL = (b)) /b “(o(t) Au(t)At, (1.1.1)

b

C

b

/b Cu(o () Av(t)A = u(t)(t)| = /b Cu(t)Au(t)AL (1.1.2)

Definition 1.1.4. Let f : N — R. We say F(t) is an antidifference of f(t) on N?
provided
AF(t) = f(t), teN-

Theorem 1.1.5. If f : N® — R and G(t) is an antidifference of f(t) on N°, then
F(t) = G(t) + C is a general antidifference of f(t).

Definition 1.1.6. If f : N, — R, then the delta indefinite integral of f is defined by

/ (AL = F(t) + C,

where C' is an arbitrary constant.



Any formula for a delta derivative gives us a formula for an indefinite integral, so

we have the following theorem.

Theorem 1.1.7 (Fundamental Theorem for the Difference Calculus). Assume f :

N° — R and F(t) is any antidifference of f(t) on Nb. Then

/abf(t)At _ /ab AF(AL = F(1)].

Proof. Assume F(t) is any antidifference of f(t) on N°. Let

G(t) = /tf(s)As, te N,

then by Theorem 1.1.2 (6), G(t) is an antidifference of f(¢). Hence by Theorem 1.1.5,

F(t) = G(t) + C, where C' is a constant. Then

FE = F(b) — F(a)

a

= [(G(b) + C) = (G(a) + C)]
G(a)

G)
_ / " HAt

1.2 Fractional Sums and Differences

Theorem 1.2.1 (Repeated Summation Rule). Let f : N, — R be given, then

/at /aT1 - /aTn1 () Amy - AmpAm = ﬁ /at(t — o (1))"=Lf (1) Ay



Motivated by Theorem 1.2.1, we define the n-th fractional sum A~"f(¢) for posi-

tive integers n, by

1

A0 = o / (t — o)=L f(s)As

1 t—n+1 -
- mm ) G

since

(t—o(s)t=0, s=t—-1=t—-2=---=t—n+1.
This, in turn, motivates the definition of the v-th fractional sum.

Definition 1.2.2. Let f : N, = R, v > 0 with N —1 < v < N. Then the v-th

fractional sum of f (based at a) at the point t € Ny, is defined by

A= i [ oA

1 v—1
= Ey o))

k=a

Note that by our convention on integrals (sums) we can extend the domain of A" f

to Ny, n with the convention that

AZVf(t) =0, te N2

a+v—N

(note that the above formula also holds on NY=¥~1 ).

Remark 1.2.3. Note that the value of the v-th fractional sum of f based at a is a
linear combination of f(a), f(a+1),---, f(t —v), where the coefficient of f(t —v) is

one. In particular one can check that A" f(t) has the form
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AV () = ﬁ(t —o(a) = Lf(a)+ - +vft—v—1)+ f(t—v). (1.21)

Next we define the fractional difference in terms of the fractional sum.

Definition 1.2.4. Assume f: N, — R and v > 0. Choose a positive integer N such

that N — 1 <v < N. Then we define the v-th fractional difference by
AVF(t) = ANA; NI E(), € Noyn—y.

Note that our fractional difference agrees with our prior understanding of whole-

order derivatives, that is, for any v = N € Ny
AVF(t) == ANAZN (1) = ANAZOF (1) = AN f(t), for t € N,. (1.2.2)

Theorem 1.2.5. Assume q : Ny — R. Then the homogeneous fractional difference
equation

AV yut)+qt)u(t+v—N)=0, teNg (1.2.3)

has N linearly independent solutions u;(t), 1 <i < N, on Ny and
u(t) = crug(t) + coua(t) + - - - + enun(t),

where ¢y, ca, - -+, cn are arbitrary constants, is a general solution of this homogeneous

fractional difference equation on Ny. Furthermore, if in addition, y,(t) is a particular
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solution of the nonhomogeneous fractional difference equation

AV yu(t)+qt)u(t+v— N)=h(t), teNg (1.2.4)
on Ny, then
y(t) = crug(t) + coua(t) + - - - + eyun(t) + yp(t),
where c1, ¢, -+ ,cn are arbitrary constants, is a general solution of the nonhomoge-

neous fractional difference equation (1.2.4).

Remark 1.2.6. From equation (1.2.2) we see that the value of the fractional sum
AV f(t) depends on the values of f on NZJ_;’;_N. This full history nature of the value
of the v-th fractional sum of f is one of the important features of this fractional sum.
In contrast, if one is studying an n-th order difference equation, the term A" f(t) only

depends on the values of f at the n + 1 points t,t +1,t+2,--- ;t+n.

Remark 1.2.7. We could easily extend Theorem 1.2.5 to the case when f,q : N, — R
instead of the special case a = 0 that we considered in Theorem 1.2.5. Also, the term
q(t)y(t + v — N) in Equation 1.2.4 could be replaced by q(t)y(t + v — N + 1) for any
0 <1 < N — 1. Note that if we picked the nice set Ny so that the fractional difference
equation needs to be satisfied for all t € Ny, then the solutions are defined on the
shifted set N,_n. By considering the fractional difference equation on a shifted set we
could get our solutions are defined on the nicer set Ny. In this dissertation we do the
first case when considering fractional difference equations. Finally, one could give a

version of this theorem for solutions on a finite set N°_ .
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1.3 Fractional Power Rules

The following Leibniz formula will be very useful.

Lemma 1.3.1 (Leibniz Formula). Assume f: Ny, x N, = R. Then

A (if(t,s)) :iAf(t,s)+f(t+1,t+1—y) (1.3.1)

fort € Noy,, where the Af(t,s) inside the sum means the difference with respect to

t.

Proof. Consider, for t € Ny,

t—v t+1—-v t—v
A (Z f(t,s)> = > flt+1s)=> f(ts)
= iAtf(t,s)—l—f(t—l—l,t—l—l—y).

O
Using the Leibniz formula we will prove the following fractional sum power rule.

Theorem 1.3.2 (Fractional Sum Power Rule). Assume pn >0 and v > 0. Ift € N,

then

ALY (t - a)h = F(ffi—jfl)(t _aytr (1.3.2)

fort € Nogpq0.
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Theorem 1.3.3 (Fractional Difference Power Rule). Assume p > 0 and v > 0. If

f:N, = R, then

(t—ap= P e (1.3.3)

AV
M(p—v+1)

a+pu

fort € Noj,—.

In the next theorem we give a formula for the fractional sum which we will call

the summation definition of A f(¢).

Theorem 1.3.4. Let f : N,— R and v > 0 be given, with N —1 <v < N. Then

t+v
1 t—o(s)) ==L , N—-1<v<N
Arg) e | TR 2T TR e (1.3.4)
AN F (1), y=N

fort € Nyyn_p.

Remark 1.3.5. By Theorems 1.3.3 and 1.3.4 we get for all p > 0 and all real numbers
v ¢ Ny that the formula for AYf(t) can be obtained from the formula for ALY f(t) in

Definition 1.2.2 by replacing v by —v and vice-versa, but the domains are different.

Theorem 1.3.6. Assume p > 0 and N is a positive integer such that N—1 < u < N,

then for any constant a

(t) =ci(t —a)l=t ot — a)l=2 + -+ en(t — a)t=X

for all constants cy,cq,--- ,cn, 1S a solution of the fractional difference equation

AL, ny(t) =0 on Nay, .
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Theorem 1.3.7 (Continuity of Fractional Differences). Let f : N, — R be given.
Then the fractional difference AY f is continuous with respect to v > 0. More specif-
ically, for every v >0, let t,,, := a+ [v] — v+ m be a fized but arbitrary point in

D{AYf}. Then for each m € Ny,

v AV f(t,m) is continuous on [0, 00).

Theorem 1.3.8 (Composition of Fractional Sums). Assume f is defined on N, and

W, v are positive numbers. Then

(AL, (A N)] (1) = (A F) (1) = [A, (A" )] ()

fort € Nogpq0.

Theorem 1.3.9 (Composition of an Integer Difference With a Fractional Sum).

Assume f: N, = R, up >0, and k is an integer satisfying 0 < k < p. Then

(AT (A )] (#) = (A7) (1)

fort e Ngy,.

Theorem 1.3.10 (Variation of Constants Formula). Assume N > 1 is an integer

and N—1<v <N. If f: Ny — R, then the solution of the IVP

Ay _nyt) = [f(t), teNg (1.3.5)

yw—N+i) = 0, 0<i<N-—1 (1.3.6)

15 given by

y(t) = D" f(t), teN, .



Proof. Let o
V(0 = 85" = 55 30— = 1P
Then by our convention on sums
TRy
y(v— N +1) = ) Y (w=N+i—s—1)>=Lf(s)=0

s=0

for 0 <i < N — 1, and hence the initial conditions (1.3.6) are satisfied.

Also, for t € Ny,

AY_wyt) = ANASTTy(t)

t—(N—v)

N Z t—o(s))N=v=L
t=(N-v) N—v—1
N Z t—o(s))~—~2—

where in the last step we used the initial conditions (1.3.6). Hence,

AU yy(t) = ANA;NTy(1)
= ANAGTTIAGTS(1)
= AVAGVf(t)

= 1),

Therefore y is a solution of fractional difference equation (1.3.5) on Np.

15
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Theorem 1.3.11. Assume f: N, =R, k€ Ny, and 0 < k <wv. Then

ACPARF() = A py - 3 (@
a f()_ f()_ZF(V—i—Z—/{—Fl)

1=

A'f(a) (1.3.7)

fort € Nyyy.

In Chapter 2, we give results that generalize some recent results of Goodrich [57]
and extend results in Kelley-Peterson [60] for the continuous case to the fractional
case. In Chapter 3, for the first time in the literature, we introduce the so-called
fractional self-adjoint equation. In Chapters 3 and 4, we extend several results in
Kelley-Peterson [60] for the continuous case to the fractional case.

For other related papers of interest for discrete and continuous fractional calculus
see the papers Ahrendt et at [1], Atici and Eloe [2], Atici and Eloe [3], Atici and Eloe
[4], Oldham and Spanier [5], Podlubny [6], Agrawal [7], Nieto [8], Almeida [9], Arara
[10], Eloe [11], Eloe [12], Eloe [13], Atici [14], Eloe [15], Babakhani [16], Bai [17], Bai
[18], Bastos [19], Bastos [21], Bastos and Terris [22], Benchohra [23], Benchohra [24],
Devi [25], Diethelm [26], Eidelman [27], Ferreira [28], Goodrich [29], Goodrich [30],
Goodrich[31], Goodrich [32], Goodrich [33], Goodrich [34], Goodrich [35], Goodrich
[36], Goodrich [37], Goodrich [38], Goodrich [39], Goodrich [40], Goodrich [41], Goodrich
[42], Goodrich [43], Kirane and Malik [44], Lakshmikantham and Vatsala [45], Ma-
linowka and Torres [46], Nieto [47], Su [48], Wang and Zhou [49], Wei, Li and Che
[50], Xu, Jiang and Yuan [51], Zhang [52], Zhao and Ge [53], Zhou, Jiao and Li [54],
Zhou, Jiao and Li [55], Zhou and Jiao [56].
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Chapter 2

Existence And Uniqueness Of
Solutions Of A Fractional

Boundary Value Problem

2.1 Preliminaries

In this section we present a few basic definitions and lemmas which we will use in
various sections of this chapter. We will be interested in defining the Cauchy function
for the fractional difference equation A”, .\ y(t) = 0, where @ € R, N € N and
N —1 < v < N. We then give a formula for the Green’s function and some of its

properties for the fractional boundary value problem (FBVP)

A) 5 y(t) =0 (2.1.1)

yv—=2)=0=yw+b+1),



18

where ¢t € [0,b+ 2]y,, v € (1,2] and b € Ny. The properties which we will prove later

will be helpful for proving some important results regarding the nonlinear FBVP

Ay, y(t) = fty(t+v—1) (2.1.2)

yv—2)=A, ylv+b+1)=0B,

where ¢t € [0,b+ 2]n,, v € (1,2], f: 0,0+ 1]y, x R — R and b € N.

Remark 2.1.1. If f : N, — R and ¢,d € N,, we use the standard convention that

whenever d < c.

Lemma 2.1.2. [58] Ift € Ny and N —1 < v < N, we have that

N-1
AGVAY_y y(t) = y(t) + Y C; 1=
=0

for some constants C;, 0 <1 < N — 1.

Lemma 2.1.3. If we let A f(t,s):= f(t,s+ 1) — f(t,s), then



Proof. First notice that

Agt—s)"=(t—s—1)—(t—s)~
Lt —s) I'(t—s+1)

I't—s—v) T({t—-s+1-v)

= r(lz;(—t ;j)m {1 - (t(—t:)y)]

- r(g(j;i) [(t —_sy— y)}

N

Mt—s+1-v)
—W)I(t—s—1+1)

S T(t—-s—1+1+1-v)

_ —(W)(t—o(s)+1)
I't—o(s)+1+1—v)

_ —(W)(t—o(s)+ 1)
I't—o(s)+1+1—v)

_ —(W)T(t—o(s)+1)
I(t—o(s)+1—(v—1))

= —u(t—o(s)“L

Thus we get that

Lemma 2.1.4. [59] If h: N, — R, then the general solution to the equation
AZ-H/—N y<t> = h(t)a S Na

18 given by,
N-1

y(t) = Z Ci (t - Q)M_F A;V h(t)> S NG+V—N

1=0

where ¢;, 0 <1 < N — 1, are arbitrary constants.

19

(2.1.3)
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2.2 Green’s Function And Some Of It’s
Properties

Theorem 2.2.1. [f NeNand N —1<v <N, then

s=0 F(V) s=0 F(V)
1s the solution for the fractional IVP
Ay y(t) =h(t), teNg
(2.2.1)
Y= N) =yl — N+1) = =y —1) =0,

Proof. This result follows from formula (2.1.3) in Lemma (2.1.4) obtained by setting

all constants to zero and using the definition of the v** fractional sum. O]

The Green’s function for the homogeneous FBVP (2.1.1) is the unique function

with the property that the unique solution, y(t), of the nonhomogeneous FBVP

AV y(t) = h(t), te€Ng
(2.2.2)

y(v—=2)=0=y(r+b+1)

is given by
b+3 b+2

y(t) = G(t,s)h(s)As = G(t,s)h(s).
0 s=0

Next we will be interested in establishing a formula for the Green’s function for

the fractional conjugate BVP (2.1.1) and proving some of its properties. This will

be helpful for presenting some new results regarding the existence and uniqueness

of solutions to the conjugate FBVP via various fixed point theorems. Consider for
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t €10,b+ 2]y,
A) 5 y(t) = h(t)

taking the fractional summation operator A,” on both sides of the above equation

and using Definition 1.2.2 together with Lemma 2.1.4 gives us that

y(t) = i % h(s) + Cyt=t 4 Cot?=2. (2.2.3)

Using the first BC, i.e., y(r — 2) = 0 gives

N w2 o) et g g
0_5:0 ) h(s) + Cy(v — 2)2=L + Cy(v — 2)2=2.

Using the properties of the falling function and Remark 2.1.1 we have that Cy = 0.

Now using the second BC, y(v + b+ 1) = 0, we get that

v+b+1—v

0= v+ +F1(;)U(S))H h(s) + Cy(v + b+ 1)2=L,
Solving for €'} we have that
b+1
Z(V +b+1—0(s))L h(s)
e (R =
Thus,
y(t) = F(ly) i(t —o(s))=Lh(s) — @jﬁ Z(V +b+1—0(s)=h(s)| .



22

Since (v+b+1—0(s))*=L =0 for s = b+ 2, the above expression can be rewritten as

t—v tl,_l b+2

v =0y >t a(s))Lh(s) — PE Y= > (w+b+1—0(s)2h(s)

s=0 s=0

(2.2.4)

The Green’s function G(t, s) for the fractional conjugate BVP (2.1.1) is given by,

(t—o(s)= =t (v+b+1—o(s) s<t—v
G(t,s) =: I'(v) T(v) (v+b+1)x=L <
_tyl(V"‘b—i‘l—a(s))”l’ t—v+1<s

(W) (v + b+ )=

Proposition 2.2.2. The Green’s function for the FBVP (2.1.1) satisfies

G(t,s) <0

forv—2<t<v+b+1,0<s<b+2.

Proof. First notice that for 0 <t —v+1<s < b+ 2 we have that

— "L (v+b+1—o0(s))

0.
I
Thus, it is sufficient to show that
_ v=l el — v—1
(t—o(s)) o (v+b+1—0(s)) f—ytl<s.

I'(v) - Tw) (w+b+1=t

Equivalently, we can show that,

(t = o)=L (v b+ 1t
(V+b+1—o(s)=t =t —
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Consider

(t—o(s)= (v +b+ 1)
(v+b+1—0(s)t vt
L(t—s) Fv+b+2)I(t—v+2) T'(b+2-y9)
T({t—s—v+1) T(b+3) T{t+1) T(v+b—s+1)

But t = v + s + k for some k,

_ {F(wrk)} {rr(k+8+2> ] {F(b—l—Q—s)} [Fr(y+b+2) ]

I'(k+1) (v+k+s+1) r'b+3) (v+b+1—5)
:{ I'(v+k) HF<k+S+2)} {F(b+2—s)H I'(v+b+2) ]
F'v+k+s+1) I'(k+1) I'(b+3) Flnu+b+1—s)]"

Using the property of the Gamma function,we have that

:{(u+k+s)1...(u+k)} [(k+5+1)1~-(k+1)]
1 (tbt1) - (vtbtl—s) (2.2.5)
{(b+2)~~(b+2_3)]{ . 1

Now choose appropriately one factor from each square bracket and we prove the
product of those is less than or equal to one. Thus it would be enough to consider
only a single set of such factors as the others are the same. Therefore, consider
(k+s+1)(v+b+1)
(v+k+s)(b+2)

(k+s)b+1)+(k+s)v+v+(b+1)
(k+s)b+1)+(k+s)+v+v(b+1)

By observing the numerator and denominator it would be sufficient to show that

(k+s)+vb+1) > (k+s)v+(b+1).
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By assumption we have that

(k+s)<(b+1)=(k+s)v-1)<(b+1)(r—1)

= (k+s)v+(b+1) < (k+s)+ b+ 1),

which implies that

(k+s+ 1) +b+1)
Wikt =

Therefore we have that G(t,s) < 0. O

Theorem 2.2.3. If t € [v—2,v+b+ 1l]n,_,, then the Green’s function satisfies

b+2

L (w+b+1—-1)
;}G@,s)\_ D .

Proof. By the definition of the Green’s function and using the fact that for all ¢t €
v =2, v+b+1]y,_,,

G(t,b+2) =0.
We have that

b+2 b+1

>_lG(t )| => |G s)]
ti‘ (t—o(s)= =L (v+b+1—o(s)L

'(v) I'(v) (v+b+ 1)L

=L (v+b+1—o0(s))=L
N Z  T(w) (v+b+ 1)t
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Using Proposition 2.2.2, i.e., G(t,s) < 0, and combining the sums, we have

S ()L~ (= o)
;’G(t ° (v+b+ 1=t _g L'(v) '

Using the fundamental theorem of discrete calculus we have,

e |

0

An easy calculation gives

b+2

L (v4+b4+1-1t)
2_|6(s)] = Tw+1)

]

The following theorem generalizes a result due to Goodrich [57], since we find the
b+2

exact value of the maximum of Z|G (t,s)].
s=0

Theorem 2.2.4. The Green’s function for the FBVP (2.1.1) satisfies

b+2

L b+2 b+ 2
L= b——= N R
te[y—2,rzfl+%}.|<_1}Nu_2 ;|G( 73)‘ F(l/—{— 1) { [ > —|:| { + ( - ‘I
Proof. By Theorem 2.2.3 we have,
HZQIGts (v+b+1—1t) =L
F(v+1) '

Let F(t) = t“=X (v + b+ 1 —t), then observe that F(t) > 0 with F(v —2) = 0 and
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F(v+b+1)=0. So F has a nonnegative maximum and to find this maximum we

consider,

AF(t) = (=1) =L+ (v = D(v + b —t) 122

=2 [(-)t+v -2+ v —-1(v+b-1)]

= =2 [u2+bu—t1/—b—2}.

Now we can treat the preceding expression inside the square brackets as a continuous
function of ¢ and by using calculus it turns out that F'(¢) has a maximum on [v —

2,v+b+1]y,_, at t = v+ [b— 22]. Hence

b+2

1 b+2. 7 b+2
t = — b— —— b+1—[b—
tE[V72,I1fl+alJ)}<(F1]NV_2 ;{JG( :5)| I'(v+1) {V 1 v 1] { i ( v 1
This completes the proof. O

Remark 2.2.5. [t is very important to mention that we are able to calculate the actual
mazimum of the summation of the Green’s function. One can check and compare the
above result with the classical cases which are presented either in ordinary differential
equation or difference equation text books simply by substituting v = 2 and by choosing

any nonnegative integer b.

Lemma 2.2.6. Ifv € (1,2] and h: [0,b+2]n, , — R, then the solution to the FBVP

Ay y(t) = h(t) (2.2.6)

yv—2)=A, ylv+b+1) =B



can be expressed as

b+2

y(t) = 2(t) + ) _Glt,s) h(s),

where z(t) is the unique solution to the FBVP

AV, z(t) =0

2(v—2)=A, zv+b+1)=B0B.

Proof. First we will solve

AV, z(t) =0

z2(v—=2)=A, zwv+b+1)=B.

27

(2.2.7)

Applying the operator A;” to both sides of the equation AY_,z(t) = 0 and using

Lemma 2.1.4 we get that

2(t) = Cy =L+ Oy =2,

Using both boundary conditions z(v —2) = A and z(v+b+ 1) = B, it turns out that

B 1 (v+b+1)=2
Cr= (v+b+ 1=t B=A I'(v—1)

and
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_ 1 (V + b + 1)d v—1 A v—2

Next we solve the FBVP

A7y y(t) = h(t)

ywv=2)=A, ylw+b+1)=B.

Applying the operator Ay” to both sides of the equation AY_, y(t) = h(t) and using

Definition 1.2.2 together with Lemma 2.1.4 provides

y(t) = ZU % h(s) + Dy t“=2 + D, t“=2. (2.2.9)

Using the boundary conditions y(v —2) = A and y(v + b+ 1) = B yields

1 (v+b+1)=2 1 .
b=vrmry= P ooy Tt ;@”“—0(5)) h(s)

A

Dy— — 2
T Tw—1)

but using the fact that for s = b+ 2, the term (v +b+ 1 — o(s))“=L = 0. Therefore,

D can be rewritten as

_ 1 (w+b+1=2 1 R -
Dl—m B-A 1) —F(V)Z(V+b+1—a(s))—h(s)

s=0
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By replacing the values of Dy and D, in equation (2.2.9), we have that

y(t)
— 1 (V + b + 1>V_2 1 ak v—1 v—1
vror | BT AT o _r(y)2<”+b“_"(s)) hls)) ¢
s=0
A s NS (= o(s)
+F(V—1)t —I—; T h(s).
Rewriting the above expression we obtain
— 1 (y + b + 1)d v—1 A v—2
y(t)_(y—i-b—i-l)ﬂ {B A I'(v—1) ] ti—i_lj(l/—l)ti
1 t—v tl,_l b+2
_ _ v=1 _ - _ v—1
T ;(t 7(5))=hls) T(v+ b+ 1)1 ;(V o+l -0(s)=his)
b+2
=2(t)+ > _G(t,s) h(s).
s=0
This completes the proof. n

2.3 Various Fixed Point Theorems

Fixed point theorems are useful tools for guaranteeing the existence and uniqueness of
solutions of nonlinear equations in ordinary differential equations, partial differential
equations and many other areas of pure and applied mathematics. In this section, we
will discuss the application of these theories to solve nonlinear fractional boundary
value problems. In particular, conjugate discrete fractional boundary value problems

will be our main interest. We start with the following well-known theorems.

Theorem 2.3.1 (Contraction Mapping Theorem). [62] Let (X, ||.||) be a Banach

space and T : X — X be a contraction mapping. Then T has a unique fized point in
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The following theorem is an application of the above theorem.

Theorem 2.3.2. Assume that f : [0,b0+ 2|y, X R — R satisfies a uniform Lipschitz
condition with respect to its second variable, i.e., there exists a k > 0 such that for

allt € [0,0+2] and u,v € R, |f(t,u) — f(t,v)| < k|u—0v|. If

(UHb—b”})H (b+1_(b_b+21> S+l

v v k

then the nonlinear fractional boundary value problem

A, yt)=flt,yt+v—1), tel0,b+2]
(2.3.1)

yv—=2)=A4, ylw+b+1)=2B
has a unique solution.

Proof. Let ¢ be the space of real valued functions defined on [v — 2,v + b+ 1]y, _,.

Then we define a norm ||.|| on ¢ by ||z| = max{|z(¢)| : t € [v —2,v + b+ 1]n,_,} s0

that the pair (¢, ||.||) is a Banach space. Now we define the map 7' : { — ( by,

b+2
Ta(t) =z(t)+ > Gt s)f(s,x(s+v—1), t€v—2v+b+1y,_,,
s=0

where z is the unique solution to the FBVP (2.2.7). Next, we will show that T" defined

as above is a contraction map. Observe for all t € [v —2,v + b+ 1]y, , and for all
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x,y € ¢ that

1T(t) = Ty (@]

= max ]ZG(t,s)[f(S,x(S+V—1))_(f(say(5+V_1)]’

telv—2,v+b+1]y,_,

b+2

< o omax Y G s)||f(s,2(s Hv = 1)) = (f(s,y(s + v = 1)]

telv—2,v+b+1]y,_, p—

b+2
< max S |Gt sk |a(s +v—1) —y(s + v —1)]
0

telv—2,v+b+1]y,_, -

b+2
< k|z— G(t
< klla y||t€[y_2,rglg>ilm_2;| (t,s)]

:M(uﬂb—bﬁl)y—l <b+1—(b—b+2W)

I(v+1) v v

< allz =y,

where

a_L)(yHb—b”})H <b+1—(b—b+21> <1

Fv+1 v v
by assumption.Therefore T' is a contraction mapping on (. Hence T has a unique
fixed point in . Thus there exist a unique & € ¢ such that 7(z) = z. Next we will
show that Z is the unique solution of (2.3.1). Replacing z on the right hand side of

the equation we get

AV, u(t) = f(t,z(t+v —1))
(2.3.2)

ulv—2)=A, ulv+b+1)=B.

Using lemma 2.2.6 we get that

b+2

ut) = 2(t) + Y G(t,s) f(s,3(s + v —1)).
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But

b+2

u(t) = 2(t) + Y _G(t,s) f(s,2(s + v —1)) = Tx(t) = Z(t),

which implies that Z is a solution to (2.1.2) since u(t) = z(t) for all t € [v — 2, v +
b+ 1]y, ,. In order to prove the uniqueness of T as a solution of (2.1.2), we assume

the possible existence of another solution g of (2.1.2) and then solve

Ay oy(t) = [t z(t +v —1))

(2.3.3)
Jv—2=A, gw+b+1)=B.
Again by using Lemma 2.2.6 we have that
b+2
G(t) = 2(t) + Y G(t,s) f(s,3(s+v—1)) = TE(t) = @(t)
s=0
proving Z as a unique solution of (2.1.2). This completes the proof. O

Theorem 2.3.3 (Schauder’s Theorem). [62] Every continuous function from a com-

pact, convex subset of a topological vector space to itself has a fixed point.
The following theorem is an application of Schauder’s theorem.
Theorem 2.3.4. Assume that f :[0,b+ 2]y, X R = R is continuous in its second

variable and M > max |2(t)|, where z is the unique solution to the FBVP
telv—2,v+b+1]y,_,

AV, 2(t) =0

2(v—=2)=A, zv+b+1)=B8B.

Let C = max{|f(t,u)] : 0 <t < b+ 2,u € R, |ul <2M}, then the nonlinear FBVP



33

(2.1.2) has a solution provided

< (b_b%o 1(b+1_[b_b+2])§F(yzl)M'

v

Proof. Let ¢ be the Banach space defined in the proof of Theorem 2.3.2. Thus ( is a
topological vector space. Let K = {y € ( : ||y|| < 2M}, then K is a compact, convex

subset of (. Next define the map T : { — ( by

b+2

+2Gts (s,y(s+v—1)).

We will first show that 7" maps K into K.

Observe that for t € [v — 2, v + b+ 1]y, _, and y € K we have

b+2
|Ty(t) —l—ZGts (s,y(s +v—1))]

b+2

26+ D IGE)If (s, y(s +v = 1))

<SM+CY |Gt 9)]

s=0

§M+Cﬁ( (b—b%zw)

1 T'v+1)M
I'v+1) C

<b+1—(b—b+2})

14

<M+C

< 2M.

Since t € [v — 2,v + b+ 1]y,_, was arbitrary, we have that ||Ty| < 2M. This proves

that T maps K into K.
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Next we will show that 7" is continuous on K. Let ¢ > 0 be given and assume

b+2

= max > IG(t, 5).
2 5=0

telv—2,v+b+1]y, _

Then by Theorem 2.2.4 we have that

z:ﬁ(uﬂb—”T?w)H(bH—[b—”Tzw).

Since f is continuous in its second variable on R, f is uniformly continuous in its
second variable on [-2M,2M]. Therefore, there exist a § > 0 such that for all

t €10,b+ 2]y, and for all u,v € [—-2M,2M] with |(t,u) — (t,v)] < & we have,

|f(tu) = f(tv)] < ;

Thus for all t € [v — 2, v + b+ 1]y, ,, we have that

Ty(t) - Ta(t) = IbiéG(t,s)f(s,y(Hv—1))—§§G(t,s)f(s,x(s+v—1)|
< DGl = 1) losto v D)
< gr(;(us)\;
<1

= €.

Now since t € [v — 2,v + b+ 1]y, , was arbitrary we have that

1T () =Tl <e
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This establishes the continuity of 7"on K. Hence T is a continuous map from K into
K, therefore by Theorem 2.3.4, T has a fixed point in K. Thus there exists a £ € K
such that T'(z) = z. This implies the existence of a solution to FBVP (2.1.2). This

completes the proof. O

Remark 2.3.5. The above theorem not only guarantees the existence of a solution

y(t) but also shows that the solution satisfies |y(t)| < 2M fort € [v—2,v+b+1]y,_,.

Theorem 2.3.6 (A specific case of the Browder’s Theorem). [62] Let ¢ be a Banach
space and T : ¢ — ¢ be a compact operator. If T(() is bounded, then T has a fized

point in C.

As an application of this theorem we will prove a corollary regarding the existence

of a solution of the FBVP (2.1.2) under a strong assumption on f.

Corollary 2.3.7. Assume that f :[0,b+ 2]y, X R — R is continuous with respect to

its second variable and is bounded. Then the nonlinear FBVP (2.1.2) has a solution.

Proof. Let (C,||.||) be the Banach space as defined earlier. Now we define the operator
T:¢—¢ by,

Ty(t) :z(t)+ZG(t,s) f(s,y(s+v—1)), telv—2,v+b+1]n,,

where z is the unique solution to the FBVP

BHma #(0) =0 (2.3.4)

2(v—=2)=A, zv+b+1)=B.

It is easy to see that the operator T' is compact. Next we will show that 7'(¢) is

bounded. Since f is bounded, there exist m > 0 such that for all ¢ € [0,b + 2]y, and
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forall w € R, [f(¢t,u)] < m. Thus, forany y € (and t € [v —2,v+ b+ 1]y, , we have

that,

b+2
|Ty(t) —l—ZGts (s,y(s +v—1))]

b+2

Ol +mY |Gt s)]
s=0
b+2

< ma, Z(t)|+m ma; G(t, s)|.
- tE[V—27V+b}j-1]NV72 ‘ ( )’ te[l/—277/+b)j’1]NV72 Z‘ ( )|

Hence T' is bounded on ¢ and the conclusion follows as a result of Theorem 2.3.6. [

Theorem 2.3.8. Assume that f : [0,b0+ 2]y, X R — R satisfies a uniform Lipschitz
condition with respect to its second variable, i.e., there exists k > 0 such that for
all t € [0,b + 2]y, and u,v € R, [f(t,u) — f(t,v)] < k|u—v| and the equation
AV, y(t)+ ky(t+v—1) =0 has a positive solution u, it follows that the nonlinear

fractional boundary value problem (2.1.2) has a unique solution.

Proof. Since the equation
Al yt)+kyit+v—1)=0

has a positive solution w on [v — 2, v+ b+ 1]y

v—27

it follows that u(t) is a solution of
the FBVP

Ay, y(t) = (=k) ult +v —1)
(2.3.5)

yv—2)=C, ylw+b+1)=D,

where C' := u(v —2) > 0 and D := u(v + b+ 1) > 0. By using the conclusion of



37

Lemma 2.2.6 we have that,

b+2

u(t) = 2(t) + > G(t,s) (—k) u(s + v — 1), (2.3.6)
s=0
where z is the unique solution to the FBVP

AV, z(t)=0

2(v—2)=C, z(v+b+1)=D.

Again by using Lemma 2.2.6, z is given by

1

(v —2) =2
(v+b+1)=L '

u
=4

(1) = T —1)

[U(V—f—b-f—l)—u(y_Q)M]

INCZN))

We now show that z(¢t) > 0 on [v — 2,v + b+ 1]y,_,. Since t*=L = t*=2 (t — v + 2),

then by replacing t“=% with t“=2 (¢ — v + 2) and rearranging the terms gives us that

2| (v +2) _u(y—2)(y+b+1)d u(y —2)
O ] R R ]
_ pe2[lmv A ulvibil) | u(-2) (1_<t—u+2>(u+b+1>”)}
E | (b= L(v—1) (v+b+ 1)L
_ oo lt=—v+2duv+b+1)  ulv—2) _(t_y+2)
BT = ry—n(l 5:5‘”
_ e [ v 2ulp o+ 1) (V—l—b—l—l—t)u(y—Q)}
N (v+b+ 1)L I(v—1)(b+3)
= =2 h(t),
where
h(t):(t—V+2)u(y+b+1) (v+b+1—t)u(v—2)

(v+b+1)=L I'(v—1)b+3)

(v+b+2)

Since t“=2 is a decreasing function of ¢ and (v + b+ 1)%=2 = FF(b+4)

> 0, we get that
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t“=2 > 0 and in order to show that z(¢) is positive we just need to show that h(t) is
positive. We note on the right hand side of the expression for h(t) that the first term
is zero only at the left end point ¢ = v — 2 and is positive elsewhere. Also the second
term is zero only at the right end point ¢ = v+b-+1 and positive elsewhere. Therefore,
combining these arguments we conclude that z(t) > 0 forallt € [v —2,v+b+1]y,_,.

Thus, by (2.3.5) for all t € [v — 2, v+ b+ 1]y,_, we have that

v—2

Hence,
b+2

1
- a) 2= Gl s) =k -1)<1.
! te[v—z,run&)il]Nu,Q u(t) 4 (t,8)(=F) u(s +v —1)

Il
o

Let ¢ be the space of real valued functions defined on [v — 2, v + b+ 1]y,_,. Consider

the (weighted) norm ||.|| defined by ||z|| = max{% te€v—2,v+b+1]y,_,} Then

the pair (¢, ||.||) is a complete normed space. Define T" on ¢ by

Ta(t) = z(t) + > Gt s)f(s,x(s+v—1)). t€v—2v+b+1]y,_,.



Then for all t € [v — 2, v+ b+ 1]y,_,, we have that

v—27

[Tx(t) —Ty(t)] 1

u(t) S u(t) &
< s S IGU)] [(s.a(s+ v = 1) = (Fls.y(s +v = 1)
gﬁZy (t,8)] k (s + v — 1) —y(s +v — 1)
_LHQ N lz(s+v—1)—y(s+v—1)|
—ou(t) — G, 8)l b uls + D u(s +v—1)
b+2
”xu( y”Z|Gts|k:u(s+u—1)
y”iG —k)u(s+v—1)

< M max i:G(t,s)(—k‘) u(s+v—1)

u(t) tev—2,v+b+1lyn,_, s—0

= allz —yl.
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Since a < 1, T' is a contraction mapping on (. Therefore, T" has a unique fixed point

in ¢ by the Contraction Mapping Theorem. This implies the existence of a unique

solution to the nonlinear FBVP (2.1.2). This completes the proof.

O
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Chapter 3

Fractional Self-Adjoint Difference

Equation

3.1 Introduction

In this section of Chapter 3 we introduce the special self-adjoint linear fractional

difference equation

Ay (pAx)(t) +q(t +p— Da(t+p—1) = f(t), (3.1.1)

WhereO<,u§1,bENl,tENg,p:NZf?—>(O,oo),f:NgﬁRandq:Nng%R.

Note if 1 = 1 we get the standard self-adjoint difference equation
AlpAz)(t) + q(t)x(t) = f(t), teN

and it is for this reason that we call (3.1.1) a fractional self-adjoint equation. Further

motivation for this is that many of the results for the self-adjoint difference equation
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have analogues for the self-adjoint fractional equation (3.1.1).

In Section 3.2 we will prove that the solutions of equation (3.1.1) with appropriate
initial conditions exist and are unique. In Section 3.3 we will give the variation of
constants formula regarding equation (3.1.1). In Section 3.4 we will introduce the

Cauchy function and the Green’s function for
AL (pPAT)(t) =0

with appropriate boundary conditions and in Section 3.5 we will give the generalized
version of the Green’s function for (3.1.1) with appropriate boundary conditions. In
Section 3.6 we will give the Green’s function when p = 1 and derive several properties
of the Green’s function for the conjugate boundary value problem. Finally, in Section
3.7 we will use the Banach Fixed Point Theorem to prove a theorem that ensures that
a forced self-adjoint equation has a solution that approaches zero as t goes to co. An

example illustrating this theorem will be given.

3.2 Existence And Uniqueness Theorem

In this section we will prove an existence and uniqueness theorem for the following

fractional initial value problem

A (pAz)(t) + q(t 4+ p— Da(t+ p— 1) = h(t), teN;
(3.2.1)

v(p—1)=A4A, =z(p) =B,

where h : Nj — R.

Theorem 3.2.1. Assume h : N} = R, p: NZJ_FI{ — R with p(t) > 0, A, B € R then



42

the fractional initial value problem

A (pAz)(t) + q(t + p— Da(t+ p— 1) = h(t), teNj
(3.2.2)

w(p—1)=A4, =z(p) =B,

p+b+1

has a unique solution that exists on N;, 7

Proof. Consider the self-adjoint equation
Al (pAz)(t) + q(t +p— Dt +p—1) = h(t), teN.

By applying the summation formula as given in Theorem 1.3.4 for the fractional
difference of a function we have this fractional difference equation can be written in

the form (for ¢ € Nj)

(t —o(s)==Lp(s)Ax(s) + q(t + p— Dt + p—1) = h(t). (3.2.3)
Letting ¢ = 0 in Equation 3.2.3, we get

BO) =~ 3 (~o(s))2=1p(s) Au(s) + a(p — D — 1)

P(=p) 2=,
s [ (ol — (= 1)
+ [‘(iu) (=1 = D=2 () (@ (p + 1) — ()] + Ag(p —1).

Hence
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Solving for x(p + 1) we have that

h(0) + pp(p — 1)(B — A) — Ag(p — 1)
p(w)

w(p+1) = + B. (3.2.4)

Thus we see that the value of x(t) at t = p+1 is uniquely determined by the two initial
values of z(t) at t = u — 1 and t = u. Hence we get the existence and uniqueness of
the solution of the FIVP (3.2.1) on Nﬁﬂ We now show the existence and uniqueness

. b1 . . . . . .
of our solution on Nﬁiﬁ by induction. To this end assume there is a unique solution

z(t) on NI°_ |, where t; € NZII{ We now show that the values of the solution z(t) on
foﬁl, uniquely determine the value of the solution at ¢ty 4+ 1. To prove this, we first

substitute t =ty — p in (3.2.3) to get

blta = 1) = Za — = () () Aa(s) + glty — Dyl — 1)
o [(t 1= o(5)=2p(5) )
i (= DZ20) et + 1) = (0] + alto — Dty — )
. [@ i o) Ep( ) (s)| + plt)xlro + 1) — (o)
+q(to — Da(to — 1)

We can uniquely solve the above equation for x(ty + 1) to get that

o +1) =a(to) + - éo) hto — 1) — qlto — Dalto — 1)
_péo) F(iﬂ) z_: (to — po — o(s)) = "Lp(s)Ax(s)

s=p—1
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Since, by the induction assumption, all the values of z(¢) in the expression

1
I'(=p)

S (o — 11— 0(5)) 2" p(s) A (s)

are known, it follows that z(to + 1) is uniquely determined and hence we have that

x(t) is the unique solution of (3.2.2) on fofll. Hence by mathematical induction, the

b+1
M++' 0

fractional IVP (3.2.1) has a unique solution that exists on N,

Remark 3.2.2. If y =1 (non-fractional case) in Theorem 3.2.1, it can be shown that
for any ty € Nﬁfl{ the initial conditions x(to) = A and x(ty + 1) = B determine a
unique solution of IVP (3.2.1) if q(t) # 0. Note that in the fractional case 0 < p < 1,
we just get the existence and uniqueness of the solution of (3.2.1) for the case ty =
w—1. The reason for this is in the true fractional case (i.e., 0 < p < 1) the fractional

difference depends on all of its values back to its value at p — 1.

3.3 Variation Of Constants Formula

In this section we are interested in establishing the variation of constants formula for

the self-adjoint FIVP

A" (pAz)(t) = h(t), teN
(3.3.1)

r(p—1)=Azx(p—1)=0

where 0 < 4 < 1, b € Ny, p: Ni’i‘i — R with p(t) > 0. Our variation of constants

formula will involve the Cauchy function, which we now define.

Definition 3.3.1. We define the Cauchy function x(.,.) for the homogeneous frac-
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tional equation

A (pPAZ)(t) = 0

to be the function x : NZJ_F?H x Nb — R such that for each fived s € Nb, x(.,s) is the

solution of the fractional initial value problem

AL (pAT) (1) =0, e N
(3.3.2)

r(s+pn) =0, Azx(s+p) = p(siu)

and is given by the formula

Note that by our convention on sums x(t,s) =0 fort < s+ p.
Theorem 3.3.2. Let h: N} — R and p : NZJ_F? — R with p(t) > 0 then the solution

to the initial value problem

AL (pAa)(t) = (1), ¢ €N
(3.3.3)

21 —1) = Aa(p—1) =0

18 given by

z(t) = x(t, s)h(s), te szlfﬂ
where x(t,s) is the Cauchy function for Al | (pAx)(t) = 0.

Proof. Let x(t) be a solution of Al | (pAz)(t) = h(t), t e Nj. Then

Angu—l(pr)(t) =h(t), te Ng
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Let y(t) = (pAz)(t) then y(t) is a solution of

Afua(W)(t) =h(t), teNg

and hence is given by

O
s=0 K
Dividing both sides by p(t) we get that
t—p _
_ 1 (t B U(S))Ll u—1 utb
Ax(t) = ) [;0 ) h(s) 4+ cott=—|, t €N} (3.3.5)

Using the second initial condition we get

0=Az(p—1)=

1 wlom —1—o(s))k=L
[Z (1 (s))

p(p—1) T(n) h(s) + cop — 1)“_] . (3.3.6)

Note that the first term in the sum on the right hand side is zero by our convention

on sums and therefore we are left with

1
0=Ax(p—1)= co(p — 1)1 3.3.7
(n—1) o )[o(u )= (3.3.7)
which implies that cg = 0. Thus
t—p 1
1 t— [t
Az(t) = — Zﬂh(s) , teN/ (3.3.8)
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Summing both sides from 7=y —1to 7=t — 1 to get

i Ax(r) = i p(lT) [i (7 _F”(S)))kh(s)], e N, (3.3.9)

T=p—1 T=p—1 s=0

Interchanging the order of the summations we have that

1 — 1 4
z(t) —x(p—1) = F— Z [(— T—o0 s))“h(s)} . (3.3.10)
s=0 T=s+p
Using the first initial condition we have
1 t—1—p t—1 1
z(t) = M) {<— T—0o s))“lh(s)] : (3.3.11)

It follows that

This completes the proof. O

Theorem 3.3.3. Let p: N“+1 — R with p(t) >0 and b € Ny, 0 < pp < 1 and assume
that
p+b—1
p=ay

T=p—1

T Pl | ad(pt b
p(r)  plp—1) plp+b)
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Then the homogeneous fractional boundary value problem (FBVP)

(

AL (pAT)(E) =0, te
Y ax(p—1) — BAz(p—1) =0 (3.3.12)

yo(p+0b) + 6Az(pu+b) =0

\

has only the trivial solution if and only if p # 0.

Proof. Consider
AL (pAx)(t) =0, te Nb.

Then
(pAz)(t) = cott=L, te Nt
and hence
Ax(t) = %, t e N4

Summing both sides from 7=y —1to7 =%t — 1 to get

t—1

() —a(u-1)=

T=p—1

pn—1
OT e N

Let ¢; = 2(p — 1), then the general solution of A} ,(pAx)(t) = 0 is given by,

Now by using both the boundary conditions we get

BT (1)

—cp———~ +tca=0
p(p—1)
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,Uri’b*l PL_l 1
Th=L (1 + b)E=—
C +0 +c1y = 0.
°<”§:pv> pp+) )

T=p—1
This system of equations in ¢q and ¢; has only the trivial solution if and only if the

following determinant is not equal to zero

_ BT o
p(p—1)
p= “il rﬂ+5(u+b)ﬂ # 0.
D2 ey )

Which implies that the self-adjoint fractional boundary valued problem has only

trivial solution if and only if

Pl 1 r 51+ b=t
= = Bl | adp+d) 40
Lp(m) o plp=1) p(p+b)
This completes the proof. n

Remark 3.3.4. Letting ;1 = 1 in the above theorem gives us the result (see Kelley-

Peterson [60] for a proof of this remark for the continuous case) that the BVP

;

A(pAz)(t) =0, teN}
az(0) — fAz(0) =0

yr(b+ 1)+ 6Az(b+1) =0

\

has only the trivial solution if and only if

p:a’yi ! —1—57—1— a0 #0
—~p(r) p0) pb+1)" "
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3.4 Green’s Function For A Two Point FBVP

In this section we will derive a formula for the Green’s function for the following

self-adjoint fractional boundary value problem

AL (pAT) (1) =0, 1N
(3.4.1)

(p—1)=0,z(p+b+1)=0

where h: N) — R and p : Nﬁfl{ — R with p(t) > 0.

Theorem 3.4.1. Let h: N} — R and p : NZfi’ — R with p(t) > 0. Then the Green’s

function for the FBVP

AL (pAD)(H) =0, e N

(3.4.2)
r(p—1)=0, z(p+b+1)=0
s given by
=t h=1
_%< p(7)>x(,u+b+1,s), t<s+pu
G(t,s) = TRl Lt (3.4.3)
T=p—1

Proof. In order to find the Green’s function for the above homogenous FBVP, we first

consider the following nonhomogeneous FBVP

Al (pAz)(t) = h(t), teNj

z(p—1)=0, 2(up+b+1)=0.

Since we have already derived the expression for Ax in the preceding theorems we
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have,

=%[i = ols)) #_lh()—i-CO(t)u 1], t € Nt

Now summing from 7 = pt—1 to 7 = t — 1 and interchanging the order of summations

we have that

2(t) = i: {pl (T—O’(S))”_h(s)} N — COT‘:+x(M_ .

By letting ¢; = z(u—1), the above expression for the general solution can be rewritten

as
t—1

- E 8 [, e,

Now if we represent the term

3 [

T=5+u

by x(t,s), the Cauchy function, then the above expression for the general solution

can be rewritten as

By using the first boundary condition z(y — 1)= 0 we get

z(p—1)= x(p—1,s)h(s) + Z CZ)T(:) +c.

Notice that the first two sums in the preceding expression are zero by convention as
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the upper limit of summations is smaller than the lower limit, therefore we have that
C1 = 0.

Thus

=Y atsh(s) + Y O

s=0 T=p—1 p(T)

By using the second boundary condition z(p + b+ 1)= 0 we have that

b AL
r(p+b+1) :Zm,u—l—bs )+Z 0 . (3.4.4)
— . p(1)
s= T=U
Solving for ¢y, we get that
b
Z x(p+b+1,s)
_ =0
co = “ZH’ o h(s).
e p(T)
Abp—1
Moreover, if we let p = Z B and substitute the values of ¢y and ¢; to get the
p(T
T=p—1

solution of the FBVP as

t—1-p =1 1\ b
= x(t,s)h(s)—%(Z — )qu+b+1sh()

s=0 s=0
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i.e.

L s=0 T=p—1 p(T) s=0
- <_%) ( Y ;%) o(ut b+ 1,s)h(s)]
4 [_Z_: (x(t, ‘) % ( 3 ;&) w(u+ b+ 1,5)) h(s)]

Thus the Green’s function for the FBVP can be rewritten as

t—1 u—1
—1 ( Z ;(T)> z(p+b+1,5), t<s+p
G(t,s) = i A |
o(t,s) — 1 ——|o(p+b+1,5), s<t—p—1
(=)
This completes the proof. O

3.5 Green’s Function For The General Two Point

FBVP

In this section we will derive a formula for the Green’s function for the general self-

adjoint fractional boundary value problem

AZ?l(pAm)(t) =0, teN}

ar(p—1)— fAx(p—1)=0 (3.5.1)

yx(p+b) + dAx(pu+b) =0,

\

where o + 32 > 0 and 72 + 6% > 0.
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Theorem 3.5.1. Assume p : N“ﬂ — R with p(t) > 0 and

L INRE L Bl | ad(u bt
P 2. <>+ pi-1)  path)

T=p—

£0

Then the Green’s function for the FBVP (3.5.1) is given by

ult,s), t<s+p
G(t,s) =

U(tvs)> Sgt_,u_la

where

u(t,s) = —%[ ( i :g;;) (ory z(p+b,s)

ad  (p+b—o(s))r— >+ﬁ7 (1)
p(p+0) ['(u) p(p—1)

(n+b—o(s)=1).

(1 + b, s)

— p(p+b)

=
=
—_

fort < s+ pu, and

v(t,s) :==ul(t,s) +xz(t, s),

for s <t —pu—1, where x(t,s) is the Cauchy function for

Al (pAa)(t) = 0.

Proof. In order to find the Green’s function for the above homogeneous FBVP (3.5.1),
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we consider the following nonhomogeneous FBVP

(

AL (pAx)(t) = (), €N

ar(p—1)— fAx(p—1) =0 (3.5.2)

\WC('M +b) +0Az(pn+b) =0,

where h : Nj — R is a given function. Since p # 0, we have by Theorem 3.3.3
that the corresponding homogeneous FBVP (3.5.1) has only the trivial solution. It
is a standard argument that this implies that the homogeneous FBVP (3.5.2) has
a unique solution. Let z(t) be the solution of non-homogeneous FBVP (3.5.2). As
in the proof of Theorem 3.2.2, we get that since z(t) is a solution of the fractional

difference equation

Al _i(pAx)(t) = h(t), t €N,

then

M

1 t“t—as”_l
p(t)

> T h(s) + co(t)“=L 1] . teNH (3.5.3)

Now summing both sides from 7 = g — 1 to 7 =t — 1 and interchanging the order of

the summations we have that

t—1—p

t—1 [ )(T_U;S()Z) } i (n—1). (3.5.4)

s=0 T=s+p

By letting ¢; = z(u—1), the above expression for the general solution can be rewritten
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as,

(3.5.5)

=0 (3.5.6)

and

b p—1
! (Z <ﬂ+b—a<s>>h(s)+cow+b)m>] _0 (357)

1.e.

Now if we let

& L () | ad(p+ byt

p(r)  p(p—1) p(p+0b)

p=ay
T=p—1

and solve the above system for ¢y and ¢; we have that

B : u+b—0))
0———<0fyz (u+b,s)h u+bz h(5)>
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L1 5r ’ b—a
ool (avz (1t + b, s)h M+b Sz: (i + ()= h(S))
1, BT —
=3 (2 (_“)1)7201'@ +b,5)h(s)
85 b
T 2 o))




Thus, we have that

o8



Thus the solution to the given FBVP is given by

o) =3 [x(t,s)—%(( ti %) (o7 2+ b.5)

:a5 (k+b— 0(57)71‘1 BAL(w)
M E ol tbis)

"
p(p—1
]

+ > [—%( <T§1P<T)> (avx(u+b,s)

s=t—u

L0 (pbo 0(8))’“1) BT (p
p(p+) [(p) plp—1

0t b o())) ) ().

p(—1)p(p+b)

)>q:(u +0b,5)

Hence the Green’s function for the given FBVP is given by

v(t,s), s<t—pu-—1,

Gt 5) = {u(t, s), t<s+pu

where

u(t, s) = —l[ ( tz_i Ll) (ow z(p+0b,s)

pL\, 5= p(7)
ad  (p+b—oa(s)E=y  BAT(w)
ey T ) Tt
36

T o]

29
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for t < s+ pu, and

v(t,s) = x(t,s) — 1[ ( i %:) (ow z(p+0b,s)

pL\, 5=, p(7)
- b=l
TG ) b
e ﬁz(j(u Fpths (=]
for s <t — pu — 1. This completes the proof. O

Remark 3.5.2. Ifa =v=90=1 and B =0, then we get the known formula for the

Green’s function for the conjugate case

A (pAz)(t) =0, teNg

(3.5.9)
x(p—1)=0, z(p+b+1)=0.
as
t—1 Tu_l
- ( Z p<7_>> r(p+b+1,5), t<s+u
G(t,s) = T=aml (3.5.10)
il Tl
x(t,s)—% ( Z m) r(p+b+1s), s<t—p—1
T=p—1

3.6 Green’s Function When p=1

Our goal in this section is to deduce some important properties of the Green’s function
for the conjugate case when p(t) = 1 for t € Nﬁfl{, which will be useful later in this

dissertation. In order to do that, first we will explicitly give a formula for the Green’s

function when p(t) = 1 in the following proposition.

Proposition 3.6.1. Letting p(t) = 1 in Remark 3.5.2 we get that the Green’s function
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for the conjugate FBVP

A (Az)(t) =0, teN

(3.6.1)
r(p—1)=0, z(p+b+1)=0
s given by
G(t,s) = NS (3.6.2)
o (mo(s)E 1 HE(ptbtl—o(s))E
v(t, s) = C(utl) — p ( HuF(/Hrl) ) , osstop—1

where p = i(u +b+ 1)L

Proof. First we observe that with p(¢) =1 for ¢t € N’/f_“l{, the Cauchy function z(¢, s)

and p as mentioned in Theorem 3.2.1 takes the form

1y o)
() 4=, Ay
1 t—1
TT(u+1) ; Arlr =l
=gy 0= o) = = 1
_(t—o(s)"
I'(p+1)
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Thus 2(u+b+1,8) = (ptbtl-o(s)® 0 4

[(p+1)
pu+b
p=
T=p—1
ptb
-3 A
T=p—1 K
1
=;Ku+b+1ﬂ—(u—Uﬂ
1
——(u+b+ 1"
#w )

In the above, we have used the fact that (1 —1)2 = 0. Moreover, for p(t) = 1 we have

t—1 tu_l

;_ == >

(T

T

So we can write

t—1

> et 3 A

T=p—1 T=p—1
tH

=
Thus with p(t) = 1 and with these modified values of the Cauchy function z(t, s),
p, the preceding sum and the Green’s function as derived in Theorem 3.2.1 can be

rewritten as

1 [ tE(utbtl—o(s)E
G(t,s) = ult,s) = p< HE () )’ st (3.6.3)
. (@=o(s)E 1 [ tE(utbtl-o(s)E
v(t,s) == T ( ##F(#H) > , s<t—pu—1,

where p = - (u+b+ 1)~

This completes the proof. O
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In the following four theorems we will derive some properties of this Green’s
function in Proposition 3.6.1. First we prove that this Green’s function is of constant

sign.

Theorem 3.6.2. The Green’s function for the FBVP (3.6.1) in Proposition 3.6.1
satisfies

G(t,s) <O0.

Proof. We will show that each component, i.e., u(t,s) and v(¢,s) of this Green’s
function is non-positive. First consider u(t, s). Since p > 0 by its definition, I'(u+1) >
Osince0 < pu<1,t->0aspu—1<t<pu+b+land (u+b+1—0(s)”>0as

s € N§. This implies that for ¢ < s+ u we have that

1 (t”(u +b+1— J(s))“) <o

ulbs) =7 pI(p+ 1)

Next we will show that v(¢,s) of the Green’s function is non-positive, i.e. we will

show that for 0 < s <t—pu—1<0b,

(t—o(s) 1 [t (p+b+1—0(s))"
T(p+1) p( pl(p+1) ) =0

After substituting the value of p = i(,u—k b+ 1)£ and simplifying the above inequality,

we get that

1
(+b+ 1T (w+ 1)

[(t—o(s)E(p+b+1)E—th(u+b+1—o(s))L <O0.

Since (u+ b+ 1)% and I'(1 4 2) > 0 it is sufficient to show that

(t—o(s)*(n+b+1)"

trpu+b+1—0(s)” L

IN
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Thus for 0 < s <t—pu—1<b, we consider

(t — ofs))(u+ b+ 1
tHp+b+1—o(s))t
Tt =s)t+1-p)T(p+b+2)I'(0+2—o0(s))
CT(t—s—pWlt+1)TB+2)T(n+b+2—o0(s))
Tt —=s)T(t+1-p) T(p+b+2) TOb+2-0(s))
ST+ DTt —s—pw)T(n+b+2—0(s) T(b+2)

Using the property of the gamma function, i.e., I'(r+1) = r['(r), for all reals r except

for non-positive integers, we get

_ I'(t—s) (t—p)---C—s—pI'(t —s—p)
t---(t—9s)(t—s) ['(t—s—p)
(p+b+1)- - (n+b+2—0(s)T(u+b+2—0(s))
F(p+b+2—0(s))
I'b+2—o0(s))
b4+1)---(b+2—0(s)T(b+2—0(s))

Simplifying and rearranging the factors from the numerator and denominator we get,

(t—u)(t—u—l)---(t—u—S)][(u+b+1)(u+b)---(u+b+1—S)
1t —1)--(t—s) b+ 1b-(b+1—s) '

A further rearrangement of the factors gives us

(C—p)(p+b+ 177t —p—1(p+0b) (t—p—s)(pt+b+1—s)

e . (3.6.4)
tb+1) (t—1)b (t—s)(b+1—5)

Now in order to show that the above product in (3.6.4) is less than or equal to one,

we will show that each factor within the square brackets is less than or equal to one.

To do that, we can pick an appropriate general factor that represents all these factors

from each of the square brackets and we show that is less or equal to one. Thus for
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0 < k < s, we consider
(t—p—k)p+b+1—k)
(t—k)(b+1—k)

and show it is less than or equal to one. Notice that the condition s <t —pu—1<b
implies that

t—pu—1<b.
Multiplying both sides by p > 0 and simplifying we get
tp— p? — pb — p < 0.
Adding to both sides the term tb +t — tk — kb — k + k* we get
tp+th+t—th —p® —pb— p+ pk — pk —kb—k+k* <tb+t —tk — kb — k + k?,

ie.
(t—p—k)(p+b+1—k)<(t—k)(b+1—-k)
This implies that

(t—p—Fk)p+b+1-k)
C—Rbrl—k) ="

Thus we have shown that a general factor in the above product given by (3.6.4) is
less than or equal to one, therefore all the factors are less than or equal to one. This

implies that the product given by (3.6.4) is less than or equal to one. Thus,

(t— o(s))e 1(%@+b+1—d@%)<0

T(p+1) p (i +1)

Moreover, since each expression for the Green’s functions G(t, s) is less than or equal

to zero we conclude that G(¢,s) < 0. This completes the proof. O]
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b
Next we find a formula for Z|G (t, s){ in the following proposition.
s=0

Proposition 3.6.3. Ift € N’“rb+1 then the Green’s function for (3.6.1) satisfies

D IG(t,s)| = HM—;Q)(M+b+1_t)' (3.6.5)
Proof.
b t—pu—1
_ (t—o(s)® 1 (th(u+b+1—o(s))"
;}G(t’s)’_ ;‘ T(p+1) p( (g + 1) )’
L (b1 o(s))
+8t_u‘ p ( pl(p+1) )‘

In Proposition 3.6.2 we proved that G(t,s) < 0, which implies that u(¢,s) < 0 for
t < s+pando(t,s) <0 fors <t—p—1. Thus the above expression can be rewritten

as

IS (b 1= a(s)E\ (= o(s)"
- Z; L}( T (p+ 1) ) D(u+ 1) ]
"L (Pt bt 1 o(s)"
+S;up ( pl(n+ 1) )
(&t bt —o(s)r R (- a(s))
P (; pl (g + 1) ) ZO T(p+1)
_ : Ag(p+b+1 -5t 1 LA — st
pul(p+1) & —(p+1) Pp+1) = —(p+1)



Using the Fundamental Theorem of Discrete Calculus, we get that

1 1 t*#_ﬁ _S&bJrl
216069 =y | [~ 22 o 1
iy | (= ) = (e e ).

Since p = l%(u + b+ 1)” and using the fact that p“*t = 0, we get that

- C L [tE(utb et
Z|G(t’s>‘_F(u+2){ (p+b+1)e _t}'

> |G, s)| = r(u—;z)(’“‘ +b+1—t), teNTII

This completes the proof.

Proposition 3.6.4. The Green’s function for (3.6.1) satisfies

b+2 -1
1 b+ 1,15~ b+1
Gt ) = —— b [ I
teglﬁ%%}l;‘ (] Ty +2) @H UHW] { +[M+1]}’
where [x] denotes the ceiling of .
Proof. In the previous theorem we proved that
Eb G(t, )] " (u+b+1—1t), teN-TIH
S)| = =—— — :
) F(/,L + 2) H ’ p—1

67
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Thus

b
1
e Z|G<t73)‘:m max “(p+b+1—1t), ¢t € NiTorL
s=0

1
ptb+1 pb+1 1
tENu—1 tENu—1

Let F(t) = t“(u + b+ 1 — t), then observe that F(t) > 0 for ¢t € Nﬁfgﬂ with
F(u—1)=0and F(u+b+1) =0. So F has a nonnegative maximum and to find

this maximum we consider,

AF(t) = (=1) t4+ () (e + b —t) =2
=t = (1)t +1—p) + (0)( +b—1)]

=t [P bt p—tp—t—1].

Now by setting A,F(t) = 0 and using the fact that #*=L > 0, whenever t € Nﬁflfﬂ,
we have that
(W2 +bpu+p—tp—t—1)=0.

Using standard calculus arguments, it turns out that F(¢) has a maximum at t =

b+1
b—|——]. Th
o+ (M+11 us

b -1
1 b+1_ 1~ b+1
ax SO|G()| = o [pb— 2R 1]
tEINr;jf}be s:o‘ (t:9) T'(pn+2) [M [u+1ﬂ { [u+11}
This completes the proof. O]

3.7 Zero-Convergent Solutions

In this section we will prove the existence of a zero tending solution as t goes to oo of

the forced self-adjoint fractional difference equation (3.1.1) using the Banach Fixed
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Point Theorem (Contraction Mapping Theorem). Also an example illustrating this

result will be given.
Theorem 3.7.1. Letp:N,_; = R, f: Ny =+ R, ¢:N,_1 = R and Assume

(1) p(t) >0 and q(t) > 0, for allt € N,_4
— 1

(8) Y f(r) <oo

pn—1

21 (<A (7 —o(s))=t
e (Z< ) q<s+u—1>><oo

s=0

hold; then the forced self-adjoint fractional difference equation

A (pA)(t) + q(t+p— Dt +p—1) = f(t), teN, (3.7.1)

has a solution x which satisfies tlim z(t) = 0.
—00

Proof. In order to prove this theorem we will use the Banach Fixed Point Theorem.

= 1 (SE(r—o(s)?
Since q(s+pn—1)] < oo we can choose a € N, such
250 (Z I(n) g
that
21 (R (r—oa(s))rt
= — ———qg(s+pu—1)| <L
200 ( I(w)
Let ¢ be the space of all real valued functions z : N, — R such that tlim xz(t) =0
—00

with norm ||.|| on ¢ defined by

lz (@)1 = max|a(t)].
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Define the operator T' on ¢ by

Tat) = 3o | 3 o = et = 1) = S0,

for t € N,. Now we will show that T": ( — (. To do this we will first show that 7" is
a real valued function. Let x € ( be arbitrary but fixed, then this implies that z is a

real valued function satisfying tlim x(t) = 0. This implies that for some real number
—00

M >0, |z(t)] < M for all t € N,, and since Zf(T) converges this implies that for

=0
some real number N > 0, f(7) < N for all t € N,_,,. Thus

7o) =Y~ |5 T (s = gt - 1) - f(S)]]

<Y S T gy

e [ e—e

e [Z Ly eHH ”]
= 1 [ ols)

*sz[ i ]

<0 + 00 = 0.

Thus T is well defined on (.

Next we will show that T : ( — (. We will use an argument similar to above. Let
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x € ( is arbitrary. Notice that

EUEDY jﬁ [ %ws = Dals b p—1) - f(S)]] ‘
<ii gM[M (54 —1)+ N]
=L |&T T do i
= F 1 s_w( e (3.7.2)
M2m [Z M ”]
=1 [ (7 — o(s)t
e [ I(n) ]

Again, since

we have that
—q(s+u—1)> “o,

for any real valued function ¢(t) > 0 defined on N,. Thus by applying the limit as
t — oo on both sides of the (3.7.2) we get that tlim Tx(t)=0. Thus T: ( — .
—00

Next we will show that T" is a contraction mapping on (. Let z, y € ( and t € N, be
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arbitrary but fixed. Consider

Ta(t) - Tylt) = i = (Z o gt 1) = f15)+ f(s)]) ‘
[t (5 o)
gf;]% g%u—mww—n)
Sif% g%%Hu—l)) |z =yl
sfj]% ::%%ﬁ'ﬂ—l)) Iz
—allz - g,

for t € N,. Since t € N, is arbitrary and a < 1 we conclude that T" is a contraction
mapping on (. Therefore by the Banach fixed point theorem there exists a unique

fixed point z € ¢ such that T'(z) = z, which implies that for all ¢ € N,

dﬂz?%ﬂ%[?%h_&gw_M@+u—1ﬂw+u—ﬂ—f®4-

We will now show that the unique fixed z is a solution to the forced self-adjoint

fractional difference equation (3.1.1). To show this, consider

=Y 1lg;ﬁ_&gw_M@+u—1ﬂ®+u—w—f@ﬂ-
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Taking the difference operator A on both sides of the preceding equation we get

Ax(t)
=A§p(17) [Z S f;)“_l[q(s (s 1)(s =t 1) - f(s)]]
- [ A = s -k ) - f(s)]]

Thus
pH)A(H) = — [ ¢ ‘li’((ji)’”l[q@ (s — pt 1) — f(8>]]

(A2 (1) = Z o2V 1) — s+ 1= s — -+ 1)

It follows that

A1 (pA2)) (1) = A (A" (f() —al- +p = D2(.+p=1)))(t), t€N.

Now we use the fractional composition rule on the right hand side of the above

equation to get

AL (pA2) (1) =A% [f(t) —qt +p— 1Dzt +p—1)], teN

=f(t)—q(t+p—1)z(t+p—1), teNg

1.e.

AL (pA2) () +q(t+p—1)z(t+p—1) = f(t), teN,.
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Thus z satisfies the self-adjoint equation (3.1.1) and is therefore a solution to that
equation. Since z € ¢ we conclude that self-adjoint equation (3.1.1) has a solution z
satisfying lim z(t) = 0.

t—o0

This completes the proof. n
Next we will present an application the above theorem.

Example 3.7.2. As an example if we let f(t) = fort € Ny, q(t) = 1 for

t+1

t € N,_1, p(t) = (t+1)2(t+ 1)~ for t € N,_1 in Theorem 3.7, then all the assumptions

of the theorem are satisfied as we can notice from the following facts:

(1) p(t) >0 and q(t) > 0, for allt € N,

1
(2)2 ;(TH) GRS

1
(B)Zf Z<+1)2<oo

Tu

(4)2 ! (Z T—I:T(S)))_Q(s+u—1)>

«p(7)
& (7)

= L T G+ P IR

T=p

Thus the theorem guarantees there exists a solution to

A (pAZ)(8) + gt +p—1)2(t+p — 1) = f(£), teN

that goes to zero as t goes to infinity.
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Chapter 4

Existence And Uniqueness Of A

Positive Solution

4.1 Introduction

In this chapter we will focus on the quantitative and qualitative features of the solu-
tions to the fractional self-adjoint equation mentioned in the previous chapter. Under
certain conditions, we will show that the equation has a unique positive solution with
unbounded domain. Our approach will involve the Contraction Mapping Theorem
using a weighted norm and “Picard” iteration in a discrete time scale setting. Sur-
prisingly, the results which we will discuss in this chapter will not only generalize
some results in differential equations and difference equations but they will establish
a new foundation for the research for the time scale community. In the second section
we will prove and give a foundational theorem and lemma which we will use in future
sections. In the third section we will prove one of our main results and give an exam-
ple. Finally, in the fourth section we will give another important result concerning

solutions of a forced equation with a positive horizontal asymptote.
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4.2 Preliminary Theorems And Lemmas

We now give conditions under which the forced fractional equation
AL (pAz)(t) + F(t,x(t+p—1)) =0, teNg

has a solution with positive limit as t goes to oc.

Theorem 4.2.1. Let p: N,_; — (0,00) and F': Ny x R — [0,00). Let M > 0 and
define

(v = {x :N,_1 = [M,00) : Az(t) <0,Azx(p—1) = 0}.

Suppose for all the functions x defined on N,,_1, the following series

P GELO) _
T;Ip(ﬂ [2; () F(s,x(s + p 1))]

1s convergent. Then the fractional equation
AL (pPAx)(t) + F(t,x(t +p—1)) =0 (4.2.1)
has a positive solution x € (y; such that tlim x(t) = M if and only if the summation
—00

equation

S (7 — o)t

2 XM F(s,z(s+p—1)) (4.2.2)

x(t):M—l—Z]%

has a solution x on N,_;.
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Proof. Suppose the fractional equation
Ay (pAz(t) + F(t,a(t+p—1)) =0 (4.2.3)

has a positive solution = € (s such that tlim x(t) = M. First we let y(t) = (pAx)(t).
—00
Then applying the fractional sum operator on both sides of equation (4.2.3) and using

the fractional composition rule given in Lemma 2.1.5 we get that

y(t) = —A"F(t,a(t +p— 1)) + =t
t—p
=0

(t — o(s)=t
T

(s,2(s +p—1)) + ctt=L.
i

S

It follows that

Ax(t) = —— li (= o)™ b (s + 1))] .

—~ Dy

Now summing from 7 =t to co we get that

M —a(t) = — 2 p(lT) [; (r _Iﬁ’(if)))“ F(s,x(s + pu — 1))] .

Hence,

x(t) = M + ; p(lT) [Za r _&S)))N_F(S,$(S +p— 1))] :

Thus z is a solution to the summation equation (4.2.2).
On the other hand, if the summation equation given by (4.2.2) has a solution x

on N,_;, then
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Now by taking the delta difference on both sides of the last equation, we get that

I B S )
Az(t) = o ;) ) F(s,x(s+pu—1))]. (4.2.5)

Hence,

(pPAz)(t) = — [AF(2(- — p+ D] (1)
Taking the fractional difference of both sides of the last equation, we get that

AL (PAT)(8) = =4y A" (F( 2(- 4+ p = 1))(D)

=—F(t,z(t+p—1)), teN,.

Which implies that
A (pAz)(t) + F(t,z(t+p—1)) =0

Hence z is a solution of the fractional equation (4.2.1). We also observe that z(t) > M,
since p(t) > 0 for all t € N,,_; and F'(¢t,u) > 0 for all (¢,u) € Ny x R. Moreover, notice

that

-1

(1—1—o(s))e!
; M) F(s,z(s+p—1))

1
p(p—1)

Azr(p—1)=— =0

by the convention given in Remark 2.1.4. From the expression for Az(t) given by
equation (4.2.5), we see that Az(t) <0 for all t € N,_;. Thus = € (. Furthermore,

since the series
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is convergent it follows from equation (4.2.4) that tlim x(t) = M.
—00

This completes the proof. n

Remark 4.2.2. If u = 1(non-fractional case) in the preceding theorem, the fractional

summation equation reduces to the summation equation

[e.o]

x(t):MJrZ]%

T=t

i F(s, x(s))] :

Lemma 4.2.3. Assume M > 0 and

Cur = {x 'Ny_1 = [M,00) : Az(t) <0,Az(p—1) = 0}7

- 1
where F: Ng x R — [0,00). Assume p: N,_1 — (0,00) satisfies Z In(1+ (—)) <
p(T
T=p—1

oo and define d : (yp X Cu — [0,00) by d(x,y) = sup (1) — y(¥)]

teN, 1 QU(t)
- 1
—[ Z ln(l + m)}
e Tmrl . Note that 0 < L := lim w(t) < 1. Then the pair (Cur,d) is a

t—o00

, where w(t) =

complete metric space.

It is straight forward to show that ((ys, d) is a complete metric space.
Next we prove the existence and uniqueness of the solution of the fractional equa-

tion (4.2.1) tending to M as t goes to oo by using the Contraction Mapping Theorem.

4.3 Main Theorem And Example

Theorem 4.3.1. Assume F' : NoxR — [0, 00) satisfies a uniform Lipschitz condition

with respect to the second variable, i.e. if u,v € R andt € Ny then |F(t, u)—F(t, v)‘ <
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K|u — v| and assume p : N,_1 — (0,00) and let ((pr,d) be the complete metric space
as defined in Lemma 4.2.2.

If the following hypotheses (H1) and (H2)

H1) The series i ! g (7 = U(S))EF(S x(s+p—1))| is convergent for each
20 |& T ™
T € Qs
o M
H2) 1 _K i 1
) 1—‘(,u,+1) L [; p(t)] o <<

are satisfied. Then there exist a unique positive solution of the fractional equation

(4.2.1). Moreover lim x(t) = M.

t—o00

Proof. Let ({u,d) be the complete metric space as defined in Lemma 4.2.2. Consider

the map T on (; defined by

Tx(t) =M+ ; p(lr) [; (7 —I:I((/;S)))“_F(s,:zr(s +p— 1))] :

First we will show that T : {5y — (. First note that the above expression for Tx(t)
guarantees that T'z(t) > M since F(t,u) > 0 for all (t,u) € Ny x R and p(t) > 0 for

all £ € N,_;. Next note that

o
=
=

sS=

ATa(t) = _p(lt) [ (r = o()“=F (s, (s + 1 1))] <0

Also it can be easily verified that (ATz)(x — 1) = 0 by our convention as mentioned

in Remark 2.1.4. Thus T": &y — &y. Moreover we will show that 7' is a contraction
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mapping on (ys. Let ¢ € N,_; be arbitrary, then

Tx(t) — Ty(t) _LOO 1 T_#(T—a(s))“_l s (s B
‘ w(l) ’ =0 TG et D)
—F(s,y(s + p— 1)@.
K &1 [ (= o))t ol
< 00 2= 50 [Z TR 1)] Ay
AT, TW) < 7 p(lt) v ‘I‘,’((/j)))’“w(s . 1)] iz, y)
K& 1 [(hir—ote=t]
ST |E T Tw ]d( &
K~ 1 [
=T 25 [Tt 1)] Ae9)
1 K| & 7
APESTA L;_lpa)] de:9)
=a d(z,y).

Since a < 1, T' is a contraction mapping on (;. Then it follows from the Contraction
Mapping Theorem that there exists a unique fixed point x of T" in (j; such that
T(xz) = x and therefore z is the unique positive solution to the summation equation
(4.2.2). Hence, by Theorem 4.2.1, x is the unique positive solution to the fractional

equation (4.2.1). Moreover, since the series

o

1 |& (1 —o(s))rL (s B
20 | e )

T=p—1

S=
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is convergent,

SRS RO

lim z(t) = M + lim —_— ————F(s,xi(s+u—1))
t—00 t—00 g p(T) g F(ﬂ)
= M.
This completes the proof. O

Next we will present an example to illustrate the above theorem.

Example 4.3.2. As an example let us choose F(t,x) = K|x| — M fort € Nog. Then
F' clearly satisfies a uniform Lipschitz condition with respect to the second variable x

with Lipscitz constant K. Let p : N,_1 — (0,00) be defined by

4, t=pn—1
p(t) = (4.3.1)
K2t—nut+3)g1
F(M+1)Lt , teNy

in Theorem 4.3.1, then all the hypotheses of Theorem 4.3.1 are satisfied as verified in

the following arguments. First notice that

1n<1+]%> SZ%’
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fort € N,. Therefore,

=[]
3~
HJH
+
NE
::"‘

=

K
—_

ﬂ
I
=

8

I'(p+1)
2(t—p+3)H

I
R
_l’_
= =

3
Il
=

1
2(t—p+3)

IN

+ o+
‘b« =
e

8 I N
W
=

A

Hence, by the comparison thorem,

- 1

> o1+ ) <o
] p(t)

Next we will show that (H1) is satisfied. Let x € Cy be arbitrary but fived. Consider

the following series

> [i T st - 1>>] .

T=p—1 p(T) s=0
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The following calculations show (H1) is satisfied for each such x € (. Note that

R A e )
2 p(7) [Z Dy et 1))]

Next we will show that the second hypothesis (H2) also is satisfied. Notice that

— 7T (u+ 1
Z (p+1)

TH(T—p+3)

T=U

= 1
Z 2(r—p+3)

T=p—

=

1 K TH 1
T+ )L [ le@)] T+ 1)
I:

T4
<1.

Thus the second hypothesis (H2) is also satisfied. Hence, Theorem 4.3.1 implies that

with the above defined functions F, p with their respective domains
Ap_(pAz(t) + F(t,z(t +p—1)) =0 (4.3.2)

has a unique positive solution that converges to M ast goes to oo.
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4.4 Preliminary Theorems

In this section, we first show the relationship between the existence of solutions of
AZ?l(pr)(t) + F(t,z(t+p—1)) =0
and the existence of solutions of a fractional summation equation in the following

theorem.

Theorem 4.4.1. Assume p : N,_1 — (0,00) and F' : Ny x R — [0,00). Let M >0
and define

(v = {x :N,_1 = [M,00) : Az(t) < 0,Az(p—1) = O}.

T

1
Let P(1,t) := Z M, where t € N,_;. Suppose for all the functions x defined on

N,_1, the followz_‘ng two series

> Prp—1) [ > %F(s,x(s + - 1)] : (4.4.1)

Z P(T,,U-l)[ Z (M_1)(7—_0(8))“;}7(3,%(8—!—#—1))]

T:u—l S

are convergent and moreover, the later series satisfies the condition that

N Plrou-1) _Z (= D = o)™ b s p— )] <0.  (44.2)

T:,LL—I S
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Then the fractional equation
AL (pAzZ)(t) + F(tz(t+p—1)) =0

has a positive solution x € (yy such that tlim x(t) = M if and only if the summation
—00

equation

w(t)=M -3 Pt Y (k= 1)(;<;)U(S))WF(S, w(s+pu—1))]  (44.3)

S

has a solution v € N,_;.

Proof. Suppose the fractional equation
Ay (pAz(t)) + F(t,x(t +p—1)) =0 (4.4.4)

has a positive solution x € (y such that tlim xz(t) = M. We let y(t) = (pAx)(t) in

—00

equation (4.4.4). Then by applying the fractional sum operator on the both sides of
equation (4.4.4) and using the fractional composition rule given in Lemma 2.1.5 we

get that

y(t) = —Ag"F(t,z(t + p — 1)) + ct=L
t—p

(s,x(s+p—1)) + cti=L,
=0

(t - o(s)!
MW

S

This implies that

Ax(t) = —— | S TS g as + 1))
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Now summing from 7 =t to oo we get that

M —z(t) = — ; p(17-) [; (T —Fa(if)))“_F(s,x(s +p— 1))] :

Therefore,

T—

pn—1

uwzﬂ4+zgd%[§;“”}%j)F@x@+u—ni.

Now by using the definition of P(7,t) as defined in the statement of the theorem we

can rewrite the preceding equation as

S (7 — o)

2 T F(s,z(s+p— 1))},

o(t) = M+ [A(P(r—1,1))]]

and then by applying the summation by parts formula and the convergence of the

series in (4.4.1) we get that

S (r = st ~
ﬂﬂ:M+Ph—L®[Z;—Tﬂﬁ——F@x@+u—U4Tﬂ
- (=17 —o(s))=2
—;P(T, t)[; X F(s,x(s +p—1))

+F(r = p+ 1La(r)]

:M_EQP@Q[EQ<“_D$@;@V_F@x@+u—nﬂ

On the other hand, if the summation equation

o) =31 = 3P| Yo P IIE e  ys -

7=t s=0
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has a solution x on N,_;, then

Note that since the series

oo

P(r,pu—1) [T_z“f MF(s,x(s—i—u—l)]

T=p—1

-1
1
is convergent and Z (— |7’ + = 0, we have that

T—1 T—

[Z L (1 —o(s))rL

uft s:O F(’u

Fls,a(s+p—1)|[2, =0

and hence the expression for z(t) as mentioned above can be rewritten as

o(t) = M+ (gp@)) Z T RIES
- fﬁ P(r.1) Z = D0 2 s, a1 1>>]
_M+; (A, P(r [g: T_F“(S )= (s,x(s—l—u—l))]
— M+ Z [ZO u _1?((;)))“ =0 pis a5+ 1))]

Now by taking the delta difference of both sides of the last equation, we get that

A :_L t“t—as p=t
p(t) | =  T(w

M

F(s,z(s+p— 1))] : (4.4.5)
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Hence,

(PAZ)(t) = = [Ag"F(,2(. — p+1)] (1)
Taking the fractional difference of both sides of the last equation, we get that
AL (PAz)(t) = = A A (F (S 2(c+p—1))(1)
=—F(t,z(t+p—1)), teN,.

Therefore,

A" (pA)(8) + F(t,a(t +p—1)) =0, t€ Ny

Hence, x is the solution of equation (4.4.4). Moreover it is not hard to see from the
expression for Ax as given by equation (4.4.5), that Az(t) < 0 and Az(p — 1) = 0.

Also, since the series

F(s,z(s+p—1))]

is convergent we have that 1tlirn x(t) = M. Furthermore, since
— 00

Z P(r,p—1)[ Z (= 1)(;<;)0(8))HF(s,x(s +up—1))] <0, (4.4.6)

T

we have that

M — Z:;P(T, t)[ _Z:; (1 — 1)(;(;)0(8))“_17(3,3/(5 + - 1))] > M,

i.e. z(t) > M. Hence, we conclude that the fractional equation (4.4.4) has a positive

solution x € (j;. n
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4.5 Another Main Result

Next we will prove the following theorem which is an application of the Contraction

Mapping Theorem.

Theorem 4.5.1. Assume F' : Ng xR — [0, 00) satisfies a uniform Lipschitz condition
with respect to the second variable, i.e. ifu,v € R andt € Ny then |F(t, u)—F(t, v)‘ <

1
Klu —v| and assume p : N,_; — (0,00), P(7,t) := —— and let ((pr,d) be the
| ‘ p—1 ( ) ( ) ;E;ZKUJ ( M )
complete metric space as defined in Lemma 4.2.2. If the following hypotheses (H1),

(H2), (H3) and (H4) are satisfied.

> T (= -l
H1) The series Z P(r,u—1) [ Z %F(S,x(s +p— 1)] is convergent
s=0

T=p—1
for each x € (py.

H2) The series » . P(r, u—1) [ _Z: = Dir = U(S))PZL;?(SJ(S - 1)] is con-

T=p—1
vergent for each x € (yy.

wy S p Tﬂ_l[§;<u—mv—a@¥zf@w@+u—wlgofwewh

T=p—1
T € Cmp

S

Ko & = 1) = a(s)E2w(s +p—1)|
HY)X > P [Z ) ]_a<1,

where in hypothesis (H4) we defined L =: tlim w(t) > 0 as mentioned in Lemma 4.2.2.
—00

T=p—1

Then there ezist a unique positive solution x of (4.4.4) such that lim x(t) = M.

t—00

Proof. Let ((ar,d) be the complete metric space as defined in Lemma 4.2.2 and con-

sider the map T on (j; defined by

T—p+1

-M-Y P(r, t)[ 3 (= D = 0N b s+ = 1)), 2(7)].
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First, we will show that T": (s — (y. Let x € (3 be arbitrary. Then similar to the

derivation of (4.4.5) in Theorem 4.4.1, we have

— (T —o(s B (s (s +p—1
Z( (s)=F(s,z(s + p—1))

ATz(t) = —— T

Also since p(t) > 0 for all ¢ € N,_; and F(t,u) > 0 for all (t,u) € Ny x R, we have

that

ATt [THT—O' NELE (s, (S—l-ﬂ—l))lgo.

s=0

M
!
§

Also it is not hard to see that

ATz(p—1) =0.

Moreover, by using hypotheses (H2) and (H3) we conclude that T'(x)(t) > M for
t € N,_1. Hence, we proved that T : (yy — (u. Next we will show that T is a

contraction mapping on (ys. Let t € N,_; be arbitrary. Then notice that

Ta(t) — Ty(t & (1= D] = o(s))2 -
‘ o ’ ZPTt[Z o F(s,2(s + p — 1))

<om > P <Z LD HT(;)U(S))#_‘w(s+u—1)>]d(:x,y).
Thus

S Plru—1) ( ) ‘<“_””({(;)"<5””_’w<s+u—1>)] d(z.y)
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Since o < 1, by the hypothesis (H4), T is a contraction mapping on (»;. Hence, by
the Contraction Mapping Theorem there exist a unique positive fixed point x of T’
in ¢y such that T'(z) = x. Therefore, Theorem 4.4.1 gurantees that x is the unique

positive solution to the summation equation

2(t) =M =3 P(r.1) [ _Z (1= 1)(;(;)0—(3)%%’ 2(s+p—1)), x(T))].

This completes the proof. O
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