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A Synthesis for Testability Scheme for Finite
State Machines Using Clock Control

Kent L. Einspahr, Shashank K. Mehta, and Sharad C. Seth

_Abstract—A new method is proposed for improving the testa- of the original FSM. The embedding concept has appeared
bility of a finite state machine (FSM) during its synthesis. The before (see [4]-[6], and [11]) but has not been explored
method exploits clock control to enhance the controllability and in the context of state assignment and clock control. The

observability of machine states. With clock control it is possible . .
to add new state transitions during testing. Therefore, it is easier diStances between the states can be reduced by adding new

to navigate between states in the resulting test machine. Unlike transitions between distant states [11], [17], but this approach
prior work, where clock control is added to the circuit as a post- may entail significant logic overhead. Instead, we propose to
design step, here, clock control is considered in conjunction with a effect new transitions by simply disabling the clock to a group
symbolic scheme for encoding the states of the FSM. The encodlngof flip-flops (FF’s) in the circuit. The resulting scheme affords

is shown to result in significant reductions in the interstate tat trollabilit ble t desi The id f
distances in the benchmark FSM’s. Further, the observability state controllability comparable to scan designs. € 10éa 0

of the encoded states can be improved by adding two primary disabling the clock has been used before in BALLAST [16]
outputs to the circuit such that a fixed input sequence forms a which is a DFT scheme applicable to pipelined circuits with
distinguishing sequence for all states. Theoretical results show |imited feedback and feedforward connections. In contrast, the

that for abllarge CILaSS of ';.SM’St;lth% teStabi”éy improvements are \work proposed here represents a SFT technique for circuits
comparable to those achievable by scan designs. Experimental o " ° 7 Lo S by FSM's.

results show that available test pattern generation tools are able X
to take advantage of the enhanced testability in producing shorter A potential advantage of the proposed scheme over scan
test sequences, particularly for machines with poor connectivity is that efficient navigation between states is possible without

of states. entering illegal (nonfunctional) states. Test pattern generators
Index Terms— Automatic test pattern generation (ATPG), ma.y exploit thIS feature by discarding the faultS tha.t require
design-for-testability (DFT), test synthesis, testing entering an illegal (nonfunctional) state for their detection as

such faults are functionally-redundant.
The state observability is improved by judiciously adding
two primary outputs to the circuit such that a fixed input
HIS paper proposes a new technique for improving thgquence forms a distinguishing sequence (DS) for all (split-
testability of a finite state machine (FSM) during It&:oded) states. The DS is of |eng(p(10g N)l where N is
synthesis. The technique exploits the clock-control conceple number of valid states, and returns the good machine to
[2] to enhance the controllability and observability of machingle state at the beginning of the sequence. The latter property
states. With clock control it is possible to augment the origan be very helpful in reducing the test length in circuits with
inal state transition graph (STG) with new transitions duringoor observability.
testing. The resultingest machinean, therefore, have a better- The proposed technique can be used directly to enhance
connected STG, making it easier to navigate between staig® testability of FSM controllers with and without data paths.
Prior work on clock control has mainly been concentratedsually, data paths have good controllability and observability
on using it as a design-for-testability (DFT) tool [3], [7]-{9].and are easier to test than controllers [13]. Therefore, the focus
[17]. Here, clock control is employed in conjunction with &ere on simplifying test generation for a FSM controller is
symbolic state encoding scheme (callglit-coding to serve jystified.
as a synthesis-for-testability (SFT) method. The synthesizedpreliminary ideas related to this work were reported earlier
circuits are shown to have shorter test sequences than [t]. The original approach has been substantially extended to
circuits synthesized without clock control. apply to arbitrary FSM’s and extensive experimental results
Furthermore, these gains are achievable by standard jsgve been added in support of its usefulness.
quential automatic test pattern generation (ATPG) tools. InThe rest of the paper is organized as follows. Section Il
the proposed scheme, the test machine embeds the SirGvides the background on clock control to enhance state
controllability. This is followed in Section Ill by a formal
Manuscript received December 23, 1998; revised June 10, 1999. This pa@@rﬁnition of split-codes that form the basis for the state
was recommended by Associate Editor L. Stock. assignment using clock control. Several properties of the split-
K. L. Einspahr is with the Department of Computer Science, ConcordEﬂDdes relevant to our work are also discussed. Section IV

University, Seward, NE 68434-1599 USA. . . .
S. K. Mehta is with the University of Pune, Pune, 411007 India. shows how split-codes can be used in state assignment so as to
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improve navigation between states through clock control. Two
schemes for implementing the clock control are also described
in this section. For some circuits with poor observability it may
not be enough to improve controllability of states, therefore,
Section V proposes a scheme to enhance the state observ-
ability. Section VI provides experimental data in support of
the theoretical results in Sections IV and V and concluding
remarks appear in Section VII. (|

New Transition New Transition

B2 | [2] B | ] & ]

Il. STATE CONTROLLABILITY AND TwO CLOCK APPROACH

Time-frame-based test generation is an iterative process in
which, after an uncovered fault is chosen as target, the test
generator passes through two phases:stiage controlphase

wherein a search is made for an input sequence that takes the oB—Transition o~ Transition
circuit to a state in which the fault can be excited, and the

state observatiophase wherein a search is made for an input laa [ p | [a2 | p |
sequence which propagates the fault effect to a primary output. ()

The state controllability of a FSM refers to the ease witp. 1 State transitions under clock control

which the test generator can navigate to the desired state. The™ '

better the connectivity of the STG, the easier is the navigation.

Thus, the controllability of a FSM can be improved by addingroups that may be turned off. Thus, each transition in the
new transitions to its STG during testing. The well-knoweriginal FSM generates a spectrum 2ftransitions, one for
DFT methods, such as scan and partial-scan, can be viewae@ry clock-control mode. The circuit will requiteadditional

as improving controllability by improving the connectivitycontrols, one for each FF group. In this paper we restrict
of the STG. Other suggestions along the same line includéscussion to just two FF groups and assume the clock control
adding new transitions to the STG [1], [10], [12], adding newf only one group. Specifically, it is assumed that a control
(illegal) states and transitions to the STG [15], adding resgignal, C, either enableg(C' = 0) or disables(C = 1) the

to a “central” state to minimize interstate distances [11], arfdock to thes group of FF's; the clock to the: group of FF's
using clock control [2], [8], [14]. The clock control techniqugs assumed to always be active. The transitions in the two clock
is further elaborated in this section as it forms the basis forodes(C' = 0 and C = 1) will be denoted, respectively, as
this paper. We shall return to the issue of state observability-transitions andv-transitions, as shown in Fig. 1(b). Both

in Section V. of these modes will be assumed to be available during testing
and the termtest machinewill be used to refer to the FSM
A. Clock Control which includes both thex and a3 transitions in its STG.

. . - ., . Normal machineor original machinewill refer to the STG
The basic idea of clock control is to divide the FF's "Eonsisting only of the originala/3) transitions

the circuit into two or more groups and disable the clock to Fig. 2(a) shows an example STG of a modulo-4 counter

d test licati fixed ; fEPS | ¢ bI[]nder two-clock control. Here, the first bit corresponds to the
and test application, a fixed grouping 0 S IS preterablg, group and the second bit corresponds to ghgroup. The

The normal circuit behavior is re‘.”‘"zed by enabling the _C,IOC%[J transitions(C' = 0) corresponding to the normal counter
to all FF groups. However, during testing, new transitio

. - . nction are shown in solid and the-transitions(C' = 1)
may be realized because the states of the FF's in the disab g shown by broken lines. Because of the addition of the

group(s) cannot change. As an example, suppose that the atter transitions, the worst-case distance between two states

are (éividedd int? two grcl)uEsy ?ndkﬁ _and that i:j is possri]ble is reduced from 3.0 to 2.0 and the average distance between
to indepen e|_1ty control the cloc signals, and ¢, to t € two states is reduced from 1.5 to 1.125.
two groups. Fig. 1(a) schematically shows how new transitions

may result from a normal transition because of the clock . o
control. Assume that the assigned state, ;) changes to B. The Role of State Assignment Versus FF Partitioning
the assigned statgvs, o) under some input in the original Consider again the example of the modulo-4 counter im-
FSM, wherea; and3; denote the values of the correspondinglemented with two-clock control, but this time with the state
group of FF's. Wheng, (¢g) is disabled in a test mode,assignment shown in Fig. 2(b). In this case, the test machine
the new state under the same initial state and input would toens out to have the same maximum and average interstate
{1, B2) ({a2, B1)). When the clock to both groups is disableddistances as the original counter, i.e., 3.0 and 1.5, respectively.
the current state of the circuit will be held. Because the clodkis shows that the effectiveness of the two-clock approach
to each group is being independently controlled, two binanot only depends on the FF partitioning but also on the state
control signals are required in this example. assignment.

In the general case, a circuit withFF groups will have! FF partitioning by itself is a design-for-testability scheme
clock-control modes, which is the number of subsets of thwehich, like scan, can be applied to an existing design, i.e.,
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the distance between the states in the test machifiegsv].

In this paper, we present a state encoding casigiit-coding
which ensuresD(log N) distance between the states in the
test machine for a large class of circuits synthesized with two
clocks.

I1l. SPLIT-CODES

In order to motivate the definition of split-codes, we make
certain simplifying assumptions which will be relaxed later.
Assume the FSM under consideration és=m - 2* states,
wherem andk are integersyn > k, and the states of the ma-
chine are connected in a Hamiltonian cycle (HC) of transitions.
The objective of split-coding is to allow the implementation
of a test machine with desirable state controllability. If we
squeeze the successivestates in the cycle inteuper nodes
then the test machine defined by the split-code will reduce
to the barrel shifter network. In this network all the super
nodes are in a directed cycle and further, each super node is
directly connected to the super nodes at distaicdor all
k. In this network, the maximum distance between nodes is
k < log N and within a super node, the split-code ensures
that the maximum distance between states:igvhich can be
after the design and synthesis have taken place. Alternativefjiosen to b&(log N). Fig. 3 (presented later in this section)
clock control can be considered at the time of state assignmblystrates the super nodes SNO,, SN3 for a specific example
as a SFT scheme. In the latter case, the state assignmerfliggussed below.
well as the FF partitioning can be optimally determined for A split-code S(m, k), is defined for any pair of integers:
maximum reduction in the interstate distances. In the casetbf< k¥ < m. It is a sequence of pairs of integefa®, 3%),

n FF's there are2"~! ways to partition the FF's. But the (&', 3%), (@® #%),..., where0 < o/ <m —1and0 < 7 <
presynthesis options are much larger in number. Ther@re 2% — 1, defined recursively by
ways to assign a binary code to the states (assugfirggates) 1) («,8°) = (0,0); _
and for each state assignment there2ire! ways to partition ~ 2) {(a?*L, 71 = (o7 + 1(mod m), 7 + 2% (mod 2¥)),
the FF's. It is natural to ask whether the choices under the DFT  for all ;7 > 0.
scheme (FF partitioning only) are sufficient to improve thgimplification of the expression fofa™2", 372} leads to
controllability. Although it is difficult to answer this question,the equation (proved as Observation 4 in the Appendix)
the following examples show that for some state assignments . .

.. . . . m-2 -2 _ 0 10
only negligible improvement is possible, no matter how the (™=, g7 ) = (o, B7).

FF's are partitioned. . . : i iy _ /- j(mod m-2")
Consider a moduldv (N = 2") counter in which the This observation establishes that’, 57) = {a !

states are connected in the cyck, S1,...,5y_1,S50. The pilmed mak» so there are orllyn 28 d,jStinCt pairs, namely,
fars 0, (.Y, . (@ o gl Table | shows

average distance between two states in the original coun . X
is (N — 1)/2. For the first example, assume that successiVaS elements o5(3,2). Refer to the Appendix for a rigorous

states of the cycle are assigned the successive Gray co&’gé'.n't'on and pro_pert!e_s of spht—ches. .

Irrespective of how the FF’s are partitioned, either thbits For notational simplicity, arithmetic operations on the values
) . k

or the 3-bits of stateS; and S 1(meq 2+) Will be the same of o ands3 will be understood to be module: and modulo2”,

for all j because successive Gray codes differ in only Origspective_ly. Similarly, arithmetic operations (lzn the indexes of

bit. The a-transition will either loop back to the initial state of (m, k) will be understood to be modula - 2°.

the transition or coincide with the corresponding-transition

[see Fig. 2(b)]. Thus, the distances between the states in ﬁ*leA

original STG and the test machine will be identical. We present a result on the split-code sequences which will
For the second example, consider the binary number encbg-used to show th@(log N) bound on the distances between

ing in the modulo-N counter, i.e., the binary code of numberthe states in the test mode for a large class of circuits when

is assigned to statg; with FF’s ordered ag,,_: - - - fo. If we  synthesized with two clocks. For convenience, we first define

are restricted to partitions: f,—1---f, and3: f,—1---fo the notions ofunit-stepand unit-step sequence

for an arbitraryp, then the average distance cannot be re- Definition: The following pairs of code-pairs, for gl will

duced to less thar8N/8 in the test machine. For proofbe calledunit-steps

see Observation 2 in the Appendix. This reduction can bel) ag-step:({a’, ), (a?+1, B7F1));

considered negligible compared to that dus¢anningwhere  2) a-step: ({a?, %), {a?t1, 3%)).

(b)

Fig. 2. Test machine of modulo-4 counter.

Property of Sequences
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Fig. 3. af (solid) and o (dashed) transitions fo§(3,2).

TABLE |
THE SpLIT-CODE FORM = 3,k = 2

Tndex | 0 1 2 3 a 5 6 7 8 9 10 | 11
Spihit-Code || (0,0 | (L1) | (%,3) | 0,3 [ L0 | & 10,2 | L3 | &L | 0,1 | L2 |20

T TABLE II
'DefInItIOI’I. A S?quence <a0’ /30>’. <a1’ ﬁl>’,' T (ap, /3p> . OPTIMUM PARAMETERS FORN < 3072, WiTH m = max{k, [N/2*]}
will be called aunit-stepsequence if each pair of successive

elements({(c;, B;), (@41, Bj41)), IS a unit-step(aS-step or Range of N1k
a-step). AN S
Theorem 1:For any sequence of successive code-pairs of 21 - 48 1 3
S(m, k) 49 - 1124
7 113 -~ 2885
Sigi o, 1), (™, B, L (o, B (= (od, ) o _ 1408 |7
1409 - 3072 |8

there exists a unit-step sequence

<Oéi, /31>7 <ai+n17ﬁi+n1>’ <Oéi+nl+n27/3i+nl+n2>7
ey ik bnebt o\ (i C2) log N < k + logm, where N denotes the number of

<a pvﬁ P>(— <a 7[3 >) states.
with p < 2m. Further, this sequence is containedsy,. ‘We shaII' also see in the next .section thqt the ch'oice of m

The desired sequence is constructed in two s;teps. Fingfll de;termme the bounq for the interstate distance in the test
an «3-step sequence is constructed frded, ) to (o, BY) ma_chme. Thus two desirable conditions for the parameters to
which is the first code starting frofa, 37} such thaw’ = of. Salisfy are as follows: . _
Second, a unit-step sequence of lengtlis constructed which ~ P1) [log N = k + [logm], i.e. the split-code-based
transforms3! to 7. Since the length of the first subsequenc@Ssignment could be done wiffog V] bits;
cannot exceedn — 1, the total length is bounded B — 1. D2) m < [log NT.

ey

Refer to the Appendix for a proof. The following observation shows that, for any integér
Example: For the split-codeS(3,2), shown in Table I, let parameters can be chpsen that satisfy conditibhand at
i =6 andj = 4. A possible unit-step sequence is least one of the condition®.

6 16 4 4
(@09 = (0.2, (13, (23), (0.3, (LO) =4’ 44, [
The successive steps in this unit-step sequencerdrey, «, 1) For any positive integelN, there exist integers: and
and af3. k satisfying N < m - 2*, such that:
Fig. 3 illustrates possibles- anda-steps forS(3, 2) by the a) k<m<2- [logNJ;
solid and dashed edges, respectively. The super node concept - ’
described earlier is also shown by grouping the successive b) k + [logm] = [log NT.

m = 3 states. 2) For any positive integeN, there exist integers: and
k satisfying N < m - 2¥, such that:
B. Parameters m and k a) k< m < [logNJ;

In Section IV we illustrate how binary codes are generated ~ b) &+ [logm] < [log N + 1.
for the states of a FSM using a split-code. As preparationlt is interesting to note that, fotv < 3072, optimum
toward that end, we discuss here how the parameters of ffe@ameters satisfy conditions D1 and D2. Table Il shows
split-code are selected. Since the total number of pairs liow to determine the optimum values of the parameters for
S(m, k) is m- 2% it is necessary that this number is at least a5< N < 3072. For example, ifN = 185, thenk = 5 (from
large as the number of states. Thus, two necessary conditiths table) andn = max{k, [N/2*]} = max{5, [185/32]} =
for any pair of parameters are as follows: max{5,6} = 6. This choice of parameters ensures that split-
Cl1) k& < m (by definition of S(m, k)); code-based encoding can be accomplished with a minimum
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TABLE I
STATE ASSIGNMENT FORMODULO-10 GoUNTER USING SPLIT-CODING

State S() Sl 52 53 54 Ss SG 57 SS 59
Split-Code || (0,0} | {1,1) [ (2,3) | (0,3) | (1,0} | (2,2) | (0,2) | (1,3) | (2,1} | {0, 1)

B. State Assignment

In the example above we observe that the topology of the
test machine depends only upon the normal machine topology
and the split-code assignment; it does not depend on the binary
encoding ofx and components. To understand how the split-
code pairs are assigned to the states, let us first assume that
the STG has a HCSy, S1,...,Sny_1. Let us further assume
that NV = m - 2* for some suitable values of the parameters. If
each states; is assigned the code-pgir, 3°), then every3-
step coincides with a transition in the normal machine. Thus,
Fig. 4. Modulo-10 counter: split-code-based state assignment with add@dery unit-step coincides with a transition in the test machine.
transitions shown by broken lines. Consequently, every unit-step sequence is a path in the test

machine. From Theorem 1 and Observation 1, there must exist
possible number of bits because condition D1 is satisfied a8 Path of lengthO(log V) between any pair of states. This
observation regarding the ideal case leads to the following
criterion for the state assignment in the general case: The
number ofa3-steps that do not coincide with the transitions
in the normal machine should be minimum.

A formal description of the state assignment algorithm is
as follows.

1) Find a minimum nonintersectingath-coveri.e., a set of
nonintersecting pathd?® = Sy, S1,...,SN,-1, P! =
SNy, -5 SNo+N,—1, €1C., covering all states in the STG
of the given FSM.

In this section we describe the split-code assignment to the, Determine optimum values of parametersand from
states of an arbitrary STG, reducing the distances between the Table 1.

states in the test machine and improving the state controllag) Assign code-paifad, ) to states; for all ;.
bility. We begin with an example of state assignment for a 4) Independently assign binary codes to the elements

modulo-10 counter using the split-cod¥3, 2) (see Table I). of the « and 3 fields, a: {0,1,...,m — 1} and
Subsequently, we address the state assignment problem for ;. {0,1,...,2% — 1} res,pectiveff ’

arbitrary FSM's. This method of state assignment results in the minimum
_ _ _ number of aB-steps that do not coincide with transitions in
A. Example of State Assignment with Split-Codes the normal machine because the number of such steps is equal

Split-code state encoding is performed in two steps. I8 the number of paths in the path-cover.
the first step, the split-code code-pairs are assigned to the
successive states in the cycle as shown in Table Ill. In t@e State Controllability

second step a binary assignment is generated by arbitrarily L : i
assigning binary codes to’s and #'s. Fig. 4 illustrates the One of the consequences of the split-code assignment algo

. . rithm given ve is that each paf¥, used in the assignment
binary state assignment to the modulo-10 counter when given above is ceach pai, g

values are encoded as 0:00, 1:11, and 2:01 Andalues is a sequence of nodes with successive code-pairs. Application

are encoded as 0:11, 1:01, 2:10, and 3:00. The figure shc?v{/iheorem 1 to any path of the cover readily leads to the

[logN]=8=5+3=k~+[log6] =k + [logm].
Also, condition D2 is satisfied as follows:

m=06<8=[logl85] = [log N].

IV. SYNTHESIS WITH SPLIT-CODES

olfowing result.

the STG. .Of the test machine where solid arrows Trepresentryagrem 2:1n a sequential circuit synthesized as described
afg-transitions and broken arrows represertransitions. The . p

. . above, if statess; and.S; belong to the same path* (of the
maximum and the average distances between the states iy A . ; ;
the normal machine (solid arrows only) are 9.0 and 4 ath-cover) withi < 7, then in the test machine there exists a

. . y ) _“path from$; to S; of length no more tha2m — 1. Further,

respectively; the distances reduce to 6.0 and 2.7, respectiv s path is confined to the states Bf
when the a-transitions are added. Observe that the new Proof: By construction, al aﬁ-éteps coincide  with
transitions depend only upon the split-code assignment to ttpensitions; of the ori inai STG, except the-steps
states, i.e., the first step. Thus, the distances between the sta?es g ' P P
In thz.teSt ?T\Chme Zre independent Ofl tr?e CEOIE? thbl.nar)éA state assignment method, such as [18], that attempts to optimize logic
encoding of thea an /_3 components, a_t oug .t IS CNOIC&4n pe developed for this step. However, in this paper arbitrary binary codes
can affect the complexity of the synthesized logic. are assigned to the elements of thend 3 fields.
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((aNot++Np gNot-+Npy - (qNot+Np+l gNot+Np+1)) DL > o p2—Ip ok
for all p which are associated with the end nodes of the paths. FF of FF of
Consequently, the correspondirgsteps also coincide with a group B group
transitions in the test machine. Thus, the unit-step sequence > >
promised in Theorem 1 is a path in the test machine. e

Recall Observation 1 in Section Il which ensures that the c ’\é\
parameters can be chosen so thais less than or equal to CLK
[log N]. Therefore, the length of the path frof) to S, will I/
be bounded by2[log N] — 1. This result has a significant @)
implication for the FSM’s which have a HC in their STG. It
is noteworthy that of the 53 MCNC benchmarks, 16 STG's
have a HC and, in the remaining STG’s, only a very small
number of additional edges need to be added to achieve the
same property [14].

Corollary: If the path cover is a HC, then there exists a
path from any staté; to any stateS; of length no more than
4m —1 in the test mode. Furthermore, this path does not leave
the functional states of the FSM. The average length of the CLK
path between the states will 225m. (b)

Proof: From Theorem 2, ifi < j, then there is a path Fig. 5.
of length no more thargm — 1. If § < 4, then the path is
constructed in three steps becagse™ 1, V1), (a?, 8%)
is not a unit step (unlesyv = m - 2¥). The path is the
concatenation of the following:

Implementations of clock control.

code. As in the case of state controllability, the method is ideal

for FSM’s with HC but is also quite effective, in general.

1) apath froms; to Sy, of length less thadm (assured |, gection 11 we observed that in the second phase of each
by the theorem); o iteration a test generator tries to propagate the fault effect to

2) a transition fromSyy_; 10 Sp (since it is a HC); a primary output. If the fault effect cannot be propagated to

3) a path from3, to 5; which is less thargm in length the output in the current time frame, it may be necessary to
(from Theorem 2). propagate the fault effect to one or more secondary outputs

Thus, the total length of the path is less than. ® in the current time frame and propagate the effect from the
. state line(s) to a primary output in subsequent time frames. In
D. Implementation of Two-Clock Control general, the second phase requires a search for an input vector

As mentioned in Section Il, a new inpuf;, is required sequence which can distinguish (through the output sequence)
to enable or disable the clock to the FF's. Two possible between the target state in the good and the faulty machines.
implementations of this function are as follows. An input sequence which can identify a state from all other

The first approach is direct and affects the clock-distributicstates is called distinguishing sequend®S). A circuit will
logic. In this approach, the inpdt is used to control a tri-state have high state observability if it has a short DS for all of
buffer along the path from the clock source to each FF intheits states.
group, see Fig. 5(a). No timing penalty and only a small areaThe observability of a circuit does not depend on the state
penalty will be involved in such an implementation. Howeveassignment during synthesis; rather, the DS is a characteristic
because of its impact on the clock-tree design, the approagththe underlying STG. There are two ways to improve the
may not be readily acceptable to the designers. state observability of a FSM: 1) add new transitions between

The second way of implementing the clock control doefe states of the STG with carefully chosen outputs, and
not affect clock distribution. Instead, the control sigdalis 2) expand the observation space, i.e., add new output bits
connected as the select input of a two-input mux feeding eaghd prudently choose their values for every transition (Mealy
FF in the 3 group [see Fig. 5(b)]. Whet = 0, the normal oytputs are assumed here). The former is possible only when
data input is steered to the FF input; whéh= 1, the FF tnere are input patterns not used in the specification of the
state is (ecirculated thr_ou_gh the mux. The overhead of thigpn 1n this paper we focus only on the second option.
scheme is somewhat similar to scan, however, there may bepe gpjective of improving the state observability is to
less area/time penalty because, unlike scan, one of the inRsrmine the state identity using a short DS while incurring
to the mux is internal to the mux-FF combination. minimal additional hardware cost. We present a method to

achieve this goal by adding two new primary outpuig,
V. OBSERVABILITY and P, (see Fig. 6). As suggested in [15] and elsewhere,

The preceding section was devoted to the synthesis tbese outputs may be multiplexed with other available outputs
circuits using split-coding to improve the state controllabilityvithout incurring any pin overhead. In synthesizing the circuit
during testing. In this section we develop a method to improweéth a split-code, the DS should generate enough information
the observability of a circuit which is synthesized using a splite identify the & and 5 values of the code assigned to the
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| o | B | experiment involved the use of existing ATPG programs on
circuits synthesized with and without testability enhancements.
A [og m| Ak I\l The objective was to determine the extent to which such
Ml B
o

programs can exploit the improved state controllability and
u Pl observability to produce shorter test sequences for clock-
‘ﬂ controlled circuits.
The 53 MCNC FSM benchmarks were considered for the
o« =0———= p2  experiments. Of these, ten were eliminated for the following
reasons: four FSM’'s had a dead stagxQ, ex3, ex5, ex/
three pbsse, scf, syehad more than one unreachable state
(if there was only one such state it was turned into an
explicit reset state), two FSM’sdénfile, s1la reduced to
initial state. To do this, we defin®, = 3, (the ath bit of 3) combinational circuits when synthesized, aplinetl was
and P> = (« = 0) (i.e., P, = 1 whena = 0). indistinguishable fromplanet Experiments were done with
As discussed in Section IV, when the normal machine of tlike remaining 43 FSM'’s.
FSM has a HC andv = m - 2¥, all unit steps are transitions As discussed in Section IV, split-code code-pairs were
in the test machine. Considet successive-step transitions assigned to states by computing a path cover for the states.
from an arbitrary state with the code, 3), where values of First, a HC was computed in the FSM by temporarily adding
P, and P, for each transition are shown above the arrow the fewest possible edges; the added edges were subsequently
8.0 Bas1,0 B 1.0 dropped after this step. Starting at a randomly selected state,
(o, B8), = {a+1,8), =" -, (m—1,8), "="(0,8), successive split-code code pairs were assigned to the states in
fo,1 81,0 Ba—1,0 the order of their appearance in the HC.
=LA, = fa = L ), =T e ) Path covers were generated for all 43 FSM'’s tested. The
Observe that the value of is m — j where’, = 1 occurs at following list summarizes the results in terms of the number
the jth position in the sequence. Also note that the sequenaiebenchmarks and, within parentheses, the number of edges
of P, values is the result of2 — « right circular shifts of3- required to form a HC: 13 (0), 12 (1), 4 (2), 6 (3), 4 (4),
reverse (i.e.30/31 - -- Bx_1). Therefore, these outputs uniquelyand4(>4). The list shows that in less than 10% of the cases
identify the initial state leading to the conclusion that the path cover required more than four paths. Further detailed
successiver-step transitions constitute the DS for any stat@nalysis of the results shows no apparent relationship between
For example, in the modulo-12 counter encoded th,2), the percentage of the extra edges required and the number of
the output of the DS from statél, 3) is machine states.

Fig. 6. Logic to enhance observability.

(1,3), = (2, 3>7%) (0,3), = (1,3). A. Shortest Distance Analysis
In this exampleP, = 1 occurs at step two (counting from The shortest distance was computed between every pair of
zero), i.e.,j = 2. Thus,a« = m — j = 3 — 2 = 1. Further, distinct states in the normal machines and the test machines
B-reverse can be obtained by — o = 2 left circular shifts with the assumption that the shortest distance between a
on the output sequence &%, i.e., 101. So3-reverse= 110, state and itself is zero. Table IV shows the average and the
and 8 = 011 = 3. Therefore, the initial state is correctlymaximum shortest-distances between the states in the STG’s
determined to b€l, 3). of the original machine and the test machine (i.e., the machine
The advantage of this DS is that its length is m (approxiith « transitions). The numbers within parentheses express
matelylog N) for all states. In other words, it is short andhe percentage reduction (Red) in the distance. For reference,
identical for all states. Furthermore, the characteristic thattite number of states and transitions are also shown for each
returns to the initial state could be useful for some applicatior@iginal FSM.
Although this sequence is a DS only in ideal circuits (with The magnitude of reduction in the distances between the
HC andN = m - 2%), it provides significantly improved statestates should depend on the connectivity of the original FSM.
observability in the general case, as we shall see in the n&ueater improvement should be expected in graphs with poorer
section. connectivity. In the directed cycles (which are the strongly
connected graphs with poorest connectivity), if one outbound
VI. EMPIRICAL EVALUATION OF THE METHOD edge can be added from each state to any other state, then

i . the average case shortest-distance between the states can be
To evaluate the impact of the suggested method of C'rC‘r‘étduced, at best, t®(log N), where N is the number of

synthesis on testing, two experiments were performed on Yeyeg in the FSM. To put the results in this context we also
MCNC benchmark FSM’s. The objective of the first experigp, . the average distance as a multipldgf N

ment was to compare the shortest distances between states in

the STG’s of the original and the test machines. The chang&,ormalized average distance = Average Dist /[log NT.

in shortest distances was expected to provide a measure of the

improvement in state controllability, independent of a specifi®/e only report the results for FSM’s with greater than 14 states
automatic test pattern generation (ATPG) system. The secdratause the results for small FSM’s are difficult to interpret.
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TABLE IV
COMPARISON OF SHORTEST DISTANCES
FSM | States | Trans Maximum Distance Average Distance Norm Average Dist
Original | Enhanced(Red) | Original | Enhanced(Red) | Original | Enhanced

s510 47 71 46 7 (84%) 15.62 3.97 (714%) 2.60 0.66
planet 48 115 24 10 (58%) 9.68 4.18 (56%) 1.61 0.70
kirkman 16 385 15 5 (66%) 5.67 2.66 (53%) 1.42 0.66
51494 48 250 22 6 (72%) 8.19 3.34 (59%) 1.37 0.56
$1488 48 251 22 7 (68%) 8.19 3.45 (57%) 1.37 0.57
sand 32 184 22 6 (712%) 6.56 3.07 (53%) 131 0.61
5420 i8 137 17 5(70%) 5.84 2.52 (56%) 1.17 0.50
5208 18 153 17 5 (70%) 5.84 2.43 (58%) 1.17 049
$208 218 | 1096 19 5(73%) 7.69 3.09 (59%) 0.96 0.39
tma 20 44 10 6 (40%) 4.75 2.89 (39%) 0.95 0.58
styr 30 166 11 6 (45%) 4.73 2.72 (42%) 095 0.54
s832 25 245 11 7 (36%) 434 2.80 (35%) 0.87 0.56
$820 25 232 11 6 (45%) 4.34 2.58 (40%) 0.87 0.52
pma 24 73 10 5(50%) 431 2.55 (40%) 0.86 0.51
cse 16 91 7 4 (42%) 3.14 2.14 (31%) 0.79 0.53
mark1 15 36 6 4 (33%) 2.92 2.12 (27%) 0.73 0.53
keyb 19 170 8 5 (37%) 3.58 2.51(29%) 0.72 0.50
exl 20 138 9 5 (44%) 3.30 2.30 (30%) 0.66 0.46
dk512 15 30 6 4 (33%) 252 2.07 (17%) 0.63 0.52
sl 20 107 6 5(16%) 271 2.14 (21%) 0.54 043
dk16 27 108 5 4 (20%) 244 220( 9%) 049 044
tbk*e 16 | 1024 2 2 (00%) 1.82 1.69 ( 7%) 0.45 042
tbk 32 | 1569 2 2 (00%) 1.81 1.75( 3%) 0.36 0.35

% A state-minimized version of the original circuit was used.

Table IV shows that the normalized average distance rEhe purpose of presenting this set of results is to provide a

duces to less than one in all cases. This indicates that theseline for the FSM’s when the-steps are utilized.

method is as effective in reducing the interstate distances aghe third circuit for each FSM was synthesized using the

a method that adds edges by analyzing the STG topologmme split-code assignment as in the second circuit. However,

The entries of the table are sorted based on the normalizedthe third circuit thea-steps are utilized by inserting a

average distance in the original STG to highlight the fact thaiultiplexer to control the3-bits.

graphs with poorer connectivity (higher value) show greater The fourth circuit for each FSM was synthesized to include

reduction in the distances. observability enhancement in addition to split-coding (with
clock control) as described in Section V. Since the added
primary outputs,P; and P, are dependent on the state code,

B. ATPG Performance on Circuits Synthesized it was necessary to assign codes to the states before specifying
with and Without Testability Enhancements the new outputs. Using the same state assignment as the second
1) Circuit Synthesis:Four different circuits were synthe-and third circuits, the specifications #f and P, were added
sized for each FSM as follows: to the FSM specifications. The circuit was synthesized from
a) usingjedi (distributed withsis) with algorithmic option the enhanced specification which led to the absorption of the
o; added logic into the circuit.
b) using split-coding without clock control; 2) Test Generation:For each FSM, test sequences were

c) using split-coding with clock control using multiplexersgenerated usingtpg andshort tests(packages available with
d) using split-coding (with clock control) and the additiona$is) for the four synthesized circuits. In each case, complete
logic for observability enhancement. tests (100% fault efficiency) were generated.

In all four cases, synthesis was performed usingrtigged ~ Table V gives the performance short testson the four
(area optimization) Script_ The first Circuit, therefore, WOU|§II‘CUItS SyntheSIzed for each FSM. These circuits are identified

be the one obtained by a designer using the synthesis systerifie table header bjedi, split-code wo/clk-cntlsplit-code
in the standard way. wi/clk-cntrl, and split-code + obs There are three column
The split-code assignment for the synthesis of the seco@@tries for each circuit, providing information about the total
circuit of each FSM is described in the beginning of thigumber of faults (Flts), the length of the test sequendee(),
section. The states were encoded in binary by randon@pd the total time Time) required for test generation (with
assigning codes to tha's and 5's. No attempt was made 100% efficiency). The entries in the table, as in Table IV,
to optimize these codes in order to obtain a minimum ar@se ordered by the normalized average distance in decreasing
of the synthesized circuits. Although this second circuit afrder. Table VI provides analogous data for the performance
each FSM was synthesized with the split-code assignment, afoatpg on the synthesized circuits.
multiplexers were added for clock control. Consequently, the We will focus on test length as the measure of performance
functionality of thea-steps of the split-code was not utilizedfor split-coding in order to show improved controllability and
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TABLE V
SYNTHESIS AND short tests TEST-GENERATION RESULTS

Circuit jedi split-code wo/clk-cntrl || split-code w/clk-cntrl split-code + obs
#Flts | Len | Time || #Flts | Len Time || #Flts { Len | Time || #Flts | Len | Time
s510 || 482 | 324 17 545 | 417 294 569 | 259 93 688 | 268 47

planet | 808 | 368 47 714 | 327 36 || 733 | 272 26 || 780 | 238 30
kirkman | 279 | 206 5 318 | 380 71 329} 163 4 368 | 158 5
51494 | 861 | 669 421 824 | 581 38| 845 | 305 30| 892 314 31

51488 850 | 691 41 799 | 617 45 821 | 325 31 853 | 353 34
sand | 778 | 310 41 885 | 332 38 904 | 1328 41 §f 1110 | 364 54

5420 133 | 236 5 149 | 256 5 166 | 115 2 171 80 2
5208 176 | 222 5 133 | 213 4 153 | 100 3 162 96 2
$298% || 2932 | 4151 | 26607 || 6592 | 3625 | 44698 || 6621 | 2357 | 26001 || 6651 | 2369 | 21561
tma 218 76 2 242 77 2 260 78 3 295 78 3
styr 642 | 372 24 759 | 394 39 774 1 315 37 788 | 305 36
$832 461 | 301 15 637 | 427 37 656 | 315 26 741 | 279 28
s820 488 | 341 26 577 | 441 28 596 | 360 27 645 | 281 20
pma 310 | 143 4 399 | 151 7 412 | 123 6 405 | 121 6
cse 297 148 5 325 | 181 5 335 125 4 345 | 123 5
mark1 151 70 1 182 62 1 192 70 2 205 74 2
keyb 320 | 231 7 328 | 206 5 344 | 219 8 360 | 182 9
exl 383 109 5 408 | 104 6 || 425 95 6 496 | 102 7
dk512 110 69 1 142 55 1 155 S5 1 159 47 1
sl 259 | 129 6 432 | 168 12 447 | 126 9 463 136 10
dk16 397 | 177 7 417 | 157 6 434 | 157 7 483 149 8
tbk* 293 165 5 365 | 200 9 381 | 217 7 391 186 7
tbk 350 | 196 8 903 | 477 67 919 | 482 67 || 1039 | 397 70
¢ The large test generation times for 5298 are due to unoptimized synthesis.
TABLE VI
SYNTHESIS AND atpg TEST-GENERATION RESULTS
Circuit Jedi split-code wo/clk-cntrl || split-code w/clk-cntrl split-code + obs

#Flts | Len | Time || #Flts { Len Time || #Flts | Len | Time || #Flts | Len | Time
$510 482 1 847 23 545 | 963 218 569 | 428 132 688 | 428 43

planet || 808 | 956 49 714 | 795 30 || 733 424 23 780 | 392 26
kirkman 279 | 286 4 318 | 384 5 329 | 185 4 368 | 225 4
51494 861 | 943 39 824 | 848 47 845 | 444 33 892 | 386 30
51488 850 | 895 45 799 | 875 53 821 | 462 29 853 | 407 28
sand || 778 | 428 33 885 | 410 30| 904 | 412 26 || 1110 | 382 29
s420 133 | 256 3 149 | 318 3 166 | 153 2 171 | 139 2
5208 176 | 313 3 133 | 277 2 153 | 165 2 162 | 137 2
5298% || 2932 | 4773 | 2799 || 6592 | 7828 | 13968 || 6621 | 4453 | 11189 || 6651 | 4119 | 9088
tma || 218 | 102 2 242 98 211 260 106 3 295 | 106 4
styr [ 642 | 516 20 759 | 611 31 774 | 453 26 || 788 413 28
$832 461 | 431 10 637 | 574 18 || 656 | 434 16 || 741 437 18
s820 || 488 | 451 14 577 | 709 18 || 596 | 478 14 | 645 | 391 14
pma 310 | 168 5 399 | 226 714 412 189 7 405 | 154 6
cse 297 | 215 5 325 | 257 5 335 | 199 S 345 | 162 5
mark1 151 64 1 182 81 1 192 | 122 2 205 | 110 2
keyb 3201 271 7 328 | 256 6 344 | 278 7 360 | 247 6
exl 383 ] 159 6| 408 | 158 T 425 | 157 6 496 | 171 8
dk512 110 79 1 142 63 1 155 87 1 159 51 1
sl 259 1 191 6| 4321 210 10 || 447 | 209 10 || 463 | 236 10
dk16 397 | 260 91 417 | 216 7 434 1 232 8 483 | 219 9
tbk* 293 | 201 5 365 | 248 8 3811 250 7 391 | 222 6
tbk 350 | 251 7 903 | 619 49 919 | 653 52 || 1039 | 524 45

¢ The large test generation times for s298 are due to unoptimized synthesis.

observability. Of the 22 circuits, 16 circuits in tisbort tests andatpg experiments improved when the functionality of the
experiment and 14 circuits in thatpg experiment show «-steps is utilized. Likewise, the numbers increase to 17 and
improvement over thégedi results when the circuits are syn-19 for the two experiments when synthesis with observability
thesized with a split-code (with clock control) but withoutenhancement is compared to the circuits synthesized without
observability enhancement. The numbers marginally increadeck control.
to 17 and 15 for the circuits synthesized with observability The reduction in the test lengths is significantly high, as
enhancement. expected, for the FSM’s which had poor connectivity in the
A comparison of the circuits synthesized without and withriginal machine, i.e., high normalized average distance (top
clock control shows that 15 circuits in both tlshort tests half of the table). The average reduction in the test length for
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Fig. 8. atpg test generation results—Comparison of test lengths.

the top 11 circuits which were synthesized with clock contrahe split-code w/clk-cntrland thesplit-code + observability
but without observability enhancement is 39.468hdrt testg  circuits, respectively. Bars that extend above the 1.00 line on
and 25.57% d4tpg). With observability enhancement, thesehe charts indicate an improvement over fhdi-synthesized
numbers are 39.399%l(ort testy and 30.89%4dtpg), showing circuit. Itis clear that the improvement is significantly high for
significant further improvement iatpg generated tests. Like- the circuits in which the corresponding original circuit exhibits
wise, in comparison to the circuits synthesized without cloghoor connectivity. The improvement is marginally higher for
control, the average reduction in the test length for the top e circuits with enhanced observability.
circuits which were synthesized with clock control but without A careful analysis of the data indicates that the circuits
observability enhancement is 36.048h6rt testd and 42.68% which showed no significant improvement in split-code-based
(atpg. With observability enhancement, these numbers asgnthesis had a large increase in the area of synthesis (see
35.96% 6hort testy and 46.79% &tpg). Table VII) as well as in the number of faults. This leads to
To help visualize the magnitude of the improvement iour belief that the gains due to split-codes were offset by the
the test length, th@ormalized improvemeris displayed for larger fault set.
the circuits in Figs. 7 and 8. The charts in each figure areThere are two ways to reduce the number of faults and the
normalized with respect to the first circuit, i.e., thedi- area cost in split-code-based circuits. In this experiment the
synthesized circuit. The light and dark bars correspond hinary encoding of thex and 5 fields was done randomly.
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AREA OF g\ﬁ\ﬁhil\z/llzlo CIRCUITS An—1-" 0100 =7 Gp—1""" apbp_l ~++bo is the corresponding
a-transition.
Circuit - A Area , The average distance between any pair of states in the
T eone | ot | Trape” normal machine i)5" i/N = (N = 1/2
s510 || 346 333 206 75 The a-transitions, created by’ = 1, coincide with the
planet || 593 499 519 555 correspondingag-transitions except for the states encoded
kirkman || 198 224 233 250 an—1---ayl---1. In these cases the new transitions are
S || oo o o3 ot apl -1 — au_y - -ay0---0. With these additional
sand || 543 635 649 767 edges, the STG of the circuit transforms to a cycle of super-
$420 || 103 113 127 127 nodes where each super-node is itself a cycle of length
s208 | 132 107 121 117 P
Sz?{i: 2136321 5117414 5118656 5211894 The average distance between two states in the same sub-
styr || 453 531 552 571 cycle is2?~! — 0.5. The average distance between the two
$832 || 302 433 447 503 states separated by sub-cycles is(27=! — 0.5) + (2r~! —
s820 i 328 395 409 437 0.5)+k-(2°)+1=(k+1)-27, where0 < k < 2P — 2,
- ;i;_ g;j %gg gig Thus, the average distance between any pair of states is
markl | 101 116 130 134 on—l _or—1 4 22r—n—l _ 9p=1-" The minimum average
keyb || 237 231 244 250 distance is approximatelyN/8 whenp = n — 1. °
exl || 255 283 297 342
dksﬁ 18943 ;g; ;;‘71 ;g A. Split-Codes and Their Properties
dk16 i 305 305 318 352 Here, we present various properties of split-codes and their
“:l;lt ggg éig gg; %é proofs leading to the proof of Theorem 1. For completeness

“The size of $298 prevented area optimization by the and riger we restate the definition of a split-code.
synthesis program. Consider the mappingZ: Nt — [m] x [2*], where [z]
denotes the sef0,1,...,2 — 1} andk, m are some positive

integers withk < m, def|ned inductively as follows:
A tool to select these encodings can be developed which

optimizes the synthesis area. Another approach would be itb M(0) = (0,0)
use tri-state buffers as shown in Fig. 5(a). This would add fi9 M (5 +1) = {(a+ 1,3+ 2%) Vj > 0,
:id]ggcgverhead and only a minor overhead for routing control whereM (j) = (a, B). 1)
Here and subsequently, arithmetic operations on the ele-
VII. CONCLUSION ments of [m] and [2¥] are understood to beodulem and

modulo2*, respectively.
As the practice of design moves toward high-level SyntheS'S’Observanon 3 M(j) = (a0, ), then M(j +p - m) =

it becomes feasible to consider schemes aimed at enhancing / »).

testability through synthesis. One such scheme is proposed

here as a systematic way to improve the testability of FSM's

by a novel scheme for symbolic state-encoding and clock MG 4+m) = (o, 3+ 2% .. g 20Fm=1y,

control. We show, both theoretically and through experimental )
evidence, that the resulting gains in testability could lead ©"C€ the exponents are modulo-m numbers, upon rearranging
substantially shorter test sets with the same fault efficiendy€m We obtain

The full benefits of split-coding can be realized by integrating M(j +m) ={a, 3 +2°--- +2™"1) = (o, + 2™ — 1)

the knowledge about enhanced navigability between states in = (o, 8- 1).

the ATPG tool.

Proof: From the definition of functiom/

The last equation is due to the fact treft divides 2™ as

APPENDIX k < m. Thus, by the repeated application of this result
PROOFS MG+p-m)=MG+m---4+m)=(a,f—1---—1)
Here, we present the proofs of several claims made in the ={a,—p) e

paper. _ _ ‘ )

Observation 2: A modulo-N (N = 27) counter is synthe- Observatlonkél:t) M(m - 2%) = M(0), and i) M: [m
sized using two clocks (as described in Section I1) withithe 2 M — [m] x [2¥] is a one-to-one correspondence.
state in the cycles;, assigned to the binary code of integer Proof: ') From Observation 3

. If FF’s are partitioned linearly, then the average distancg, M(0+m-2) = (0,0 — 2FY = (0,0) = M(0)
between the states in the original machine and the test machmé ’ ’ '
are approximatelyV/2 and 3N/8, respectively. ii) Assume that there are indexés< j < j +¢ < m - 2*

Proof: Suppose the left-most — p bits are 8-bits. If such thatM (j) = M(j +¢). Let M(j) = {«, 3). From the
Gn_1---a1a0 — b,_1---b1bg is a transition withC' = 0, then definition of functionM, o = o + 7. So ¢ must be divisible
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by m, i.e.,i = p-m for some integep. From the assumption,

0 < p < 2*. From Observation 3} (j +1)
(o, 3 — p).

Since3 = 3 — p, p should be divisible by2*. But sincep
is strictly less thare*, p = 0. Thus,i =0 or j = j + . .

=M(j+p-m)=

Once again for convenience, we will assume that arithmetfig), . ..

operations on the indexes af are modulom: - 2%,

Definition: For any positive integers, m with & < m, the
bijection M: [m - 2¥] — [m] x [2*] given by (1) (alternatively,
the range of the functiomV/) is called a split-code with
parameterst, m.

Definition: If {«, 8) = M () and{v, §) = M(j), then their
difference j — ¢, is denoted byA({v, é), {«, 3)).

Example: For a split-code ofn = 3, k = 2,(2,3) =
and (0,2) = M(6), so A({(0,2),(2,3)) = 6 — 2 =
A((2,3),(0,2) =2 -6 = —4 = 8.

Observation 5:i) A({«, ), {a,3)) =m - (B = f').

i) Alla+1,),{a,3)) =14+m-2%. So, in particular, for
o > k the difference will be one.

Proof: i) Suppose(«,3) = M(j). Due to the cyclic
nature of the first componen{w, 3’y = M(j + p - m) for
somep. From Observation 3M(j + p - m) = (o, 3 — p)
giving p = 5 — . Thus, A({a, ), (er, f)) = AM(j + p-
m). M(j)) = p-m =m- (8- 3.

ii) Let (o, 8) = M(j) and{a + 1,8) = M(j +4). Thus,
M@G+i—1) = {«, 3"y whereps’ = g —2%. From the first part

M(2)
4, and

of the proof,s — 1 = AM(j +i—1), M(j)) = A, '),
(o, ) =m-(B—07). S0t =m-2" +1. .
Definition: A sequence(c, Bo), (1,51}, -- -, {tp, Bp) IS

monotonicif Y20 A({aig1, Bir1), (i, 3i)) < m - 2%, where
the summation is1ot modulom - 2%.
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Corollary: For any two codega, 5') and{«, #"') that differ
only in the second component, there exists a monotonic unit-
step sequencéw,Bo = ), {a + 1, B1),.... (e + m — 1,
/3m—1>7 <avﬁm = [3//>'

Proof: Construct the sequence, 3') = («
Ao+ m — 1, 8m_1), {& Om) with the following
stipulation: for all¢, 8; 11 = 3; if the (« +4)th bit of 3" — g’
(mod 2*) is zero, otherwise3;;; = 3; + 2°*¢. Here, thekth
and the higher bits of” — 3’ (mod 2*) are zero.

From the construction3,, = 3”. From the lemma this
sequence is monotonic. .

Theorem 1:For any sequence of split-code paif§ ;:
M@@), M@ + 1),...,M(i + q) (= M(j)), there exists a
unit-step sequence

M(L),M(L—i—nl),M(L—i-TLl—i-TLQ),,
M@i+ny+ng+---

7/30>7 <a+ 1,

with p < 2m. Further, this sequence is containedSy);.
Proof: Let M(é) = (a1, B1) and M(j) = (a2, ).

The desired sequence can be constructed in two parts. The
initial subsequence i8/(i), M(i + 1),..., M (i + p) where
M(i + p) is the first code with the first componeat, say
M@+ p) = {az,8") for somed’. Sop < m.

The final subsequence, froM/(i + p) = {(ao,3') to
M(5) = {«2,P2) with no more thanm-steps is assured by
Lemma 1. °
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Example: In the split-code shown in Table I, the sequenc® Dr. V. D. Agrawal for many helpful discussions.
M(1), M(5), M(7), M(10) is monotonic but the sequence

M(1), M(7), M(5) is not monotonic.

Lemma 1: All unit-step sequences of the forrx, o),
(a+1,81),..., {a+m—1,3m_1), {, 3) are monotonic.

Proof: If step ({ov +4,3;), (e + i+ 1, B;41)) is anaf-

step (i.e., adjacent codes), then from the definitidfcr +7 +
L Bit1), (e +4,53)) =1

On the other hand, if(«+1,8;), (e +i+1, Bi+1)) is ana-
step, thend, ;.1 = ;. From Observation SA({cv+i+1, Bi41),
(o +1,3)) = m-2F £ 1. In casea + 4 > k, the distance
reduces to one since - 21 is divisible bym - 2%,

Thus

m—1
> A({a+i+1,Biq1), {a+i,8))
1=0
k—1 ) m—1
<> me24+n+ D1
a+1=0 a=+i=k
k—1 '
Z m-2 | +k+(m—k)
7=0
=m-(2"-1)+m=m- 2"
Note that the inequality will be strict i, 5o) and{«, 5,,)
are different. .
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