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PHYSICAL REVIEW E, VOLUME 65, 026609

Solitary waves and supersonic reaction front in metastable solids

Hendrik J. Viljoen and Lee L. Lauderback
Department of Chemical Engineering, University of Nebradkacoln, Lincoln, Nebraska 68588-0126

Didier Sornette
Institute of Geophysics and Planetary Sciences and Department of Earth and Space Sciences, University of California,
Los Angeles, California 90095
and Laboratoire de Physique de la Matiere Condensee, CNRS UMR6622, and Universite des SciéecBesBoe 70,
Parc Valrose, 06108 Nice Cedex 2, France
(Received 15 May 2001; published 23 January 2002

Motivated by an increasing number of remarkable experimental observations on the role of pressure and
shear stress in solid reactions, explosions, and detonations, we present a simple one-dimensional model that
embodies nonlinear elasticity and dispersion as well as chemical or phase transformation. This generalization
of the Toda lattice provides an effective model for the description of the organization during an abrupt
transformation in a solid. One of the challenges is to capture both the equilibrium degrees of freedom as well
as to quantify the possible role of out-of-equilibrium perturbations. In the Toda lattice, we verify that the
particle velocities converge in distribution towards the Maxwell-Boltzmann distribution, thus allowing us to
define a bonafide temperature. In addition, the balance between nonlinearity and wave dispersion may create
solitary waves that act as energy traps. In the presence of reactive chemistry, we show that the trapping of the
released chemical energy in solitary waves that are excited by an initial perturbation provides a positive
feedback that enhances the reaction rate and leads to supersonic explosion front propagation. These modes of
rupture observed in our model may provide a first-order description of ultrafast reactions of heterogeneous
mixtures under mechanical loading.

DOI: 10.1103/PhysReVE.65.026609 PACS nuni®)er43.25+y, 81.40.Np, 62.50:p

I. EXPERIMENTAL MOTIVATIONS quiescently to a thin film of lead, Ph@etonated and residue
of Pb was found afterwards. Reactive mixtures produced
Diffusion transfers of mass or heat usually control fronteyen more violent results: Stoichiometric mixtures of Cu and
propagation associated with solid phase chemical reactions detonated at applied axial load of 2 GRaen without
or phase transformations. As a consequence, the velocity @fpplied shear producing CuS. More exothermic reactions
fronts is small and even negligible compared to the soundych as Al/FeO; proceeded in a detonationlike manner,
velocities of the reactants and of the prOdUCtS. Typlcal SOliddamaging parts of the press_this reaction was initiated at
solid reactions such as ¥&C— TaC or SOI|d'I|qU|d reactions hydrostatic pressure between 1-3 GPa, even without app“-
such as 2AkFe,0;—Al,O;+2Fe, characterized by ex- cation of shear.
tremely high activation energies, can react in the combustion Russian scientists actively continued the work of Bridg-
mode and these rates are determined by the preheating ffan. Enikolopyan and co-workers studied many systems,
reactants by thermal conduction. The combustion front vehoth endothermic and exothermic in Bridgman anvils and
locity is proportional toyx/7, where the thermal diffusivity high-pressure extrudef®-10]. They expanded the list of
compounds that were originally investigated. Thermite mix-
Kk 0(10Y ~0(10°9) tures of Al and FgOs, pressed into discs of thickness 4 mm,
pC, O(10°)x0(10% ’ reacted completely within 100 nig,9] (which, if nucleated
from a side would correspond to a velocity as large as 40 000
and the characteristic reaction time=1/kee ¥RTad /). The anvil was destroyed and the lack of plastic defor-
~0(10 ). Therefore, the reaction front velocity is of the mation in its fracture zones points to a detonation. Particles
order of voc\k/7~0(10 %) m/s. Thus, diffusive transfer were ejected from cylindrical preformsamples were not
cannot explain events propagating at front velocities muchiadially containegl at velocities up to 2000 m/sl1]. Reac-
faster than cm/s, such as detonations or deflagrations, expltens were accompanied by the emission of light and high-
sive recrystallization, photoinduced reactions, and the highenergy electrons, acoustic emission, and gamma radiation
pressure heterogeneous reactions studied by Bridgman in HiS]. The experiments of Enikolopyan lend further proof to
pioneering work and later by Enikolopyan. the existence of structural collapse. In order to explain the
The ultrafast reaction of heterogeneous mixtures underequired level of mixing for these rates, the reactions must
mechanical loading is particularly intriguing. In 1935, Bridg- have been preceded by decomposition steps that consist of
man reported results of combined hydrostatic pressure areither a phase changsolid to liquid or supercritical fluigor
shear for a wide variety of materia]&]. Whilst most sub- mechanical disintegratiofpseudovolumetric fractuyeor a
stances underwent polymorphic transformation, some recombination of them. The results for the thermite reaction is
acted rather violently. In contrast to PbO, that decomposegarticularly intriguing, since the particle sizes are so large

K=
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(300 um= ¢A|$1000Mm:¢Fe203“ 1000um) that the sys- rowing of the band gap separating the valence bands from

tem would otherwise have difficulty to ignite and react in theth® conduction bands. When the gap closes, the semiconduc-

normal self-heat-sustained mode. To explain such conversidie" SOlid becomes metallic that triggers a strong chemical

rates on the basis of diffusion and thermal conduction only'€activity. This process belongs to the class of phenomena

the reacting particles would have to be clusters of 5—6 mol9rouped under the term “mechanochemistiy80] and is
ecules. also at work in the motion of a dislocation by that of kink

metals, as well as in a geological contg¥t?2,13. The ! . ) .
“Prince Rupert drops,” and more generally, tempered glassesmOIeCU|e [28]. Gilman has also propos¢dl] that intense

under high-strain condition, which explode as a result of tr@in deformation(which, therefore, leads to bending of
mechanical stimulatiorf13,14 is a spectacular example, atomic bondsoccurs in a Very narrow zone of atomic scgle
which has remained a mystery for several centuries. Studie‘ﬁat can propagate at velocities comparable to or even higher
of detonation of classical solid explosivésuch as heavy (han the velocity of sound in the initial material.
metal azides, which are compounds bearing the grogp N
also reveal the existence of a fast propagation regime with Il. PREVIOUS WORKS ON SHOCK WAVES
velocities of the order of the sound velocity in solid matrices, AND EXPLOSIONS
before the gas explosion stagkb]. The explosive nature of
recrystallization of amorphous materials has been described
by Koverda[16]. Hlavacek[17] has observed a clearly dis-
tinguishable thermal wave when intensely milled aluminum
powder transforms from amorpho(end highly plasticized The initiation and propagation of shock waves have been
state to polycrystalline state. Fortov and co-workdi®] ap-  studied for many years and the mainstay of theoretical de-
plied high current densities to thin Nb-Ti wires in a cryostat.scription is still the macroscopic Rankine-Hugoniot equa-
They have measured propagation velocities, for the transfotions, augmented by the Chapman-Joug(@l processes
mation from the superconduction to the normal conductiorf32]. This theory has proven to be remarkably accurate de-
phase of 10—12 km/s. spite its simplicity, but it has certain restrictions and over the
In a different context, it has been shown that chemicalyears the theory has evolved and it has seen some modifica-
waves propagate at very low temperatil®,20 and at tions. For example, the Chapman-Jouguet process vyields a
usual temperaturef21] at rather high velocities, due to a constant value for the velocity of the reaction front with re-
coupling between chemistry and mechanical deformationsspect to the unreacted phase. Sano and Miyarf&8bhave
In the context of cryochemistry of solids, there is evidence ofdeveloped an unsteady state Rankine-Hugoniot theory and
a transition between slow and fast heat-mechanochemicaglointed out the deficiencies of the steady state theories. But
wave modes and possibly gasless detonafid®]. This arguably the greatest shortcoming of the theory to account
physical phenomenon may be very important, as the fast ader the above mentioned experiments is the lack of detailed
towave concept may help to explain the mystery of fastdescription of events that occur on the microscopic level.
chemical evolution of substances in the univdi2@l. It has  Erpenbeck{34] combined molecular dynamig®IDS) and
also been proposed that catastrophic geotectonic phenomedonte Carlo methods to study diatomic exchange reactions
such as earthquakes, may be triggered by gasless detonatiand showed qualitative agreement with the CJ theory. An
processes of phase transformations in the earth’s ¢foist interesting finding of that study is the relatively long time
example, explosive decay of a metastable glassy state oéquired to reach equilibrium. This raises the question of
rocks to a more stable, polycrystalline phag24,25. This  nonequilibrium reactions, specifically in the setting of a deto-
hypothesis of phase transformations of rocks induced by aation. White and co-workef85] analyzed a similar system
high value of the strain may resolve a number of difficultiesby MDS and their findings also confirmed the validity of the
with the current purely mechanical theory of earthquake<CJ theory only once equilibrium is established. Considerable
[24]. effort has been focused on excitation and nonequilibrium in
The experimental results described above strongly suggestolecular crystals, due to their importance as secondary ex-
the importance of a coupling between chemistry and meplosives. Dlott and Fayef36] and Kim and Dlott[37]
chanical deformations. Batsan@26] pointed out that, with showed that, during the incipient phase after shock loading,
increased pressure, ionic compounds rearrange valence eldmilk phonon modes are excited first and then energy is trans-
tron density distributions and the Szegeti char@es, the ferred to intramolecular modes through doorway modes that
actual degree of ionization of the atoms in ionic crystal®  are most conducive to the transfer. In the case of naphtalene,
reduced until a state of decomposition is reached. Gilmamquilibrium is only reached 200 ps after a 40 kbar impact.
has shown that shear strain changes the symmetry of a maGoffey [38,39 studied the interaction of molecules with
ecule or of a solid and is thus effective in stimulating reac-compressive waves and developed a model for multiphonon
tions, much more so than isotropic compressj@i—29. excitation of intramolecular vibrational modes. These models
The reason is that a shear strain displaces electronic barve proven invaluable in the interpretation of experimental
energies in a different way, thus leading in general to a narresults under conditions where thermodynamics equilibrium

A. The limits of conventional theory of shock waves and of
explosions and the need for nonequilibrium
mechanochemistry
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is reached at the microscopic scale. However, as summarize Initial energetic crystalline structure

in Sec. |, there are now an increasing number of experiment:

which cannot be understood within the conventional frame- | @ @ @ @ @ @
work.

. Rupture of the first energetic bond
B. The two fundamental mechanisms

Two mechanisms have recently been identified as poten I "1 j@ @ @ @

tial candidates for explaining very fast phase transformation fragment |} boostedblock
and explosions in solidg€1) The products are mechanically exBloding bond
stronger than the reactants leading to mechanical shocl
wavgs[25,40,4jl; 2 t.he released energy is sufﬂmenyly Iarge_ Rupture of the second energetic bond
and its release rate is so fast that its transfer to microscopi
degrees of freedom literally boosts and propels atoms to col‘ll‘jﬁ-bl @ @ @
lide against each other leading to supersonic chemical front: boosted block
[29 31,23_ fragments

Courant and Friedrichg32] have studied wave propaga-
i inite amplitude in elastic-plastic materials an . . : .
“OT’ of finite P clastic-plastic.materials d FIG. 1. A one-dimensional chain made of blocks linked to each
pointed out that shocks are not possible when the stress-

. . . S _—other by energetic links, which when stressed beyond a given de-
strain characteristics of plastic material is of the weakenin

. - . Yormation threshold, rupture by releasing a burst of energy con-
type. Sornettq25] adapted this one-dimension@lD) for- verted into kinetic energy transmitted to the blocks. The figure

malism to study the opposite case in which the products argyqys two successive bond ruptures that lead to velocity boosts to

more elastically rigid than the reactants, and the density ige ejected fragments on the left and to the boundary blocks.
smaller for the products than for the reactions, leading to a

larger sound velocity for the products. Under these rather , .
special conditions, a shock develops that propagates at a vB€rayAg is equally divided between the expelled fragment
locity intermediate between the acoustic wave velocities ofd the next atom to the right, this boost will eventually
the reactions and products_ Consider a bar Of material dé.tress the bond I|nk|ng it to the next atom towards its rupture
formed uniformly with an initial strain everywhere along it. threshold. When this occurs, it is expelled by the energy that
Suppose that a localized perturbation or inhomogeneity pros released and the next atom forming the new boundary is
duces a local deformation larger than the initial strain at thdtself boosted suddenly by the amoumtd/m) Y2 1t is then
left boundary of the bar. Qualitatively, the density perturba-clear that this leads to a shock propagating at a velocity
tion will start to advance to the right in the product phase.larger than the sound velocity equal ¢e=(k/m)*? in the
Since the velocity is larger in the product phase, the largedbng wavelength limit, since the atoms are receiving boosts
deformations propagate the fastest. An initial smooth disturthat accelerate their motion faster than what would be the
bance will progressively steepen and a shock will eventuallypropagation by the springs with the usual acoustic wave ve-
form. The shock is fundamentally due to the stiffening transdocity. Taking the continuous limit, Gilmaf28] proposes
formation from reactants to products. The importance of thighat the resulting supersonic shock veloditys given by the
condition was independently recognized by Pumir ancEinstein formula U?=c?+Ag. This approximate semi-
Barelko[40,41], using a slightly different formulation. Their empirical formula assumes that the bond energy would be
framework coupling the elastic wave equation to a reactionentirely or almost entirely converted into the boosts with
diffusion equation allowed them to reveal the existence otlose to 100% efficiency, an assumption that can be tested by
supersonic modes of deformations with the existence of @omparison of the predicted shock velocity with experiments
critical strain necessary to ignite gasless detonation by locgR8]. Furthermore, it does not distinguish between particle
perturbations. and wave velocities and its theoretical status is unclear. It,
The second mechanism discussed by Gilm2®,31 is  however, appears to have empirical merits and we mention it
illustrated in Fig. 1(see also, Ref.25]). A one-dimensional here also because of its intuitive underpinnings. We also
chain is made of atoms of mass linked to each other by stress that the basic element of the model is not a unique
energetic links of spring constaf which when stressed atom and its bond to the next atom, but rather a supra-atomic
beyond a limit, rupture by releasing a burst of enefgy  element comprising at the minimum the unit cell linked to
converted into kinetic energy transmitted to the atoms. Inithe next, in general, by several noncolinear bonds. This is
tially, the chain of atoms is immobile. Suppose that the firstsimilar to the mesoscopic modeling strategy developed be-
atom on the left is suddenly brought to a position that entaildow. Therefore, the compression of the effective bond from
the rupture of the first bond. This rupture releases the energyne cell to the next corresponds to additional shear and ro-
Ag, which is converted into kinetic energies of the atomtational deformation modes of the cells.
fragment that is expelled to the left and of the next atom to The validity of the second mechanism has also been ex-
the right that becomes the new left-boundary of the chainplored with a one-dimensional microscopic model for the
Now, due to the impulsive boost\@/m)? that the bound- propagation of a detonation specially adapted to sQH@S.
ary atom received, obtained by assuming that the releasdticouples a nonlinear equation for the elastodynamics of the

position of the shock front

loding bond
exploaing bon position of the shock front
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crystal lattice to an equation describing the molecular exoadequate to capture the effect of the microscopic atomic
thermal chemical reaction. An essential ingredient of thestructure as well as any possible mesoscopic organization.
model is that the chemical reaction sustains the shock byhe Toda lattice has been extremely well studied in the lit-

giving a positive acceleration to the atoms, consistent witherature as a remarkably simple system exhibiting stable lo-
the second mechanism discussed previo(i2k,29,3]. In calized collective excitations, called solitons. The Toda

return, the shock is assumed to promote the chemical reacrodel is known as the only integrable one in atomic lattices

tion by the effect of the violent mechanical distortions thatbut we do not use this remarkable property.

are responsible for strong forces acting on the molecules. Solitons are a particular set of a more general class of
When the strength of the positive feedback of the shock orsolitary waves or moving discrete breathers found in many
the chemical reaction is beyond a threshold, the detonation igittice systems with both dispersion and anharmonic interac-
found to switch from a low-energy low-speed regime to ations[48]: the dispersion tends to disperse the modes while
high-energy high-speed regime. The earlier model for thdéhe nonlinearity tends to concentrate them. The resulting be-
propagation of a detonation in a molecular S(ﬁm,44] also havior is a localized coherent nonlinear wave. We stress that
captured the property of pumping kinetic energy into theour choice of the Toda potential does not restrict our conclu-

system by bond rupture. This model with a two-dimensionaSions as similar solitary waves can be observed for a large
lattice of diatomic molecules connected by Morse orclass on nonlinear potentials. In particular, we have checked
Lennard-Jones potential with a predissociative exothermiéhat Taylor expansions of the exponential terms in the Toda
intramolecular potential gives detonations that propagate aRotential truncated at different orders do not change our re-
coherent waves that are resistant to thermal fluctuations. Exaults at the qualitative level. We think that the results re-

tensions to three-dimensional molecular dynamics and to inPorted below are robust to a generalization of the Toda po-
homogeneous energetic crystals are found respectively ifential. Indeed, recently, the existence of solitons has been

Refs.[45] and[46]. established in anharmonic lattices for a large class of inter-
atomic potentiald49,50. It is true that our use of a one-

IIl. MODELING STRATEGY USING THE REACTIVE dimensional m_odel favors_ the existence of splltary waves.

TODA LATTICE However, nonlinear classical Hamiltonian lattices are well

known to exhibit generic solutions in the form of discrete

The understanding of the conditions under which thesdreatherd48], which are time periodic and typically expo-
two mechanisms will be active in real materials is at a rudi-nentially localized in space. Necessary conditions for their
mentary stage, not to speak of their possible interplay. Weccurrence are the existence of upper bounds on the phonon
need models that allow us to explore the relationship bespectrum of small fluctuations around the ground state of the
tween nonequilibrium processes at the microscopic scale, theystem as well as the nonlinearity. Nonstable but propagative
chemical reactions, and the possible development of supeleng-lived local concentration of energy are also often found
sonic shocks and explosions. To achieve this goal, we proand should play a similar qualitative role as the one played
pose to use a mesoscopic approach describing how the nidy solitons in the present model.
croscopic processes self-organize into dynamic macroscopic We modify the classic Toda model to include metastable
structures of patterns and waves. The fundamental problerstates and the possibility for a phase transformation or
and therefore, the challenge, in any mesoscopic model lies ichemical reaction. Specifically, beyond a certain strain
the compromise between scéieacroscopic limitand detail  threshold, the potential felt by the particles of the lattice is
(microscopic limi). The compromise proposed here is basednodified to represent a change of phase from the reactants
on the Toda latticg47], which is a one-dimensional system (initial lattice) to the products. In contrast to regular disper-
of entities interacting through an interaction potential limitedsive waves, solitons act as energy traps because they create a
to nearest neighbors. Using a coarse-grained discrete latticiynamic state where the local energy flux points in the di-
allows us to perform simulations on large systems at timesection of wave propagation. As a consequence, the potential
large as compared to all the relevant times scales so that tlemergy, which is released during the reaction as kinetic
characteristics of the self-organization behavior can be stucenergy, can be trapped within the soliton, enhancing its
ied in details. localization and its velocity. This process occurs out-of-

The advantage of the Toda lattice are multifold. First, forequilibrium, i.e., without equilibration with other degrees of
small deformations corresponding to small deviations of thdreedom and can thus focus energy to extremely high levels.
position of the atoms from the bottom of the potential wells,In our knowledge, a Toda lattice with chemical reaction has
linear elasticity is recovered. In this regime, the acoustimot been studied before.
waves(phonon$ are nondispersive in the large wavelength  More generally, the Toda lattice should also shed light on
and small amplitude limits. Its nonlinear potential at largeseveral issues in ultrafast solid phase reactions that are cur-
deformation leads to mode coupling, which, as we shalfently not understood. When the shock wave travels through
briefly discuss, gives naturally the Maxwell-Boltzmann dis-a particle, either fracture or melting must occur, because the
tribution of energies. Thus, with a purely deterministic dy- high reaction rates can only be explained by the generation
namics(Newton’s equationson a minimal model, we have a of large surface areas. Tofl47] mentions that the Toda lat-
basic thermodynamics that we can then enrich to studyice has a property called “chopping phenomenon.” When a
chemical reactions coupled with mechanical strain. The Todaoliton, which is a compressive pulse, is reflected at a free
lattice has dispersion at nonvanishing frequencies, which iboundary a temporary tensile pulse develops that could be
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causal in spalling or fracture near the free boundary. Since=a’'/a, B=b’/b. Thus, a=B=1 are the values used to
the tensile soliton is unstable, it degenerates into a series ofiodel the standarthonreactivelattice. The nondimensional
pulses and there is a rapid transfer of energy from the solitoiL equation becomes

to thermal vibrations of the lattice. 5

dyn _ alyo— _ _
_225[9 a(yn yn—l)—e a(Yn+1 yn)]_ (4)
IV. THE CLASSIC TODA LATTICE (TL) MODEL dt

Here, we introduce the classic Toda lattiggthout reac-
tion) and investigate the lattice equilibrium. Local departures
from equilibrium are demonstrated for solitons in inert lat- 1. The Maxwell-Boltzmann distribution
tices(with no metastable stateand the problem of nonequi-
librium is discussed.

B. Energy partitioning in the Toda lattice

If the TL is a fair description of a chain of atoms and
nonlinear springs, one would expect that in the absence of
external forcing, the lattice should approach a thermody-
A. Definition namic equilibrium state. We specify below what we mean

The Toda lattice is a model of a one-dimensional chain ofVith respect to the known organization of TL and for the
atoms. Consider a one-dimensional lattice consistingof application to the chemical reactions discussed below.
particles. Each particle is described by a point of mmgs A first approach would consist of defining the modes of
that only interacts with neighboring masses. Hence, heterotiPrations and investigating the partition of total energy be-
geneities, discontinuities, pores, and perfectly isotropic stated/€en them. This approach is prone to difficulties since all
are all defined by the pairwise values of the interaction po&tomic degrees of freedom are coupled anharmonically by
tential and masses. The displacement of ritie mass from the Toda potential. Thus, the definition of an elementary
its equilibrium position is/,(t). The relative displacement is Wave oscillator as an extended quasiparticle is somewhat ar-

defined as =y, .,—Yy,. The lattice motion is described by bitrar'y. A_ctually as a consequence of integrabilqty, the Toda
the following canonical equations: Hamiltonian decouples exactly in terms of two kinds of trav-

eling excitations, namely, cnoidal waves that are the anhar-

d’r, monic counterpart of phonons and aperiodic solitons. As
Mgz = ¢ (M) =2¢'(r) + ¢ (rn-1), (1) these quasiparticles have infinite lifetimés infinite sys-

tems, they cannot decay into one another so that thermali-

whereg’ denotes the first derivative of the potential function 280N is ultimately precluded in the strict sense by integra-

with respect to the relative displacement. In his search for aFi”ty' Any configuration is bound to recur in future time at
integrable lattice that also exhibits realistic mechanical bel€ast quasiperiodically and is thus not consistent with the

havior, Toda used a recursive formula to find periodic and\/laxweII—Bolti]mqnn Qistriplgcion: H .
single soliton solutions. As a result, the potential function ~ However, having in mind using the TL as a mesoscopic
representation of a system undergoing a fast chemical reac-

b tion, we would like to define a local effective temperature
¢(r)=—e 2+br (ab>0), (2)  describing the agitation of local masses in their local nonlin-
a ear potential. If we can show that there is the analog of an
approximate Maxwell-Boltzmann distribution for the local
degrees of freedom of the vibrations, we will be able to
contrast this “thermal” agitation with the more coherent and
much faster motions involved in the explosive chemical re-
action. We will be able to conclude that the chemical reaction
is mostly athermal, i.e., mostly controlled by solitary struc-
tures. In such a fast out-of-equilibrium chemical reaction,
! —b[e a0 Yn-1) — g aln+17¥n)], 3) notwithstanding the observati_on of energy equipartition of
dt the local vibrations over long time scales, the chemical reac-
tions will be seen to occur so fast that only solitary structures
While the TL model is 1D and mesoscopic in nature, we stillcan contribute significantly to them.
want to use parameters that are realistic. As an illustration, To achieve this goal, we term “oscillator” a mass with its
we use the properties of Al to determine the parameters iRinetic energy plus local nonlinear potential energy. The TL
Eq. (3). If a=1/\, where\ is the athermal lattice constant is thus a chain of “oscillators.” The question we ask is
=45A and the cold longitudinal sound velocity i§  whether a local subset of oscillators that are initially more
=6420 m/s, it follows thab=4.1x10"° N. The model is excited should exchange energy with neighbors so that in the
written in nondimensional formi—tcy/N and y—y/\. end the Maxwell-Boltzmann distribution is recovered for the
Later, we will look at the effect of chemistry in a simplistic distribution of energy carried by these local oscillators. It is
manner by changing the parameters of the potential functiowell known that the TL model is not ergodiciue to the
(more details in Sec. Leta’ andb’ be the new parameter integrability property, but that does not exclude energy shar-
values due to the chemical reactions that will be intro-ing. We show below that this state is described by the
duced in Sec. V. We define the dimensionless parameters Maxwell-Boltzmann distribution for the translational degrees

was proposed. Application of this choice in Ed) gives the
Toda lattice (TL). Note that the integrability of the Toda
lattice makes this systetfl) special because it exhibits by
construction an infinite number of invariafs7,48. The TL
equations can also be written in terms of the displacement
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m
f=Ae 2AP+ARVAT  \yith y=2—k(%(units K, (5

—0.75 where we have used the expression of the total energy of a
given oscillator(a springtmass as the sum of the potential

- energy stored in the spring and the kinetic energy associated

with the stochastic component of the mass velocity.

* — 030 The dimensionless potential function is defined as
- o=Lle a1 By oyl ©
- 0.25 a n+l o Jnd:
r This distribution (5) should be calculated by counting the
0. 00 number of oscillators in a given energy bin. For this, we

integrate the nondimensional TL equatiof) (with a=p
0.00 6.25 12.50 18.75 ¢5.00 =1, since chemistry is not considered heaad construct the
histogram of the energy of individual oscillators using the
cumulative statistics over all the elements in the lattice and
FIG. 2. Maxwell-Boltzmann distributiot-) and TL distribution ~ OVer time. Assigning random initial displacements of the lat-
of energies carried by local “oscillators” defined as single masstice points uniformly distributed if —W, W], the density
plus their local nonlinear potential energy. The results have beeflistribution of the oscillators over energy space has the form
obtained for a chain of 201 oscillators integrated over a total reshown in Fig. 2 where it is compared with the Maxwell-
duced time equal to 500. We use the nondimensional TL equatioBoltzmann distributionW is thus the characteristic scale of
(4) (with = B=1, since chemistry is not considered hefEhere-  the energy put initially inside the TL. Figure 2 has been
fore, the energies are dimensionless. constructed with the choic#/=0.081 that is best matched
by the Maxwell-Boltzmann distribution at the temperature

of freedom. Indeed, since the total energy of the system id =297 K. By performing several runs, we verify thatis
conservedin the absence of dissipatiprthis corresponds to proportional toW, indicating that higher input energy results

the microcanonical ensemble and the relevant observabl gmgg?r temperlfttu:ethThtl)s IS ‘3” '.mp‘]f”a”F tetit of our model.l
are the energy of the microscopic degrees of freedom. n addition, we kept the boundaries free in these humerica

We denote the instantaneous velocity of an oscillatar as ex_periments gnd observe(_:i thermal expansion. It is actually
and decompose it into a drift or wave componenand a quite interesting that the linear expansion that occurs com-

random fluctuating componemt When the oscillations are pares quite favorably with the lineavolumetric/y expan-

resolved on the time scale associated with the Debye fre3ion coefficient of aluminunirecall that thea andb values

guency(which is basically the period of a thermal vibratjon of EP; Ff)grtt?]rg;al tggt”izﬁo?ﬁetorg:ggﬂgs of the Maxwell-
the question is how do we discriminate between motion as- ltzmann distribution. we have al nstructed the distri
sociated with thermal fluctuation and motion associated Wit@0 a stribution, we have aiso constructe e aistri-

an event like a wave that propagates through the lattice? T jtion over a single oscillatqtqr instance _the .5Oth oscilla-
oscillator does not discriminate, it only responds to the im- o) and by summing th'e statistics over aumg '”t.e“‘?" As
mediate force, be it of thermal or mechani¢akve origin. At increases, we verify that the energy distribution of a

The numerical results of Fig. 2 pertain to a situation wher single OSC'"z.itO.r IS also yvell-des_crlbgd by the Maxwellr
no external force was applied, in other words, we did no oltzmann distribution. This result implies that the stochastic

have a drift componenw and the velocity of each oscillator component of a typical oscillator velocity added to its poten-

was taken to be. The stochasticity was introduced through t'alTiXh'b't an ﬁpproxmatteh ergodfugty tpr?pgity. ho found
the initial conditions of the oscillators; the initial conditions €se resufts recover those ot S al.[ ].W o found.
that, for finite chains bounded by two reflecting walls with

were zero velocity for all oscillators and random displace- . . i ;
strong nonlinearity, an ergodic state occurs corresponding to

ment betweerj —W, +W], whereW'is an input parameter strong stochasticity, which is consistent with the prediction
for the system. The largé#v, the larger the input energy. The of Israilev and Chirikov[52].

Toda lattice was then integrated for these random initial dis-
placements and zero velocities.

If the chain is in equilibrium, it has a Maxwell-Boltzmann
distribution parameterized by. This means that the prob- The quest for equipartition of energy and for the
ability to find a state of energ§ is e kT, wherek is the ~ Maxwell-Boltzmann statistics from nonlinear dynamics was
Boltzmann constaniwhose sole use is to convert a tempera-first initiated by Fermi, Pasta, and Ulam, who failggB].
ture scale into an energy scalend T is the (temperature  More recent workgsee, for instance, Reff54]) have shown
parameter that quantifies the degree of excitation or disordeghe subtlety of this problem. In their pioneering work, Fermi,
of the vibrations within the lattice. Using the fort®) for the = Pasta, and Ulam revealed that even in strongly nonlinear
potential energy, the Maxwell-Boltzmann distribution reads one-dimensional classical lattices, recurrences of the initial

c

2. Nonequilibrium configurations
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state prevented the equipartition of energy and consequer 0:45
thermalization. The questions following from this study in-
volve the interrelations between equipartition of enettyy
there equipartition? In which modes®cal thermal equilib-
rium (Does the system reach a well-defined temperature lo-
cally? If so, what is itp, and transport of energy/he@does
the system obey Fourier’s heat law? If not, what is the nature
of the abnormal transpoit?The surprising result of Fermi,
Pasta, and Ulam has now been understood: under generig
conditions for classical many-body lattice Hamiltonians in
one dimension, it has been shown that total momentum con
servation implies anomalous transport in the sense of the
divergence of the Kubo expression for the coefficient of ther- o4
mal conductivity[55]. The anomalous transport is thus a
specific feature of one-dimensional systems. Thus, our veri- FIG. 3. Phase diagram for the 70th oscillator showing dimen-
fication of an approximate Maxwell-Boltzmann distribution sionless VelOCity obtained by integration of the nondimensional TL
does not prevent the existence of anomalous transport (ﬂqu_a_tion(4) as a functiqn of _displacement_from the_equili_brium
propagation properties as we discuss in the sequel. position pefore(left chaotlc.reglom and aft.er(rlght chaotic reglolh .
Itis indeed possible to perturb a small region of the lattice® strong _|mpact of the oscillator py_ a sohtgr_y wave. The absmgsa is
in such a way that these nodes depart from the equilibriunt e position measured from the initial equilibrium and the ordinate

distribution and this perturbation propagates with conserva® the velocity of the particle.

tion of form and of energy. If the chain contains many nodes, The impulse(7) corresponds to a single arch starting from
the nonequilibrium state of the small number of nodes perand returning to 0. The motion of the first node is then de-

-

turbed in this coherent modaamely, forming a solitonwill scribed by

not significantly alter the overall distribution. The transit )

time of a soliton over a given oscillator is very small com- M:B[l_ew(yryo)H = ®)
pared to the time scale over which equilibrium is achieved at dt? L

the scale of a single oscillator. The transit of a soliton is thusl_ . .
e . . The last node could be either fixed or unbounded. When the
fundamentally a nonequilibrium process. To recognize thISforce is small, the deviation from equilibrium is slight. Ap-

fact is. essentia}l for our investigation of the coupling with aplication of a stronger force at the first node will cause the
chemical reaction. ._creation of a solitary wave leading to a strong deviation from
Indeed, when a shock wave propagates through the latticggjiliprium as illustrated in a phase diagram for the 70th
the distribution of the energies of the oscillators in the shock,q:illator shown in Fig. 3. The conditions and parameter val-
zone is perturbed away from its Boltzmann distribution. De-|,e5 for this example are listed in Table | as case 1. The
pending on the magnitude of the sho@anging from a gscillator has been in equilibrium before the first arrival of
sound wave to a detonatiprthe degree of deviation from the shock wave as can be seen from the chaotic trajectory in
equilib_riqm CO.UId vary bet\Nee_n _insignificant to (_:omplete. TABLE I. M is the maximum amplitude of the force impulse
Q_uantlfylng this degreg of _deV|at|on from equilibrium c_on_- applied at one extremity of the chaitj.is the duration of the forc-
stitutes one of the major dilemmas of shock theory: withinj,g anplied at the boundary that creates a train of solitary waves
the shock zone, nonequilibrium could exist, temperaturgyisturbing the equilibrium. The parameter(\;) is the lattice con-
could become meaningless and a macroscopic description gfant of the reactantéhe products if there is a transformatjon
chemistry with Arrhenius kinetics becomes nonsensical. OUfyhen both are equdl.e., \/A;=1), there is no chemical reaction
mesoscopic approach allows us to investigate precisely thignd the simulations correspond to the classic Toda lattice. The pa-
regime and the interplay between the equilibrated degrees @&metersa; and 3¢ are the ratio of the two parameters defining the

freedom and the out-of-equilibrium impulses. Toda potential taken for the reactions over those taken for the prod-
To study the effect of an external perturbation, we con-ucts. The values;=8;=1 correspond to the absence of any chem-
sider a force that is applied at the first node, istry, i.e., to the standard Toda lattiag. is the threshold for com-
pression at which the phase transformation or chemical reaction is
triggered.
t
F =M sin(—), t<t, and F =0 fort=t,, (7)
t| Case no. M t Ne/N re as B
1: No 0.5 1 1 1 1
in a system oin=200 masses and springs. At the other endreaction
of the chain, a mass is held immobile, corresponding to fixe@: No 0.5 10 1 1 1
boundary conditions. We identified the presence of a solitomeaction
by observing a pulse of amplitude above the noisy backs 0.5 10 0.9 -0.3 15 3.0
ground that propagates at a velocity slightly above 1 M. They 0.5 10 1.1 -0.2 0.9 0.8
same procedure will be used below in Sec. Il for the others 0.5 10 1.1 —02 1.1 1.5

cases.
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phase space shown in Fig. 3. When this oscillator is shaketent with the original studies of Zabusky and Kruskar],

by the passage of the shock, it rapidly moves away from itglefining them as “solitons.” At the free boundary, the soli-
equilibrium state to a novel state, a new position in phaseons are destabilized and their energy is transferred to the
space where it settled chaotically and equilibrates over timéattice. The energy near the free boundary thus increases af-
Due to the finiteness of the system used in the simulationger the soliton has been reflected and a “hot spot” is gener-
the shock will reach the boundary of the lattice and be reated.

flected at the last nodgve use a fixed boundary condition at  The system was integrated until equilibrium at which the
the extremityn=200 and a free boundary at the other ex-temperature finally reached by the system was 517 K in case
tremity). When the 70th oscillator is again shaken by the2 compared to 328 K in case 1. The higher temperature of
reflected solitary wave, it undergoes a second translatiorcase 2 is expected, since considerable more energy has been
Between these strong perturbations, the oscillators can readhjected into the system. An interesting observation is the
equilibrium provided the time intervals between the solitarycreation of multiple waves whose number is given by the
wave perturbations are much longer than a vibrational peinteger oft;/5. Fort; less than 5, no solitary structure was
riod. In this example, the 70th oscillator started with a tem-observed, only strong concentrated acoustic waves propagat-
perature of 297 K before the solitary wave arrived the firsting at 1 M and dissipating within the lattice at they propa-
time and finished with the temperature of 328 K after thegate. When thédimensionlessimpact time are 5, 10, and
solitary wave was completely dissipated and final equilib-20, one, two, and four solitons are formed, respectively. An-
rium was restored globally in the lattice. Before this final other interesting result is the effect of impact streniyth
equilibrium was reached, the oscillator had been displacedefined in Eq(7). WhenM decreases to zerpegardless of
several times by the weakening multiply reflected solitaryimpact time, the perturbation does not split into separate
wave. These results are consistent with previous numericalolitons. Instead, it travels as a single perturbation whose
analysis by Hill and Knopoff56], who showed that strong velocity approaches 1 M. This derives from the well-known
shocks in strongly nonlinear TL are led by a soliton, arefact that the propagation velocity of a Toda soliton decreases
unstable and have a relatively chaotic state immediately beas the amplitude of its associated strain field decreases and
hind the shock front. They also found that the frequency andventually equates the sound velocity for vanishing ampli-
velocity distributions of infinite lattices are singular and in- tude. The relationship between amplitude and velocity is
consistent with the vibrational properties of a thermodynami-completely determined by the parameters defining the Toda
cally equilibrated crystalline solid at nonzero temperature. model.

In the next examplécase 2, the duratiort; of the applied When the impact strength is small, the system is ad-
force is extended ten times such that it becomes slightlyquately described by a linear systélimearization of the
larger than twice the dimensionless natural periad &2a3 exponential termsand the velocity of any wave is deter-
of oscillation of the oscillators, obtained by expanding Eq.mined by material properties alone. When the impact
(4) to linear order and thus neglecting dispersion. The strairstrength increases, the nonlinear interaction becomes promi-
(relative displacemeptprofiles along the lattice of cases 1 nent and the wave speed is no longer determined by material
and 2 are shown in Fig. 4 at=100. There is a distinct properties alone, but also by the magnitude of the impact.
difference between the two profiles. In case 1, the solitarylhis reflects the fundamental property of solitons and more
wave travels as a single perturbation through the mediungenerally of solitary waves to result from the competition
with velocity close to 1 M. In case 2, the initial perturbation between dispersiofwhich tends to have waves at different
has split into two solitary waves. The leading one has a vefrequencies propagate at different velocitiesd nonlinear-
locity of 1.08 M and the second wave travels at 1.02 M. Asity (which tends to concentrate waves into sharp shocks
a conseguence, as time progresses, the distance between thel'he stability of solitons and the instability of dark solitons
two waves of case 2 increases. The solitary waves in casede thoroughly investigated in the literatuie. [47]). Soli-
conserve their form as they pass through each other, consitns keep energy focused in a small region of the chain and
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the energy does not disperse to the rest of the chain—a c@ microscopic point of view. Recall that a similar remark has
riously stable, albeit nonequilibrium state. This is a clearalready been formulated above with respect to the difference
indication that energy transfer in the soliton must occur exbetween the nature of the strain at the mesoscopic level and
clusively in the direction of propagation. The energy flux isthat at the atomic level.

only directed in the direction of propagation. This property is Some complication may occur as a chemical reaction
essential for understanding our results reported below of therings additional time scales into the system. Here, we as-
coupling between the mechanical deformation associatesume that the time scale for the release of chemical energy is
with solitary waves and chemical reactions occurring in themuch shorter than the time scales involved in the wave
lattice. Indeed, if chemical energy is released in the solitorpropagation. To investigate the interplay between mechanical
and if it retains its coherent nondispersive localized structurewaves and chemical energy release at a phenomenological
it is possible to focus energy within this solitary wave to verylevel, the interaction potential is irreversibly changed into the

high levels. following expression:
V. CHEMICAL REACTION IN THE TODA LATTICE Br N—N\g
: Oi=—1exg —as| Ynr1—YnT N -1
ag

We now define and study the reactive lattice undergoing a
chemical transformation. This model can be easily general- +BilYn+1=Ynl, 9
ized to an axisymmetrical 2D geometry. The terms “chemi-
cal transformation” and “chemical energy” are used in a whenr, becomes smaller than . The lattice constant; of
loose sense. We envision the following experimental situathe product state could be smaller or larger thanThree
tion in which a mechanical system can suddenly undergo different cases are investigated, the first dgsese 3 in Table
phase transformation or a chemical reaction when its local) describes a product that is dengee., A<\ ), the second
mechanical deformation reaches a threshold. This can occugase(case 4 in Table)ldescribes a material with larger lat-
for instance, according to the mechanisms of Batsd26y tice constant X;>\) and smaller sound velocity, and the
and Gilman[27—29 in which the distortion of the lattice by third case(case 5 in Table)ldescribes a product with larger
shear strain moves the electronic bands, leading eventually tattice constant and larger sound velocity than the initial ma-
a closing of the band gamnetallization and, therefore, to a terial. The parameters are listed in TablgThe interaction
sudden strong chemical reactivity. In our system, we shalpotentials before and after the reaction are made continuous
account for the existence of a phase transformation or of atr=r. by adding a constant t®;.)
chemical reaction by introducing a potential energy source Case 3 (cf. Table )A{=0.9\. We introduce an initial
when the relative displacemerstrain r,=y,.;—Yy, at perturbation that is strong enough to initiate the chemical
some point in the lattice reaches a critical threshigldThus,  reaction. The time evolution of the reaction is presented in
when two nodes are sufficiently compressed so that the reldzig. 5 in a set of six sets of two panels: The panels on the left
tive displacement,, becomes smaller than the threshold  show the displacements as a function of distance along the
we assume that the initial systefreactantsis transformed 1D-lattice for six different times increasing from top to bot-
into a new phaséproduct characterized by different pa- tom. The panels on the right show the corresponding chemi-
rameters for the potential function defined in the right-handcal conversion profil€é0 corresponds to the initial chemical
side of Eq.(4), as shown in Table I. Note that the transfor- composition; 1 means full conversion to the products of the
mation occurs and the “chemical energy” is released onlychemical reaction Acoustic waves created by the initial per-
when the material is in the compressed state. In this descrigurbation and the triggered chemical reaction propagate su-
tion, the released chemical energy could refer to the energgersonically through the medium in an apparently random
difference between phases, to an amorphous-crystallingay, similar to a thermal wave. The leading part of this wave
transformation, or a chemical transformation. Chemical reacis always compressive. However, this compressive state
tion between different species necessarily involves the issugeakens along the propagation and about midway through
of mixing, which is not addressed in the present study. In outhe lattice, the conversion criterion is not met. The conver-
discrete model, the reaction nucleus is the size of the latticgion halts and an ordinary acoustic wave continues to propa-
mesh. Recall that a mass and its local environment are n@tate through the remainder of the lattice with no further con-
describing the atomic scale but an effective mesoscopigersion. However, there is a subtle component of the
scale. This implies that the physical size of the nucleus is naibration that is going to play a key role in the future evolu-
larger than the mesh size. A genuine description of the critition of the system.
cal nucleus would require a more complex three-dimensional The two top panels on the left of Fig. 5 correspond to time
Hamiltonian with a microscopic spatial resolution. t=>58, at which a small soliton is ready to be spawned from

The general result established in statistical physics, thdhe leading edge of the chemical reaction wave. At this same
there are no equilibrium phase transitions in one dimensionnoment ¢=58), the conversion profile exhibits a sharp
is not relevant to this work. This is because we define dront located ak= 95 (traveling towards the left boundary at
chemical phase transition from a phenomenological point ok=200).
view involving an effective description of the many degrees At time t=70, the relative displacement along the lattice
of freedom embodied by a single element at the mesoscopillows us to distinguish clearly the existence of the soliton
level. In other words, our model is not one-dimensional fromthat has been spawned by the reaction front. At about this
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FIG. 5. Relative displacement and conversion profiles. Top to bottom and left totrigh8, 70, 229, 235, 256, and 276. The position
along thex axis is given in units of the mesh size.

time, the reaction front comes to a standstilxat102. The that betweert=240, when the two fronts consolidated, and
stagnation of this front is due to the fact that thet=252, no conversion happened and no front movement was
compression-criterion for triggering the chemical reaction isdiscernible. But the system was breeding another little soli-
no longer met at the boundary between reacted and unreactéen during this pause period.
material. In the next panels dt=258, the new little soliton that has
However, the soliton continues its journey all the way tospun off from the reaction front at=129 is shown to be at
the left border ak= 200, where it is reflected from the fixed X=141. It travels again towards the left boundary at
boundary to travel back towards the static chemical reactior 200. The chemical reaction front is now traveling together
front. Small acoustic waves spin off from the stalled frontWith the soliton. The conversion profile &&258 is also

and propagate towardé=200 and the approaching soliton. 'ocated ax=141. _
The soliton runs through this noisy displacement field and COmPplete conversion is established after282 when the
att= 229 the soliton is at=129. The conversion criterion is S°/iton and the reaction front simultaneously collide with the

met at this point and chemistry is turned on. The position left boundary of the lattice.

=129 corresponds to a point where the soliton superimpose In summary, we have shown that the chemical reaction
" P P ) p P P i (gan be fully completed after an initial triggering perturbation,
with a local compressive region of the “acoustic wave

: ) " ; only because of the presence of solitons launched from the
gives a stress just large enough to initiate chemistry. reaction front that interact with the ambient energetic acous-
The panels at=235 show the soliton traveling towards tic field radiated by the reaction front. We have also shown
the stalled reaction front dt=229. The new reaction front that a soliton can support a reaction front. The simulations
triggered by this soliton is now propagating with it to the have demonstrated the existence of a remarkable interaction
right towards the other stalled front. At time- 240, the new  between the soliton, the ambient acoustic field, and the reac-
front runs into the stalled front and no unreacted material ision front. Note that the scenario shown in Fig. 5 is only one
left between the fronts. among many similar histories that depend on the initial con-
We now have basically the same situation as at ttime ditions and the level of preexisting ambient acoustic noise.
=58, when the front was located ¥t=95. The system now As we have seen, the reaction front propagation can be
spawns another little soliton at=129 att=252. That means explained in terms of the solitons existing for unreacted and
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0.3 appears to have all the properties of a soliton. Of course, it is
0.2 not a genuine soliton since its front separates two different
: phases, with the products left behind it and the reactants in
0.1+ front of it. All the chemical potential energy that is released
-0.0+ during the reaction remains trapped in the solitary wave,
. 0.1 which travels supersonically with respect to the sound veloc-
0.2 ity in the reactant solid. Both the compression and patrticle
) velocities in the wave increase, thus the released chemical
=0.34 energy is stored as kinetic and elastic potential energy. This
-0.4+ case has the same qualitative properties as expansion shocks
0.5 in conventional fluid mechanics, where the conditions
— T needed to obtain an expansion shock are the simultaneous
200175150125100 75 50 25 increase in velocity and in volume. These conditions consti-
tute quite unusual circumstances that are generally viewed as
X curiosities(Fig. 7).

Note that, after its reflection from the fixed boundary at
n= 200, the solitary wave has “consumed” all the reactions
and the entire system consists of the new phase or products.

product solids without reaction. Withag ,8;)=(1.5;3.0) In this new phase, it becomes a bona fide soliton, traveling

fixed for the unreacted solidhenr . becomes irrelevapand unaffected through the other waves in the product mate_rial.
setting\; =\, we indeed found solitons for perturbatiolfs No further ch9m|cal transformations occur and the soliton
andt, values as listed in Table I. Forg¢,3;)=(0.9;0.8) and now travels with constant speed.
(@¢,B5)=(1.1;1.5), we also found solitons. These solitons
d|ffered in the time to develop and thelr relative positions VI. DISCUSSION
with respect to each other. The stochastic wave pattern over
which the solitons superimposed can probably be described We have presented a numerical study that suggests that
in terms of cnoidal waves corresponding to extended straisolitary waves may play an important role in explosive su-
field. Note that both the cnoidal and soliton excitations argpersonic reactions and conversions. For this, we started from
supersonic and their propagation velocity increases with théhe classic TL, extending it beyond its use as a phenomeno-
strain amplitude. logical model for processes occurring at the atomic level.
Case 4 (cf. Table ))\;=1.I\ with a smaller sound ve- Since most of experimental observations are performed at
locity. A soliton is not observed for this case. The strainthe mesoscopic and macroscopic levels, we use the TL as a
profile in Fig. 6 shows an expansion of the lattice behind thephenomenological model that embodies the minimal num-
wave front. Therefore, the conversion is interrupted soon afber of essential ingredients of the problefnonlinear
ter onset because the compression cannot be sustained t@lasticity+dispersion to explore the different possible re-
level that is strong enough. It is clear that the energy that igimes. We stress that the phenomenology documented and
released in the reaction does not contribute towards sustaisummarized in this paper for the TL is qualitatively in agree-
ing and strengthening of the compression in the leading pamment with that obtained from a continuous description based
of the wave. Beyond the point where the criterion for theon the Boussinesq equation that can be further transformed
chemical transformation is no longer met, the wave propainto the Korteweg de Vries equation. We have then extended
gates as an acoustic wave through the system and the cotite TL to include chemistry in order to describe a reactive
version profile becomes frozen. material in nonequilibrium situation, with applications to ex-
Case 5 (cf. Table )\;= 1.1\ with a larger sound veloc- plosions and detonations as well as very fast phase conver-
ity. A solitary wave is formed in the reactive lattice and it sion.

FIG. 6. Strain profiles for case 4. The position alongxiais is
given in units of the mesh size.
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FIG. 7. Strain profiles for case 5 &) t=60, (b) t=160. The position along the axis is given in units of the mesh size.
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The TL equations are deterministic but the oscillatorssions larger than one, but offer it as a conjecture to be tested
clearly adopt the Boltzmann distribution, thus providing thein future works.
correct analog of a thermodynamics. The equilibrium state When chemistry is included in the lattice, a nonsteady
has been calculated by the probability of finding a givenstate solitary wave is observed for two cas@s:when the
velocity state space both using an ensemble statistics overpmoduct expands with respect to the reactant and the system
large number of oscillators at a fixed moment in time and byhas higher sound velocity ari@) when the product is more
cumulative statistics over a long period of time for a singlecompact that the reaction. The first case involves a rather
oscillator (effective ergodicity properly We have clearly peculiar combination of conditions that is a curiosity rather
documented that the oscillators approach the Boltzmann dighan a genuinely realistic situation. The second case is much
tribution at long times, that the state variables are definednore interesting and we have shown a complex interplay
and they can be matched with the continuum model. between the solitons, acoustic waves, and reaction fronts.

When perturbations as in the shock wave occur on timél'he situation thus seems much richer and more complex than
scales too short to allow the oscillators to reach the Boltzobtained previously in Ref25] and in Refs[40], [41]. As
mann distribution, one needs a model that takes suitably inttong as reactants are available, it converts the material and
account both equilibrium and out-of-equilibrium states andtraps the chemical energy as elastic potential energy and the
their interactions. In this sense, the TL is ideally suited. Webalance as kinetic energy. Within the spatial zone in which
have, in addition, built-in chemistry by modifying the Hamil- the chemical reaction actually takes place, the lattice is
tonian at reactant interfaces to a double well potential: Whetighly compressed and particles have large particle veloci-
a compressive stress threshold is reached, reactants combities. These velocities belong to the drift component and not
irreversibly to give products that are modeled by a differenthe random(or thermal component of the total velocity. The
interaction potential. Chemical energy is released when thehemical transformation is athermal as the system is far from
mechanical vibrations resulting from both the possible exisequilibrium. Furthermore, the chemical energy is not directly
tence of a solitary wave and of the rest of the vibrationalreleased as thermal energy. No energy spills over into ther-
background forces a node to reach the conversion thresholdal energy as long as free boundaries or internal defects are
and thus crosses the energy barrier. absent. At defects and free boundaries, conversion to thermal

We have observed that the released chemical energy inenergy occurs and eventually leads to thermal equilibrium at
tially contributes to the kinetic energy of the oscillator. Due long times.
to friction (as in the Langevin equati@rthis energy tends to When the product has a larger lattice constant and lower
be transformed over time into vibrational energy or heat insound velocity, a supersonic wave is observed directly after
the transition zone behind the shock wave. If solitary wavesmpact. But it is not self-sustaining and disappears, leaving
can be nucleated by the initial conditions, we have showronly an acoustic wave. There results seem to hold true in all
that they act as traps of energy: In the presence of ongointhe simulations we have performed until now which explored
chemical energy release, the energy piles up within the trapa significant part but nevertheless nonexhaustive fraction of
ping solitary wave, providing a positive feedback that en-the phase diagram.
hances the strength and velocity of the solitary wave. The The simple model proposed here allows us to study non-
trapping property of solitons and of solitary waves resultequilibrium chemistry and lattice motions with great ease.
from the fact that the energy flux within them points for- The limitations of this model must also be recognized, espe-
wards in the wake. In contrast, the energy flux points backeially its one dimensionality and the interactions that are
wards in the wake of ordinary dispersive waves resulting in dimited to nearest neighbors. Although 3D MDS are compu-
negative feedback. Thus, dispersive waves in nonreactivationally costly, they should be used to verify the findings
media dampen out, but in the presence of chemistry, theresented here. This study is underway. Finally, it would be
chemical energy released in the wave competes with energgxtremely interesting to develop experimental techniques to
losses in the wake to result in either a steady reactive wavprobe directly for the existence of the long-lived propagative
or an attenuating wave that extinguishes. We believe andoncentrations of energy that we propose here.
propose that the relevant point is not so much the existence
of sollton§ in the strict sense, buf[ the p055|blllty of transient ACKNOWLEDGMENTS
but long-lived coherent propagative concentration of energy
which can contain and concentrate the energy released by the This work was partially supported by the NSF through
chemical concentration for a sufficiently long time. Of Grant No. CTS-0096381(H.J.V) and by NSF-DMR99-
course, we have not proved that this is the case in dimen#1475 and the James S. McDonnell Foundatiors,).
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PECVD reactors are increasingly used for the manufacturing of electronic components.
This paper presents a reactor model for the deposition of amorphous hydrogenated silicon
in a dc glow discharge of Ar—SiH; The parallel-plate configuration is used in this study.
Electron and positive ion densities have been calculuted in a self-consistent way. A
macroscopic description that is based on the Boltzmann equation with forwardscatlering
is used to calculate the ionization rate. The dissociation rate constani of SiH, requires
knowledge about the electron energy distribution function, Maxwell and Druyvesteyn
distributions are compared and the numerical resvlts show that the deposition rate is
lower for the Druyvesteyn distribution. The plasma chemisiry maodel includes silune, silyi,
silylene, disilane, hydrogen, und atomic hydrogen. The sensiiivity of the deposition rate
toward the branching ratios SiH; and SiH; as well as H- und H during silyl dissociation
is examined. Further parameters that are considered in the sensitivity analysis include
anode/cathode temperatures, pressure, applied voltage, gap distance, gap length, mokar
fraction of SiHy, and flow speed. This work ofters insight into the effects of all design

and control variables.

. INTRODUCTION

Plasma enhanced CVD (PECVD) has gained promi-
Nence as an important material processing lool since its
introduction in the mid 66°’s. In the PECVD process,
gases arc jonized by an electric energy source to form
a plasma. Through the intermediation of the highly
energized electrons, radical species are formed from the
precursor molecular gases. These radicals are chemically
very active, and their stability in the gas phase is
determined hy the rate of recombination and dispropor-
tionation reactions. The more stable radicals diffuse to
the reactor wails where they are depleted by rapid inser-
tion reactions. One outstanding feature of the PECVD
process is the ability to energize electrons to very high
levels, withaut any significant rise in the gas temperature,
Processing at lower substrate temperature holds several
advantages; e.g.. temperature-sensitive material can be
used, and a reduction in residual stress results, due to
thermal mismarch.

Whereas traditional CVD systems employed thermal
energy to assist the deposition reaction, PECVD uses
electrons produced by the glow discharge. The advan-
tages of PECVD are obvious, but the understanding of
and the ability to control this system are considerably
more complex than thermal CVD processes, Historically,
PECVD was developed for microelectronic applications.

“Author o whom correspondence should be addressed.
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Passivation layers, diffusion masks, and interlayer di-
clecirics can be deposited at low temperatures. But
the maujor advantage of PECVD was realized when
mucroelectronic devices were tabricated by this method.
Examples are photovoliaic cells, large area display pan-
els, linear arrays, and other thin film based technology.

Recently PECVD was used to deposit thin Glms
of palycrystalline diumond.' Microwave plasmas are
normally used for diamond deposition, but they have
cerlain limitations. 1f a PECVD process can be devised
that produces a large concentration of atomic hydrogen
and sufficient ion bombardment to remove any pyrolylic
carbon, it has a good chance to deposit diamond-like
film at a fast rate. This brings us to the philosophy
of a generic reactor design. Different objectives will
lead to differenmt designs. For example, it it is desiruble
to have a large concentration of atomic hydrogen, gap
space and electric field strength are the crucial factors;
if 1 uniform deposition rate is the objective, then the
hydrodynamic design will require more attention and in
industrial reactors, conversion and yield are the decisive
factors in the design process.

The glow discharge decomposition of silane to pro-
duce amorphous hydrogenated silicon (a—Si:H} is the
most well-known PECVED process. [t is important
because of its use in solar cells and thin film transistors.
The Japanese have also embarked on a program to
scale-up plasma processes to achieve time and cost
reduction in device fabrication through mass production,
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In particular, their ‘Sunshine Project® is aimed at the
development of low-cost mass production techniques for
fabricating a—Si:H solar cells. Another crucial devel-
opment was the discovery in 1975 that the electronic
properties of the glow discharge deposited material could
be controlled very effectively by substitutional doping
from the gas phase.* This possibility has opened a rapidly
growing new field of research and applications.

The motivation for this work is to develop an
integrated model that can be used to predict film growth
rate and uniformity and analyze the sensitivity of these
qualitics. The model finds imporiant applications in
the design, scale-up, and characterization of PECVD
reactors. The model consists of two parts; the first part
models the glow discharge and the second part describes
the plasma chemistry and the spatial distribution of the
neutral species.

A macroscopic approach was followed to derive the
model for the glow discharge. This implies that electron
and ion behavior are described by a one-dimensional
continuum model and the rate of ionization is determined
by a nonequilibrium, macroscopic relation with the elec-
tric field. The electron and ion density distributions, the
electric field, and the rate of ionization then give a self-
consislent description of the glow discharge and these
equations are solved numerically. Space discretization
was done according to the Scharfetter—Gummel scheme.
Starting from an estimated solution, it was improved
by implicit integration of a false transient form of the
equations. The steady state sclution was then calculated
by Newton’s method.

For the second part of the model, a two-dimensional
compressible fluid flow model was used to calculate
the concentration of all neutral species, and the ideal
gas law was used as Lhc equation of state. A Galerkin
finite element method was used to calculate the velocity,
temperature, and concentration fields, and the deposition
rates and profiles along the electrode surfaces were
also calculated. The model also made provision for
the temperature and pressure dependencies of all the
physical properties. Special consideration was given to
the physical properties of the atomic hydrogen and the
radicals. But the kcystone of the process is, of course,
the electron-silane dissociation reactions. and little will
be gained by paying attention to the other details while
neglecting this step.

The dissociation of silane produces silyl and sily-
lene. But the formation of silylene also occurs along
two possible routes; in one case hydrogen is produced
and in the other case molecular hydrogen is produced.
Distinction between these two routes is important since
atomic hydrogen participates in a secondary hydrogen
extraction reaction with silane to form silyl. The experi-
mental collision cross section for dissociation does not
distinguish among the different dissociation reactions,

and branching among the three possible reactions intro-
duces two additional parameters to the system. The rate
of dissociation warrants some discussion, since it plays
such an important role. The main disadvantage of anv
macroscopic approach is the lack of information about
the electron energy distribution (EEDF). The EEDF
is required to calculate the dissociation rate. In this
study we will assume two forms of the EEDF. namely
the Maxwellian and the Druyvesteyn distributions. The
mechanism of film growth is not perfecily clear, but it
is known (cf. Kushner*) that silvlene can insert directly
into saturated silicon bonds on the surface, while silyl
can insert only into a dangling bond (i.e., = Si — -).
The emission of hydregen from the film underlies the
insertion rates, but in this model sticking coefficients of
unity were used for both silyl and silylene.

Deposition rates and profiles on both electrodes
are calculated and compared for the different energy
distributions. Furthermore, a parameter study was done
where the values of all the parameters of the model
were varied by =10% from a base case and changes in
deposition rates and film uniformity were used to rank
the sensitivity of all the parameters.

Il. THE MODEL

A model that describes the behavior of a PECVD
reaclor consists of the conservation equations for charge,
mass, energy, and momentum as well as the transport of
charged and chemically active species. In this model a
feeding gas of Ar and SilHy, where the silane concentra-
tion 15 in the order of 1%, is considered. The addition of
a molecular gas to the noble gas will aftect the electron
energy distribution. But we considered only the ioniza-
tion of Ar in the model; since silane is not included in
the glow discharge model, the chemistry/hydrodynamic
part of the model becomes decoupled from the discharge
with significant savings in computing times. To make this
assumption more justifiable, we considered only mole
fractions of silane in the range of 1%.

A. Glow discharge

A continuum description for the behavior of the
glow discharge is followed. The continuum description is
valid only as long as certain criteria are met. The most
important one is that the number of charged particles
contained in a sphere of Debye radius is large.

4

nX?ﬂlfj=nD>1 (1)
kT 172

€

— @)
pee

where € js the permittivity of free space, kg is the
Boltzmann constant, p. is the charge density, and e

Ip

J. Mater. Res., Vol. 7, No. 8, Aug 1992 2161



D. Orlicki, V. Hlavacek, and H.J. Viljoen: Modeling of a-5i: H deposition in a dc glow discharge reactor

is the charge of a particle. This condition limits the
plasma charge granularity and ensures weak potential
interactions.

Since Ar is an electropositive gas, the model will
not include any anion formation; ie., any inelastic col-
lision between an electron and an Ar-atom will have
a negligible probability to be of the associative type.
The governing equations for the glow discharge are as
follows.

1. Electron conservation equation

an N

otV = el 3)
This balance for the electron density n, considers only
electron-neutral impact ionization 4s a source term; due
to the low degrece of ionization the change in Ar-
concentration is very small and N /N, remains close to
unity. Hence the glow discharge is decoupled from any
neutral species balance.

2. Positive ion conservation equation

on, . . )
T Vs = el 4

The fluxes j, and j, are defined for the potential V as
Jo= —D,Vn,+ pun, VV {3
Je= —DpyVun, = u,n, VV (6)

First it should be noted that the term for convective
transport tacitly implies a momentum balance for the
charged species of the form

e E + vpoml, =0, k=enp (7)

where U, is the velocity and in ¢, the sign of the charge
should be taken into consideration. The mobility g,
can be easily inferred from Eq. (7). »in is 2 collision
frequency for momentum transfer. Experimental values
for mobilities and diffusion coefficients will be used in
this model (see Appendix). The potential in the gap is
given by the Poisson equation.

3. Poisson equation

£

ViV = —L—O(np -n,) &)
The ionization coefficient o determines the rate
of electron generation, and either a microscopic or
a macroscopic approach can be followed. If the micro-
scopic approach is followed, ali swarm paramelters,
including e, are determined by solving the Boltzmann
equation. A less arduous approach is to determine a by
a macroscopic approach. One possibility is to ascribe to
the electrons a certain energy distribution (EEDF), e.g.,
a Maxwellian distribution, then the concept of electron

temperature can be introduced and ionization is treated
as in chemical reaction theory. Graves and Jensen® used
this method and assumed a kinetic form of the Arrhenius-
type. Segur er al” defined a memory kernel for their
nonequilibrium model and fitted it to values for a He-
plasma. Friedland®® derived a nonequilibrium model,
based on the forwardscattering form of the Boltzmann
equation; i.e., the distribution function depends only on
one spatial dimension and energy. Taking the first and
second moments of the Boltzmann equation (with respect
to energy) and using the assumptions that the ionization
and excitation cross sections depend linearly on energy
(Q; = ae,Q, = ke), the following equation is found
for a:

d—a-+f1'2+pk§a—paE=D (9

dz
where k and a are the coefficients of the excitation and
ionization cross seclions, respectively, and p is the total
pressure. £ is the amount of cnergy that is lost by an
electron in a collision and it is taken as the mean of the
excitation and ionization values:

f = g,:(firm + 'fe.r.() (10)

The energy loss for excitation collisions (£,..) also
presents an average of the different excitation colli-
sions that are possible." The ionization rate is highest
in the cathodic sheath region, and in this region the
assumptions ot the Friedland formulation hold best.
Although the assumptions are no longer valid in the
bulk plasma, the iorization is low and the error will not
affect the model qualitatively, To improve the model will
require a self-consistent microscopic description, but at
the expense of excessive compuiing times.

There exists quite a variety of reactor conligurations;
the most popular are the parallel-plate type and the
concentric cylinders with axial flow. The configuration
that will be used in our model is a parailel-plate reactor,
shown schematically in Fig, L. Inlet and outlet sections
are provided for flow stabilization. Based on this config-
uration, we will also assume that the charge species will
have only unidirectional motion, and any axial advection
will be negligible compared to the electric-tield directed
motion. Hence the Laplace and del-operators can be
written as second and first derivatives with respect to z.

The boundary conditions used in the calculations are
as follows:

The cathode (—H/2) is not transparent for the fux of
positive ions and the flux of electrons is due to secondary
emission,

Je = _}"jpw
e _ g =t (11
dz ) 2

v = _VDCJ
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INLET | ANODE | OUTLET |

z P = 1,5[Torr] [
H = 0.02]M]

. x ;

CATHODE | OUTLET

Ly = 0.4{M}

L=02M] | L;=04M] J
FIG. 1. Parallel-plate rcactor schema. .
where v is the secondary emission coefficient.

The anode (H/2) perfectly absorbs electrons and the
flux of positive charged particles is set to zera.

dn
F.=0
dz H
ne=0[3= 7% (12)
V=20

B. Hydrodynamic model of reactor

Gas flows through the reactor and the transport of
neutral species are not affected by the electric field.
The ionization in typical glow discharges accounts for a
conversion of only one part per million and therefore the
neuiral species mass balances and momentum balances
are decoupled from the rest of the plasma model. In order
Lo describe the distribution and fiuxes of neutral species,
specifically the silane and radicals, a two-dimensional
compressible flow model is used.

1. Continuity equation

Ve(pUl=0 (13)
2. Momentum equations
DU
— = -Vp-V-T+ 14
P 5y P T+ pg . (14}

where /D¢ denotes the substantial derivative and V
represents the divergence operator. The viscous tensor 7
is defined for a Newtonian fluid as

7= —u(VU + (VO)T) + 2

TAV-UL (1)

In the energy conservation cquation, the cifects due to
changes in pressure, viscous dissipation, and concentra-
tion gradients {(Dufour effect) were neglected.

3. Energy equation
DT
-—— = V- -kVT 16
The system is closed by an equation of state, and for our
operating conditions the ideal gas law was used.

4. Equation of state
RTp = pD Mx; an
=1

If the average molecular mass of the gas is assumed to
be constant, the conservation equation for any species
can be written as

5. Conservation of mass
Dx;

Dt = V[CD,(VXI + ax; v ll'lT)]

+ R(Z XJ') (18)
i

The choice of boundary conditions is also a point of
contention, and these conditions must be chosen in such
a way that they correctly describe the prevalent physical
conditions at any boundary. The configuration that is
used has fore- and after-section with the electrodes in
between. The flow is then developed when it enters the
fore-section and Poiscuille flow alse prevails at the end
of the after-section;

U=(0U,,0) (19)
where U, denotes the Poiseuille solution. At selid walls
the non-slip condition was applied

n-U=20 (20)
tU=0 (21)

c

where 1 and t denote unit rormal and tangential vectors
to the solid walls. For the temperature and mass balance
cqualions, the Danckwerts boundary conditions are used.
At the inlet of the reactor

6-UpC,(T — To) =kn-VT (22)

B-Ulx;, — xig) =D/®-Vx; + a;xn-VIn T)

(23)

and at the outlet of the reactor section
a-vT =0 (24)
a-Vy+axmg-VinT =0 (25

The surface on the upper part of the reactor svstem,
which includes the fore-section, anodc, and after-scction,
is kept at a constant temperature

1(c= 2) = 1., (26)

but the temperature on the bottom part is ramped linearly
from T,, in the fore-section to T, at the beginning of
the cathode, and is linearly decreased in the after-section
down to T,,.

2181
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C. Nondimensionalization

The model discussed in the previous sections is d e N JdV
made nondimensional by using a sct of scales. The a7 +a + Sa — S 0 (32)
height H between the electrodes is used to scale vertical
distance, the length of the electrodes is used for scaling 1. Cantinuity equation
axial distance, and the applied voltage at the cathode is U
used for scaling potential. A (*) =0 (33)
An arbitrary number density sy is used o scale par- e
ticle densities of the charged species. Neutral species are .
; _ 2. Momentum equations
expressed as a mole fraction. The pressure and tempera-
ture at inlet stream are chosen to scale physical properties Gr 7 duy \f L HYap
o'f gaseous species, wt!ich.arc used to define ?II dimen- & “.\-5 ”zE (E =T\ 5
sionless groups. Velocity is scaled by the ratio, v, r = .

B . ' _(H 0Ty, ATy:
g(O.5H)Y /v, pressure is scaled by p,.rv.p/(H/2), and — |- -
dimensionless temperature 8 is defined as 7/7,.;. The L/ iy 0z
definitions of all the dimensionless parameters are shown (34)
in the Table 1. Note that notation has not been changed
from the dimensionless formulation. Gr du, + du,\ _ dp  aTy

The model of a dc glow dischurge now takes the e N\Y dz “z az /) az az
form (H ey L)
dan, dj. ) “\NL/a ®
Fo + £ = gj, 27 ¥
“ dt dz @7
dn, dj, where
Fo,— + — = Baj 28
2 odr dz Paje (28) m 2 du, i, _
= —j— =2 - — 3
d4°v Tyy = 3 P 9z (36)
T s —b(n, — n,) (29) Mres ¥ z
where the dimensionless fluxes j, and j, are ]
dn v # ( 2328 )y
. T, = — = -
Je= = b+ Peenc— - (30) @ Lorer 0 G 77)
. dn, dv 1)
J,= ——= Eph,—— 3
" dz . m (H )514: (]_ )duy (38)
;o= — 2 =
™ Bore L/ ay H/ az 7
- . S
TABLE 1. Definitions of parameters and rypical values,
Parameter Definition Value 3. Energy equation
. - p— (Ra)( Cp )( 0 a@)
Le 3- — N N + =
T ;:;n(&fﬁ {D.SH'F).' _ 512-1072 (s) ® Chrey y 92
B, > uvpe p T 6P 2.2 2
Pe. KeVne 70102 k (E) '8 e (39)
Pe, i‘.%"E 1.14-10° Keop L/ &? az? |
Fo. @ 171+ 102
Fo, og;;]z 4,00+ 106 4. Concentration equation
Dgr
8 PEEQSH) 522 Pein ax; ax;\ _
€ paVoc(0.5H) 148 - 107 @ hN“ay " %) 7
b A0(05H)? e 12.06
Gr p‘vﬁg}off 3.42-1072 of_Di [axi . 6))
rop(03HY & 32 —1i = -— —_—
R Fref R s Jy D“’f@ ay @ ay
a Gr #uiCp"[ 2.21-10 1.
Pesin, ro.sm’g;iz- 2.68-1077 + (-}i) i b /dl @i
Href Drey L 0z f,‘{@k 0z @ 3:
kq Reaction constant Eq.(47) 5.0-10718 (m*-s™1) /
ks Reaction constant Eq.(48) 10-10718 (m? s~ : / i
kg Reaction constani Eq.(49) 171077 (m¥.s~ N * Daf kz x}'/, (40)
J
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The Friedland equation is written as:
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lil. NUMERICAL METHOD ’

Based on our assumptions, the solving procedure
has been divided into two parts: the glow discharge
and the hydradynamic description of the reactor. Both
are coupled through the reaction between clectrons and
silane. Other interactions between plasma field and gas
flow in the reactor are not taken into consideration.

A. Glow discharge

Due 1o high nonlinearity and strong coupling of the
governing equations, the treatment of these equations
poscs a difficult numerical problem. Examples of a few
attempts to solve this problem can be found in the
litcrature.

1. Ward!! pioneered numerical modeling of glow
discharges. He used a shooting technique to solve the
equations.

2. Lowke and Davies'® used an explicit relaxation
method and obtained the steady state from the dynamic
form of the equations; a predictor-corrector method was
used for time integration.

3. Graves and Jensen® solved both the dc and rf
problem. The latter problem was considered as a bound-
ary value problem in the time domain, and a Fourier
expansion was uscd (o prescnt time variations.

4. Kushner'? discretized spatial functions by finite
differcnces and integrated the equations in time by a
third order Runge—Kutta.

5. Boeuf' adapted the implicit exponential scheme
of Scharfetter and Gummel to model a two-dimensional
dc glow discharge.

The problem of electron and hole transport in semi-
conductor devices is analogous to the glow discharge
problem.

6. Traar et al.'® discussed a wide range of ileration
methods for these types of convective dominant transport
equations.

The implicit exponential scheme of Scharfetter and
Gummel' has been chosen to discretize the continuity
equations. The main advantage of this scheme is its
robustness, stability, and ability to deal with situations
where either the convection or diffusion component of
the total flux is dominant (these situations correspond,
respectively, to the sheath and plasma regions).

The source term in the continuity equation is im-
plemented into a computer code as a continuous and
smooth function of ionization coefficient «, and electron
flux j,:

1 |
n=(3+ 2 )il @D
2 g
and s is a parameter chosen arbitrarily large.

The symmetric finite difference approximation is
used for the Poisson equation. Friedland’s equation
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is discretized by backward finite difference. Physical
domain (cathode = 0, anode == H} is mapped onto a
computational domain (interval x € [—1,1]). In our
calculation an equidistant mesh is used.

After discretizing in the space domain, an initial
value problem is obtained which is integrated by a
second-order accurate trapezoid rule. The Newton-—
Raphson iterative scheme is used to obtain the solution
at each sicp and finally to find steady-state solution
when the time derivatives diminish. The discretization of
governing equations has resulted in the set of nonlinear
algebraic-equations

Qy)=0 42)
where the vector of unknowns is represented as
y = (He4.‘-3.V4f—2,ﬂp4{—1, Ay, - . ) t=12...N,
(43)

N,: total number of nodes in the computational domain.

Since matrix {} is sparse, the advantage of its band-
matrix representation is used for calculations. Each step
in the Newton—Raphson method requires the solution
of the Qincar system. In the numerical routine LU-
decomposition has been used. At each step (starting
from {2 2) the ratio |[8;—[l./||8;|l« is checked for
convergence against the specified number and only if this
fatio becomes smaller than 100, the Jacobian is updated;
otherwise the LU-decomposition from the previous step
is used. The electric field and ionization term are updated
only once at each time step.

During marching in time the size of the time step
depends upon deviation from steady state solution, The
strategy for varying the step size At, is based on
estimation of the local truncation error.'®

B. Numerical solution of hydrodynamic model

The partial differential equations conscrving mo-
mentum, heai, and mass transfer are numerically solved
by the Galerkin finite element method. The code was
developed to handle both diffusion and advection-
dominated problems. In order to overcome oscillations
in the Jatter case, artificial dispersion is introduced.’’

In applying the Galerkin finite element method to the
hydrodynamic model, pressure has to be approximated
with trial functions of ane order lower than the trial
functions for velocity, temperature, and concentration.
The artificial dispersion is introduced into the momentum
equations in a form that is referred to as the streamlinc
upwind method (SU)!7 and into the energy and concen-
tration balances by the SU Petrov—Galerkin method (see
Brooks and Hughes'®). Finally, the system of nonlinear
algebraic equations is solved by the Newton—Raphson
method. To improve the initial guess, a false transient
methed is adopted.

n
—
;]
b
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I¥. RATE CF SILANE DISSOCIATION

Although the glow discharge deposition of silane to
produce a—-Si:H is the most studied plasma enhanced
CVD process, the details of the silane plasma chemistry
are still debated. Controversy exists over the domi-
nance of the silylene or silyl radicals in the deposition
process.>"”

In pure amorphous silicon, atoms that arc only
threefold coordinated have an unpaired electron, referred
o as a dangling bond. These unpaired electrons impair
the film’s photoconductiviry and photoluminescence. In
hydrogenated amorphous silican the density of dangling
bonds is greatly reduced, because hydrogen can bond to
single silicon atoms. Not all hydrogen incorporated in the
silicon structure attaches to dangling honds; it is reported
by Thomas? that hydrogen preferentially diffused into
a hydrogen-rich phase that was interdispersed between
a columnar phase of monchydride Si—H groups. Ouly
hydrogen that is incorporated in the larter phase will
lead 10 a reduction in the dangling bond density. In
a weakly ionized glow, neutral radical species in the
ground electronic state play important roles in depositing
a—St:H; they directly parricipate in the chemical and
physical processes on the surface of the deposit.

Plasma chemistry

Electran collisions with silane produce a wide range
of products, but the majority of rhese products are
not stable. The major branching pracesses for neutral
dissociation are:

e + SiH; ©

—_—

Sitl; + H + e (44)

B SiH,+ H+H+e  (45)

——

% SiH, + Hy + ¢ (46)

—

We define the following branching ratios:

Tkt kst ks
ka2
PG itk

Generation of H atoms during electron impact disso-
ciation cffecctively increases the rate of production of
radicals due to the following reaction:

H + SiH; " SiH, + H; (47)
—

Silylene is depleted by an insertion reaction with silane

A=

SiH, + SiH,— Si.Hg {48)

r
vt
a
o

The insertion reaction is potentially fast and it produces
disilane, which does not incorporate into the growing
film. The silyl radical is more stable than the silylene
radical and participates in few depleting reactions. The
most important of these is a recombination reaction:

SiH3 + SiH; * SiH, + SiH, (49)

Kushner® underiock a detail modeling of the silane
dissociation chemistry in a glow discharge. He used
maximum and minimum values for the rate coastams of
Eq. (48) and (49) which were available in literarure. It
was also found that the deposition rate is most sensitive
to the yield of H atoms from the dissociation to SiH;.
Silyl is the only mzin contributor to film growth when
the sticking coefficient exceeds 0.5. Along the puidelines
provided by Kushner,® the rate constants for reactions
(47)—{49) are listed in Table [.

ltabashi?' er al. measured (and apparently the first
time lo do so) the spatial distribution of silyl radicals in
an rf silane plasma, using infrared diode laser absorption
spectroscopy. They used the following rate of deposition
expression:

Ri=Tx§x = (50)
P
_ D, d(SiHy) 51
p X B dx

The loss probability 2 = 0.26, the sticking coetficient

= (.09, which is guite a low value compared to the
threshold value of Kushner,” m = 4.7 X 1072 g, and
p — 2.21 g/cm?. They calculated Ry = 0.40 um/h for
a SiH4/H, plasma ar 80 mTorr and 125 W power de-
position between 2 3 cm gap. The experimental rate
was 0.64 um/h. To distinguish properly between silyl
and silylene, their respective collision cross sections are
required; unfortunzately only global cross sections are
available. Perrin ef al.** measured global cross sections
for dissociation of methane and silane for electron en-
ergies berween 8 and 110 eV. The former value is the
experimentally found threshold energy for dissociation
of silane. Vicek'" used explicit forms of cross sections
for Ar, and we used their tunclional form 1o fit Perrin’s
experimental results.

!
op = {7.1638 X 10““)2-(8?)—2-) 1n(1.04315 X %)
¥
(52)

This curve fits the measured range of electron energy
very well, and we used it to evaluate the cross section
for the dissociation kinetics. To find the rate constans
for dissociation, one requires knowledge of the electron
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energy distribution function (EEDF):

kp = [B I(%)Ojf(a dople)de  (53)

where €(x) denotes an average clectron energy at x.

The mean electron energy will be determined for the
plasma, using the Friedland equation to model ionization.
In Fig. 2 normalized values of the mean electran energy
and the dissociation rate constants are shown. A sharp
increase in energy in the sheath region is followed by a
decline to a low encrgy in the remainder of the plasma.
The maximum cnergy for this example (i.e., 600V
over 2 2 cm gap) is 110 eV. One should not mistak-
cnly aftribute the decline in mcan encrgy to collision
processes. The main reason for the decrease in mean
energy is the formation of an avalanche of new electrons,
which gain far less cnergy than sheath electrons, and
the mean js shifted toward this bulk of low-energy
clectrons. Information on the sheath electrons is lost
Another important factor that we want to point out is the
contribution of electrons formed in the sheath to the total
flux of elecirons. Although the shcath electrons form
a small fraction of the total clectron number density,
they form a significant fraction of the total electron flux,
Therefore they make an important contribution to the
production of radical species.

The Maxwell distribution gives the highest kp value
locally, but the values decrease sharply away from
this point. The Druyvestcyn distribution gives a similar
profile. but the values for kp arc smaller. The relation
between reaction rate and mean cnergy is also evident
from Fig. 2 and one can immediately see that most of
the radical production will take place near the cathode.
This conclusion is confirmed by the model of Yamaguchi

1.0 - 100

V i -~ Druyvesteyn E.D.F.
I ¢+ . --« Maxwell E.D.F. -

1\

L .j \ .\ — Mean energy
t
;

0.6 -5 80 i; \ B
x [} . “
B i K ' _
4] L \: '
0.4 b 40| i . 4
i ) -!
- — :I’. ‘! -
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44: ¢ ]
v . |
0.0 V——o E:‘ L - i Il | ]
—1.0 —-0.5 0.0 0.5 1.0
z

FIG. 2. Space evolution of electrons mean energy. Space evolution
of reaction rate for Maxwell and Druyvesteyn electron energy distri-
bution functions.

et al?® where it was found that the silyl concentration
reaches a maximum in a small region near the cathode.
They used dissociation collision frequencies Ry which
were published by Ohmori ef al.?*

V. RESULTS

In this section the results of the plasma reactor model
will be reported. But first a brief exposition of this
section will be helpful. We start off by defining a scalar
norm of the uniformity of deposition to measure reac-
tor performance us a function of different parameters.
Some results of the glow discharge itself are presented.
Charged species concentrations, potential, and ionization
rates are shown for a range of applied voltages, distances
across the gap, and the total pressure.

For the sake of comparison, a basc case is defined.
The concentration fields of all species are shown for
the base case. Next we do a sensitivily analysis. All
the design and control variables are changed by +10%
from their basc values and the change in the nom is
calculated. Deposition rate profiles along the gap arc
shown for these different parameter values, including
a comparison betwecen the Maxwell and Druyvesteyn
distributions. The effects of branching ratios (silanc
dissociation) on the deposition rate profiles are also
prescnted,

It is not easy to dcfine an unambiguous norm for a
reactor. Solid state physical requirements of the film will
most likely dictate different criteria. However, we will
assume that only two factors determine the performance
of the reactor: the rate of deposition and the uniformity
of deposition. The first consideration is bounded from
below by economical factors and from above by physical
factors (e.g., particle formation, film quality, etc.). We
will report average deposition rates on both electrodes,
and whether it meets the economical and physical criteria
is not addressed in this work. The following norm
is proposed to measure the uniformity of deposition,
and it will be used to compare the effects of different
parameters on the system.

L
A RUES Y7 Y
0

where j; is the sum of the silyl and silylene fluxes
at the cathode/anodc and j; is the averaged value.
It’s obvious that the smaller the norm, the better the
unmiformity.

A. Resulis of glow discharge

The glow discharge reactor, as was outlined in the
maodel description, conforms to a parallel-plate configu-
ration and it is also consistent with some of the reactors

J. Mater. Res., Val. 7, No. B, Aug 1332 2167
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FIG. 3. Space evolution of glow discharge plasma [or different voltages V = 600, 540, and 660 V: (1) concenlration of clectrons (X 10'%/m?),
{b) concentration of positive ops { % 10'*/m?*), (c) potential, and (d) ionization rate (1/cm).

in use at the “Sunshine Project” in Japan® A base
pressure of 1.5 Torr was used and the gas, conraining
1% SiH,, was fed at a rate of 10 cm/s. Figure 3 is
a compounded presentation of the results for a 2 cm
gap between the electrodes and for different voltages.
For the base case of 600 V, the sheath thickness is
approximately 14% of the gap space and it decreases to
12% when the voliage is increased by 60 V. The increase
in potential decrcases the width of the sheath and the
electron density has increased to 164 X 10%/m?. In
terms of reactor performance, these changes wilj lead to
an inerease i silyl deposition for the following reasons,

2168

A decrease in sheath thickness leads to a decrease in the
distance silyl has 1o diffuse. A higher electron density,
in a stronger electric field, will increase the formation
of radical species. Lowering the voltage by 10% leads
to a sheath thickness of = 18% and the eleciron density
drops to 39 % 10%/m?*. The qualitative changes in the
piasma when changing the potential are clear: increasing
the potential leads to a narrower sheath and a higher
electron density, electron energy increases, and silyl
production goes up.

The maximum number densities of the charged
species quadrupled from the lower to the higher voliage.

J. Mater. Res., Vol. 7, No. B, Aug 1952
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The potential shows little change, but a slight shift in
the sheath region is noticeable. The potential increases
sharply across the sheath, and is quite Rat in the plasma
region. A smail drop in potential is noticeable near the
anode. The markedly different electric field near the
cathode compared to the anodc will lead to quite an
intense ion bombardment at the cathode and to a much
lesser extent at the anode. The film’s quality is influenced
by the ion bombardment and a higher density film
can be expected on the cathode. The ionization rate is
limited to the sheath region, and the maximum increases
with increascd voltage, as expected. Figure 4 shows the
results for 600 V, but +10% changes in pressure. The
systcm shows lcss sensitivity to these changes; e.g.,
the maximum number densities changed =80% between
the extrema. Similar results are obtained when the gap
distance is changed. The reader is cautioned in interpret-
ing the results in Fig. 5 since the gap space was nondi-
mensionalized by different values of H. The discharge
exhibits even lesser scnsitivity than in the previous
two cases. Finally, Fig. 6 shows results for different
mean temperatures in the gap. Apart from changing the
density, temperature also affects the parameters in the
Friedland formulation and the transport parameters (cf.
Appendix). An important point that stays in neglect is
the temperature dependency of the secondary emission
coefficicnt. Also note that any thermionic emission is
not considered in this model.

B. Plasma chemistry results

To solve for the concentration fields, onc requires
knowledge of the kinetics for SiH, dissociation. A full
section is dedicated to this problem, because it is the part
of the system onc has to understand. and has to control,
it one really wants to bencfit from a mathematical model.
Any improvement in the system is possible only if
the kinetics of thc dissociation reaction is improved.
Tracking back this line of reasoning, it follows that the
EEDF plays a very important role. The EEDF is an
outpul of the glow discharge and it can be controlled
by changing the potential and pressure (these are the
most convenient control variables).

In Figs. 7—12 isolines of the molar fractions are
shown for SiH,, SiHa, SiH,, SizHg, Ha, and H, re-
spectively. Silane depletion is highest near the cathode,
as can also be observed from the maxima in silyl
and silylene concentrations in this region. The high
diffusivities of the radical species lead to their pres-
ence well outside the reactor zone. However, there
is a significant difference in the distribution of silyl
and silylene. The latier species is also depleted by an
insertion reaction with silane and thus silylene is located
only near the cathode (where silane is least) while silyl
is also present near the anode. The high mobilities
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of molecular and atomic hydrogen are reflected in the
relatively large concentrations outside the reactor zone,
both up and downstream. The Bux of silyl and sily-
lene to the cathode and anode can now be determincd
{ji,i = SiHa,SiH,):

dx; dln(T))_ (55)

i = G+ e
The rate of deposition is calculated in the same way as
Yamaguchi ef al.?* 1t is expressed in unit of gm/h,

5
Rd = F[jsiﬂ3 + jSiH;] x 36 x 109‘ (56)

and p = 4.29 X 10%, The sticking coefficient is taken
as § = 1. In the following scction, depgsition rates and
profites are shown at different operating conditions and
for different clectron encrgy distributions.

C. Deposition

To analyze the importance of the electron energy
distribution, we uscd the following two distributions:

4 € 2
EEDFuywel = — X —————¢ M%7 (57
Mwel T 05 T 1287 &7
1.04 0.5 N \
EEDFpny, = Oﬁ%e 0.55(¢le) (55)

In Figs. 13{(a) and 13(b) the deposition profiies at the
cathode are shown for the Maxwell and Druvvesteyn
distributions, The rest of the conditions are consis-
tent with the base case. The mcan rate drops from
7.36 um/h for the Maxwell distribution to 5.76 wm/h
for the Druyvesteyn distribution. In both cases, silyl
is the dominant depositing species. The results for the
anodc are shown in Figs. 14{a) and 14(b). Note the
absence of silylene in this case. The mean rate now
drops from 0.88 xm/h for the Maxwell distribution to
0.57 wm/h for the Druyvesteyn distribution.

The effects of branching ratios are presented in
Figs. 13(a), 13(c), and 13(d) and Figs. 14(a), 14(c}, and
14(d) for the cathode and anode, respectively, and also in
Tabie Il and Table I1I. Increasing B leads to an increasc
in deposition rate on both electrodes in the order of
0.3-0.5 pm/h, and the same effect holds for an increase
in . Another interesting result is the prescnce of a local
maximum in the deposition profiles on the cathode, but
the profiles on the anode are monotone. Referring to
Fig. 8 the contours are converging along the channel,
while they are slightly diverging near the cathode; this
explains the diffcrence in the deposition profiles.

In Fig. 15 and Fig. 16 we present the deposition
profiles on the cathode and the anode, respectively,
for diffcrent parameters, For the cathode in particular,
the applied voltage proves to be the most sensitive
parameter, and +10% changes in the base valuc results
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importance of controlling the energy and density of the
electrons in the first place.

Increasing E/ p (higher voltage, lower pressure) and
increasing the mean free path for electrons will lead
to an increase in the high energy tail of the EEDF,
and consequently in the production of radicals. The
EEDF can also be altered by changing the composition
of the gas. However, the collision cross section for
different species depends nonlinearly on the energy of
the electrons and the oulcome is not always predictable.

The radical concentrations can also be changed by
the introduction of radical scavengers (such as NQ),

2172

while the addition of hydrogen in Ar glow discharges
lowers the mean electron energy. In chlorosilane plasmas
this quenching effect of hydrogen inhibits the electron
impact dissociation of SiCl,, increasing the free radi-
cal concentration in the plasma. It was experimentally
observed that hydroger addition can lead to one order
of magnitude increase in free radicais. The refative
weight for the radical-neutral reaciions can be controlied
by changing the free mean path for radicals and the
residence time in the reactor. Flow speed, reacior length,
and pressure are ihe relevant coniro! and design vari-
ables. Control of the extraction rates for neutral radicals

J. Mater. Res., Voi. 7. No. 8, Aug 1992
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is possible through the modification of their spatial
distributions.

External deposition is becoming increasingly im-
portant, especially for applications that are sensitive
toward ion bombardment. One approach is to inject the
molecular gas (e.g., S1Hy) into the after section and
to place the substrate at the end of the after section.
Enhanced deposition can be obtained in a stagnation
point flow configuration.

Another important factor is the ion bombardment of
the substrate surface. Film properties are modified by
the ion bombardment. Ton-neutral interactions near the
cathode can significantly influence this bombardment.
Charge exchange will lead to a decrease in the energy
of the bombarding ions, but it can be quantified only by
adapting the present model.
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MOMENCLATURE
a lonization collision efficiency
(v!'-m™ + Tor™Y)
b Dimensionless parameter; see Table ]
C Concentration of feed gas (mole + m ™)
Cp Sgeciﬁ.c heat capacity (J - kg™! : K1)
D; Diffusion coefficient of i’th species
(m? - s71)
E Electric field {(V - m ™!}
e Unit charge (Coulomb)
EEDF; Electron energy distribution function,
i = Maxwell, Druyvesteyn
Fo Fourier number
g Gravity constant {m - s72)
H Gap space between electrodes (m)
2173
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Ji Flux of th species {m? + s~!)
k Total inelastic collision efficiency
(Vt-m™' - Torr ")
k Conductivity tensor (W -m ! - K1)
kg Boltzmann constani,
8.61727 X 1075 (eV - deg™!)
kp Rate constant for silane dissociation (s~ ')
k; Reaction rate constant (m? - s7hH
Ip Debye length (A)
;i Number density of {’th species (m ™)
N Total number of molecules
P Pressure in the system (Torr)
Pe; Peclet number of i’th spectes
R, Universal gas constant (J - mole™! - K1)
Ra Raleigh number; see Table |
Ry Rate of deposition (um - R™')
T Temperature of neutral and positive ions (K)
T, Electran temperature (V) or (K)
t Time (s)
U Velocity vector of neutral species (m - s7')
1% Potential (V)
X; Mole fraction of {’th species
¥ Space variable, along lengih of reactor {m)
z Space variable, between electrodes (m)

Greck symbols

o Townsend primary ionization coetficient
(m~')

o Thermal diffusion coefficient of #th species

B8 Dimensionless paramelter; see Table |

8 Dimensionless parameter; see Table |

€ Dimensionless parameter; see Table 1, also

used as electron energy (eV)

£ Permittivity of free space,
885 X 107 ({C - v -m™)
p Density of gas phase (kg - m™)
M Viscosity of neutral species (Pa - s)
i Mobility of i’th species (m? + V~! - s71)
£ Energy, for activalion or ionization {(¢V)
a;i Collision cross section for i’th process (m™)
Subscripts
an Anode
cat Caihode
D Dissociation
e Electron
p Paositive ion
ref Reference value
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APPENDIX: PHYSICAL PROPERTIES

The correctness of a modeling effort 1s derermined
to a large extent by the accuracy and availabtlity of re-
liable physical data. The physical properties of ihe glow
discharge are first discussed and then the properties that
are required in the hydrodynamic model are presented.
Complete references Lo the source of the data are given.
When the properly was defermined by a correlation, the
mcthod is briefly outlined.
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FIG. 13. Contribution of different radicals to total deposition ratc along the cathode for different electron distribution functions and different
branching rativs. (a) Maxweli clectron distribution function. @ = 0.43 and 8 = 0.25. (b) Druyvesteyn eleciron energy distribution function;
a =043 and 8 = 0.25. (c) Maxwell electron distribution function; @ = 0.33 and g = 0.28. (d) Maxwell electron distribution funcuion;

=033 and 2 =0.22.

A. Glow discharge properties

The Ar discharge was considered in this study;
i.e., the participation of SiH, toward the formation of
. charged species was seen as negligible. According to
the governing Egs. (3)—(6) the following parameters
determine the physical property of the discharge: (i)
electron diffusion and mobility, 13, and u,.; (if) ion
diffusion and mobility, 2, and w,: (iii) total inelastic

and ionization collision efficiencies, k and a; and (iv)
secondary electron emission coefficient, y.

The operation of the discharge covers the ‘rough
vacuum’ 0.1-10 Torr and the temperature range 600-
630 K. Temperature and pressure dependencies of the
parameters are reported where relevant, but the depen-
dencies of mobilities and diffusion on the electric field
were not considered.
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TABLE II. Paramcltric study of PECVD, cathode.

Na. H (m) L (m) Pa {Torc) T: (K) T, (K) ¥ (V) vy (m/s) XSika ¢ (um/h) Norm
1 0.02 02 1.5 500 500 600 01 0.01 7.36 1.18-1072
b 0.02 0.2 15 500 500 600 0.1 0.01 5,76 113102
3 0.02 02 1.5 500 500 560 0.1 0.01 8.99 8.04-10°?
4 0.02 0.2 L5 500 500 540 01 0.01 5.29 164 1077
5 0.022 0.2 15 500 500 600 0.1 0.01 6.72 2,98 - 10
6 0.018 0.2 15 500 500 600 0.1 0.01 7.55 2.06- 103
7 0.02 0.2 1.65 500 500 600 0.1 0.01 7.50 L03- 307
8 0.02 0.2 1.35 500 500 600 0.1 0.01 6.55 160~ 107
9 0.0z 022 1.5 500 500 600 0.1 0.01 7.84 207- 10-2

10 0.02 0.18 1.5 500 500 600 0.1 0.01 6.78 7.45.10-4

11 0.02 02 15 550 500 600 0.1 0.01 8,79 L2410

12 0.02 0.2 1.5 450 5 600 0.1 0.01 5.81 115-10"?

13 0.02 .2 1.5 500 550 600 0.1 0.01 6.23 1.43- 1072

14 0.0z 0.2 1.5 500 450 600 0.1 0.01 8.62 9.74- 103

15 0.02 02 1.5 500 500 £00 0.11 0.01 7.36 118 102

16 0.02 0.2 1.5 500 500 600 0.00 0.01 7.6 118 10~

17 0.02 2 1.5 500 500 600 0.1 0.011 7.80 1201673

18 0.02 0.2 1.5 500 500 600 0.1 0.009 6.88 1.16- 1073

190 002 02 (5 500 500 600 0.1 0.01 6.86 L18-10°?

201 0.02 02 L5 500 500 500 0.1 0.01 6.41 1.43-10-2

210 0.0 2 1.5 500 500 600 0.1 001 - 6.38 147 1072

TABLE HI. Parametric study of PECVD, anode.

No. H (m) L {m) Py (Torr) T (K) Te (K) T (V) vy {in/s) XSiha ¢ (um/h} Norm
1? 0.02 0.2 1.5 500 500 600 0.1 0.0} 0.88 596-107?
2 0.02 0.2 1.5 500 500 600 0.1 0.01 0.57 6.05 102
3 0.02 0.2 15 560 500 660 0.1 0.01 0.90 58410~
4 0.02 0.2 15 500 500 540 0.1 0.01 0.86 6.02. 10
5 0.022 0.2 1.5 500 560 600 0.1 0.01 0.82 5.98 - 10
6 0.018 0.2 15 500 500 600 0.1 0.01 0.96 55910~
7 0.02 0.2 1.65 500 500 600 0.1 0.01 0.84 6.00- 10-?
8 0.02 0.2 1.35 500 500 600 .1 0.01 0.93 591102
9 0.02 n.22 L5 500 500 600 0.1 0.01 0.75 813 10-3

10 0.02 0.18 1.5 500 500 600 0.1 0.01 0.97 369 10~

1 0.02 0.2 LS 550 500 600 0.1 0.01 0.97 5.05. 1072

12 0.02 0.2 1.5 450 500 €00 0.1 0.01 0.79 5.08-10-2

13 0.02 0.2 1.5 500 550 600 0.1 0.01 0.88 599.162

14 0.02 0.2 LS 500 450 600 0.1 0.01 0.87 5011073

15 0.02 0.2 1.5 500 500 600 0.13 0.0 0.88 506107

16 0.0z 0.2 1.5 500 500 608 0.09 0. (.88 5.96. 1073

17 0.02 0.2 15 500 500 500 0.1 0.011 0.97 5.89-10-7

18 0.02 0.2 1.5 500 500 600 0.1 0.009 0.78 6.04 - 102

19 0.02 0.2 15 500 500 600 ol 0.01 0.74 6.07- 10~}

204 0.02 0.2 15 500 500 600 0.1 0.01 0.7 6.07- 102

21¢ 0.02 02 1.5 500 300 600 0.1 0.01 0.66 6.13+1073

/ . 2Reference case: Maxwell cnergy distribution, branching ratios: & = 3/7 and g = 12/49.
e PDruyvesieyn energy distribution; branching ralios: & = 3/7 and B8 = 12/49.

“Maxwell encegy distribution: branching rating: & = 3/7 aad § = 4/21.

dMaxwell encray distcibution: branching ratios: o0 = 1/3 and 8 = 2/7.

“Muxwell encrgy distribution; branching tatios: & = 1/3 and § = 2/9.

! J. Mater, Res., Vol. 7. Mo. 8, Aug 1982 2177
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FIG. 15. Deposition rates alonp the cathode for difterent parameters. (a) Effect of ditlerenl vohages, ¥V = 660,600, and 540 V, (b) Ellect of
different gaps, H = 0.022,0.02, and 0.018 m. (¢) Eifect of differcnl pressures, # = 1.65, 1.5, and 1.35 Torr. (d) Ellect of different wemperaiures
on the anode and on the cathode; T, = 5350 K and 7. = 500 K, 7, =450 K und 7. = 500 K, T, = S00 K and T, =500 K, T, =500 K

and 7. = 550 K, and T, = S00 K and T, = 450 K.
Hence,

760T

Hp = 277315 {Cl_'l_‘l2 V" S_l) (62)
and the reduced mobility will be assumed to be constant
for the range of operating conditicns that are considered.
The diffusion ceefficient £, depends on gas temperature.
The temperature dependence of the zero-field mobility
Ko for Ar* in Ar was reported in McDaniel and Mason™

2178 J. Mater. Res., Vai. 7,

(p. 311). We fitted a linear curve through their data and
obtained

T 7
K=—-——++ — 63
¢ 450 3 (63)
The diffusicn coefficient is then obtained from
TEKU 2 —1
D, = cm*® - ) {64
P iy S &)
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FIG. 16, Depositicn rales along the anode for different paramieters. (2) Effect of different voltages, ¥V = 660,600, and 540 V. (b} Effect of
different gaps, H = 0.022,0.02, and 0.018 m. (¢) Effect of different pressures, P = 1,65,1.5, and 1.35 Torr. (d) Effect of different temperatures
on the anode and on the cathode; T, = 550 K and T, =500 K, T, =450 K and T, =50 K, T, =50 K and 7. = 500 K, T, = 500 K

and T, = 550K, and T, = 500 K and T, = 450 K.,

These vaiues can be compared to the values used by
Park and Economou?’ for an Ar-like plasma, which were
reported at a gas temperature of 273 K.

The total inelastic and ionization collision efficien-
cies are determined from the local-equilibrium form of
the Friedland equation. If local-equilibrium holds, plots
of a/p vs (E/p)'? at large values of E/p is linear with
stope a'” and abscissae & £/2. Table IV of Kruithof and
Penning.”® listing «/E for different E/p, was used to
determine a and k.

B. Physical properties for hydredynamic model

Transport and physical properties of the Ar/SiH,
mixture are required for the hydrodynamic model. To in-
clude the temperature dependence of the properties in the
model, it is advantageous to use analytical expressions.

The Hirschfelder, Bird, Spotz formula was used io
calcuiate the viscosities of the pure gases.

s M7)"?
710112

o= 22693 X 10~ Pa-s (65)

J. Mater. Res., Vol. 7, No. 8, Aug 1992 2179
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TABLE 1V. Properties of glow discharges.

Property Value Reterence
ND.(E) AF X102 em 1 -5 Suzuki eral,” foh et al?
%(5) 35V Svzuki er ul?

Dulp,T) 8629 cm? - s~ ! McDaniel and Mason2®
wplp.T) 1669.35 cm? - s71 - V7 McDanicl and Mason®
a 0.30(¥ - cm - Tomr)™! Kruithof and Penaing®®
k 0.465(V - ¢m - Torr)™!  Kmithof and Penning™
£= I, I i 10
%(f‘m FE) S(158 + 11.6)eV Carmun,” Vicek

¥ 0.001 Yamaguchi er al™

M is the molecular weight, T is the temperature, and o 1s
a force constant defined in terms of the Lennard—Jones
equation. {3%? is a function of the variable (kT/e). I
experimental data were available, Sutherland’s equation
was used to present the temperature dependency of the
gas viscosity

T3f2
k=B

(66)

where B and C are constants, characteristic for a given
gas. To estimate the viscosity of a gaseous mixture, use
was made of the Wilke equation

N
Hi

n = = 67

# ZZJ{,‘#-‘J )

£ 18 the viscosity of the i~th component and x, is the
mole fraction. ¢, ; is defined as follows:

[ () ]
qf'i,j = _—;].5(1 + W

Thermal conductivity estimates of the pases were based
on the kinetic theory for gases, taking moleculur inter-
actions into consideration. For a pure mondtomic gas the
Bird, Hirschfelder, Curtiss equation was used

(68)

2 (T/M>

L
o022 W - m K

(69)

A= 83224 X 107

For a4 pure polyatomic gas (in our case silune and
radicals) the following relation was used:

(T/a)>
A = 2.6689 X 10‘3#; (C, + i8.702)

Wem ' K™ (70)

2180

The thermal conductivity of a gas mixture was calculated
by the Wassilica equation

>
Ay = + (1)
P NE

The values of the coefficienis A, ; can be calculated from
the Lindsay and Bromley relationship

X bs7]?
r. AL ‘Mi D?Jl + C,‘/T s
Ay =025 L+ | —| = —_

L+ Cy/T 72
| + &/T
C, is the constant in the Sutherland ¢quation tor thermal
conductivity. In addition, C;; = {C,Cj]ﬂ's.

Dilfusion in gases is calculated froin the Wilke and
Lee equation

Dya =

BT iy o 0.5 73
s poia 1M )

1

and the coefficient B8 is a function of the molecular
weights of the gases
M, + M»)O‘j
—_—— 74
MM, (74)

Thermal diffusion is calculated from the kinematic vis-
cousity and the thermal diffusion ratio Krp

B=214x1077 ~ 492 x 10‘3(

Slﬂ‘] - Sgng
Qi + Qani + Quamna

where 7, and »ny are the volume fractions of the com-
poncois and

KTD = S(C - 1) g (75)

S = mE, — 4Amma — 3Ima(mn — ) (76)

2 = El(ﬁm% + (5 - 4B)mf + BAmym;) {77

Q12 = 30m — m)*(5 — 4B)
+ dnynA(llL — 4B) + 2K B (78)

with relations for §; and . derived as for §, and
o - my,ms, and m are defincd as

M,
MM, (79)
M-
my = m (8
m=m — m (81)

A,B,C,E, and E; depend on the temperature and the
mteraction between malecules
Q2

= ﬂi’,l’

A (82)
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B = 501! ’ (83) All these relations were included in a program to cal-
5001 culate the properties of any ratio between Ar and SiH,
202 at any pressure and temperature. The extension to in-
¢ = 5011 B9 clude different gaseous components, e.g., Ny or Cly, is
2122 straightforward.
B = S —man (8)
: 2£1 22
BT S (%0
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