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Abstract

Teaching is challenging in a real environment. One problem is that not all exam-
ples may be available to teach. We show how to teach several important concept
classes namely conjunction, disjunction and linear threshold functions under dif-
ferent characterizations of the domain of available examples. We show that a
monotone linear threshold function is teachable using a polynomial number of
examples when the accessible domain is defined by the intersection of multiple
monotone linear threshold functions. Also, a teacher may not be smart enough
to know the target concept exactly but he may be able to provide better examples
from available examples. We show how to teach without knowing the target con-
cept exactly and using only available examples. Our experiments on the bench-
mark data sets of text categorization and movie review classification show that the
algorithm Partial Instance Feedback (PIF) results in 8 − 11% error reduction
over active learning and 16− 18% error reduction over random sampling.

1 Introduction

All teaching models proposed in the computational learning theory literature [1, 2, 3, 4, 5, 6, 7]
assume that any example is available to the teacher and the teacher knows the target concept exactly.
But these two assumptions are unrealistic in real world. We ask two research questions:

• Is teaching a target concept tractable when the teacher is limited to using a subset of the
example space?

• How to teach without knowing the target concept and using only examples from a limited
subset of the example space?

To answer question 1, we study two variants of a teaching model where the teacher can draw exam-
ples only from a subset of the example space. Our final results show that a monotone linear threshold
function is teachable using a polynomial number of examples when the accessible domain is defined
by the intersection of multiple monotone linear threshold functions.

To answer question 2, we present an algorithm referred as Partial Instance Feedback (PIF) for the
teacher to teach using available examples for the tasks of text categorization and movie review clas-
sification. Our experimental results demonstrate that PIF outperforms random sampling, compares
favorably with the state of the art and when used together with active learning, significantly improves
over active learning alone.

There are some works in information retrieval to incorporate feedback from the teacher [8, 9, 10, 11,
12, 13, 14]. Discussions of these methods and comparisons with ours is provided later in Section 6.
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1.1 Preliminaries

We consider the task of learning functions of the form f : {0, 1}n → {0, 1} where the example
space X is the set of all examples with n binary attributes and the function/hypothesis f maps each
example to either one of {0, 1}. The learner is a consistent learner with the hypothesis space as
the space of conjunctions or disjunctions or linear threshold functions. A linear threshold function
is characterized by the weight vector w = (w1, w2, . . . , wn) and a threshold θ and it classifies an
example x ∈ {0, 1}n as positive if (w, x) >= θ where (w, x) is the dot product between w and x.
We call a linear threshold function MLTF (monotone linear threshold function) if it has no negative
weight, i.e., ∀i wi >= 0. A linear threshold function with both positive and negative weights will
be referred to as NLTF (Non-monotone linear threshold function).

Definition 1. If x ∈ {0, 1}n, A(x) = {i : xi = 1}, that is, A(x) is the set of indices of active
variables in x. Similarly we can consider conjunction or disjunction such that if h is a conjunction
or disjunction, A(h) is the set of indices of variables in h.

Let x be an example. If x ∈ {0, 1}4 and x = (1, 0, 0, 1), we have A(x) = {1, 4}. Again, given
D = {1, 4}, we can use the function A−1(D) to get x = (1, 0, 0, 1). Now consider a conjunction
h = l1 ∧ l3 ∧ l5, A(h) = {1, 3, 5}.
Definition 2. For Concept Class H and Target Concept h, a Teaching Set is a set of examples S
such that the only hypothesis from H consistent with S is h. A minimal teaching set S is a set such
that there exists no other teaching set S′ with |S′| < |S|.
Definition 3. An Access Function f : {0, 1}n → {0, 1} is a function such that an example x is
available to the teacher if and only if f(x) is true.

Definition 4. A minimal true instance (resp. maximal false instance) for f is an instance a if there
is no true (resp. false) instance b (b ̸= a) such that b <= a (resp. a <= b) where a <= b implies
ai <= bi for i = 1, 2, . . . , n where n is the number of variables.

To avoid confusion, when we say an example e is positive (negative), it will always be w.r.t the target
concept h. If an example is positive w.r.t f , we will say it is accessible by f .

2 Is teaching a target concept tractable when the teacher is limited to using
a subset of the example space?

We consider two variants of constrained teaching. In one variant referred as Exact Teaching, the
learner has to learn a concept that is consistent with the target concept over the entire space of
examples. For example, consider the case where a teacher is teaching a concept to some kids using
examples but wants to avoid inappropriate examples during teaching although the learner might
encounter these examples in future. In another variant referred as Domain Exact Teaching, the
learner has to learn a concept that needs to be consistent with the target concept only over the subset
of the example space from where the teacher is drawing the examples. For example, consider the
natural language processing domain where each training example comes from a valid sentence and
the learner will never see an invalid example, neither during training nor testing.

Let T (f) be the set of true instances for f and F (f) be the set of false instances for f . Let min T (f)
denote the set of minimal true instances for f and max F (f) denote the set of maximal false
instances for f . There are existing algorithms in the literature for computing the sets of min T (f)
and max F (f). In [15], the authors presented two algorithms for this task with time O(nm2+n2m)
and O(n3m) where m = |min T (f)|+ |max F (f)| and n is the number of variables. Later in [16],
a relatively simpler and faster algorithm was presented that took time O(n2m). All these algorithms
were proposed for 2-monotonic positive functions which is a superset of the class of monotonic
linear threshold functions.

2.1 Exact Teaching a Monotone Conjunction h when the access function is a MLTF f

The algorithm for producing a teaching set is given in Algorithm 11.

1Omitted proofs for theorems or lemmas are in the supplementary material
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Algorithm 1 Compute Teaching Set for a Monotone Conjunction h when the access function is a
MLTF f

1: Compute the set min T (f) for f
2: Present a sequence of positive examples e1, e2, . . . , em such that ∩mi=1A(ei) = A(h) and

A(ei) = A(Di) ∪A(h) (∃Di ∈ min T (f)
3: for each g ∈ A(h) do
4: C = {1, 2, . . . , n} − {g}
5: Present A−1(C) as a negative example
6: end for

Theorem 2.1. Algorithm 1 produces a teaching set.
Lemma 2.2. If (∩D∈min T (f)A(D)) ̸= Φ, teaching is not possible.

2.2 Exact Teaching a Monotone Disjunction h when the access function is a MLTF f

The algorithm for this case is given in Algorithm 2.

Algorithm 2 Compute Teaching Set for a Monotone Disjunction h when the access function is a
MLTF f

1: D = {1, 2, . . . , n} −A(h)
2: Present A−1(D) as a negative example
3: for each g ∈ A(h) do
4: C = {g} ∪D
5: Present A−1(C) as a positive example
6: end for

Theorem 2.3. Algorithm 2 produces a teaching set.
Lemma 2.4. If (∩D∈min T (f)A(D)) ∩A(h) ̸= Φ, teaching is not possible.

2.3 Exact Teaching a MLTF h when the access function is a MLTF f

To teach a MLTF h, the teacher has to present the sets min T (h) and max F (h). Exact teaching of
h is possible if for every b ∈ max F (h) ∪min T (h), b is accessible by f .

3 Domain Exact Teaching a MLTF h when the access function is the
intersection of multiple MLTFs f1, f2, . . . , fm

T (f1, f2, . . . , fm, h) = {a ∈ {0, 1}n|h(a) = true and f1(a) = true and f2(a) =
true and . . . fm(a) = true}
F (f1, f2, . . . , fm, h) = {a ∈ {0, 1}n|h(a) = false and f1(a) = true and f2(a) =
true and . . . fm(a) = true}
To teach h by examples that are accessible by the intersection of f1, f2, . . . , fm, the teacher has
to provide the sets min T (f1, f2, . . . , fm, h) and max F (f1, f2, . . . , fm, h) since these two sets
delineate the boundary between positive and negative examples for h that are accessible by the
intersection of f1, f2, . . . , fm.
Lemma 3.1. max F (f1, f2, . . . , fm, h) = (max F (h)) ∩ T (f1) ∩ T (f2) ∩ . . . T (fm).

The algorithm for computing the teaching set is given in Algorithm 3. For input example x positive
for h and accessible by the intersection of f1, f2, . . . , fm, Algorithm 4 returns an example y such
that y is positive for h and accessible by the intersection of f1, f2, . . . , fm and y is minimal. This
algorithm is a modification of the algorithm for finding prime implicant in [17].
Theorem 3.2. Algorithm 3 produces a teaching set.
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Algorithm 3 Compute Teaching Set for a MLTF h when the access function is the intersection of
m MLTFs f1, f2, . . . , fm

1: Compute min T (h) and max F (h)
2: for i← 1 to m do
3: Compute min T (fi) and max F (fi)
4: end for
5: P ← ϕ {P = min T (f1, f2, . . . , fm, h)}
6: Q← ϕ {Q = max F (f1, f2, . . . , fm, h)}
7: for each a ∈ max F (h) do
8: if a is accessible by the intersection of f1, f2, . . . , fm then
9: Q← Q ∪ {a}

10: end if
11: end for
12: for each tuple (a, b1, b2, . . . , bm) ∈ min T (h) ×min T (f1) ×min T (f2) × . . .min T (fm)

do
13: c← A−1(A(a) ∪A(b1) ∪A(b2) ∪ . . . A(bm))
14: c← Findminimal(c, h, f1, f2, . . . , fm)
15: P ← P ∪ {c}
16: end for

Algorithm 4 Findminimal(x, h, f1, f2, . . . , fm)

1: for i← 1 to n do
2: if xi = 1 then
3: y ← A−1(A(x)− {i})
4: if h(y) = true and f1(y) = f2(y) = . . . = fm(y) = true then
5: x← y
6: end if
7: end if
8: end for
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Lemma 3.3. An upper bound of the size of the teaching set is |min T (h)| ∗ |min T (f1)| ∗
|min T (f2)| ∗ . . . ∗ |min T (fn)|+ |max F (h)|. This is a tight upper bound.

The algorithm for computing min T (h) and max F (h) from [16] has complexity O(n2 ∗
|min T (h) ∪ max F (h)|). The complexity for computing min T (fi) and max F (fi) is
O(n2 ∗ |min T (fi) ∪ max F (fi)|). The for loop in Lines 12 − 16 of Algorithm 3 runs for
|min T (h)| ∗ |min T (f1)| ∗ |min T (f2)| ∗ . . . |min T (fm)| iterations. In each iteration, it
invokes Algorithm 4 which takes O(n2m) time. So the complexity of the above algorithm is
O(n2 ∗ (|min T (h) ∪max F (h))|+ |min T (f1) ∪max F (f1)|+ |min T (f2) ∪max F (f2)|+
. . . + |min T (fn) ∪ max F (fn)|) + n2m ∗ (|min T (h)| ∗ |min T (f1)| ∗ |min T (f2)| ∗ . . . ∗
|min T (fn)|) + nm ∗ (|max F (h)|)).

3.1 Interactive Domain Exact Teaching of a MLTF/NLTF when the access function is the
intersection of multiple MLTFs

Previous variants of the teaching models assume that the teacher knows the target function exactly
which is rarely the case. In reality, teacher may incorporate supervision by creating new informative
examples absent in the corpus or by modifying an example to make it more informative to accelerate
the learning.
Lemma 3.4. If the concept class is the class of MLTFs, a positive example q is more informative
than a positive example p (p ̸=q) if A(q) ⊆ A(p) and a negative example q is more informative than
a negative example p (p ̸=q) if A(q) ⊇ A(p) assuming p and q are both accessible to the teacher.
Definition 5. If t ∈ {0, 1}n and the target concept w is a NLTF, A+(t) = {i : ti = 1 and wi > 0},
that is, A+(t) is the set of indices of active features in t that have positive weights in w. Similarly
let A−(t) = {i : ti = 1 and wi < 0}, that is, A−(t) is the set of indices of active features in t that
have negative weights in w.
Lemma 3.5. If the concept class is the class of NLTFs and if the learner knows the polarity of
weight for each feature, a positive example q is more informative than a positive example p (p ̸= q)
if A+(q) ⊆ A+(p) and A−(q) ⊇ A−(p). A negative example q is more informative than a negative
example p (p ̸= q) if A+(q) ⊇ A+(p) and A−(q) ⊆ A−(p) assuming p and q are both accessible
to the teacher.

4 Teaching Text Categorization Tasks

A teacher can incorporate supervision by creating a more informative example from a given example
following Lemma 3.5. Unfortunately in real setting, the polarity of weight for each feature will not
be known. If we assume that positive (resp. negative) examples mostly contain positive (resp.
negative) weighted features, then from an example p labeled as positive (resp. negative), a more
informative example q can be constructed by taking a subset of the active features in p such that the
label of q remains the same as the label of p. For the case when p is a document with label positive
(negative), a more informative q will be a fragment of the document p such that q has the same label
as p. Moreover, q has to be a chunk of valid sentences, so, the teacher is constrained. We take
q to consist of only one sentence, thus simplifying the job of the teacher. Then the algorithm for
the teacher (Partial Instance Feedback (PIF)) is given in Algorithm 5. Although the teacher does
not change the learner, he assumes that the learners hypothesis class is the class of linear threshold
functions and the feature functions used by the learner are known to him. The assumptions are not
unrealistic at least in document classification tasks where linear classifiers are the de facto standard
and traditional features used are mostly words, bi-grams etc.

5 Experimental Results

We report our experiments on the tasks of text categorization and movie review classification. The
standard text categorization data set is the Reuters21578 data set1 where the task is to assign cate-
gories to news articles. We use the ModApte split and evaluate on the 10 most frequent classes as in
the previous studies. This split has 9603 training and 3299 testing instances. Since each document

1http://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html

5



Algorithm 5 Partial Instance Feedback

1: Input: document d
2: Output: A set of documents D
3: D = ϕ
4: Partial Instance Feedback - Positive Feedback (PIF-PF):
5: if the document d is labeled as positive then
6: for each sentence s in d do
7: if A new document d′ containing only s should be labeled as positive then
8: D = D ∪ {(d′, positive)}
9: end if

10: end for
11: D = D ∪ {(d, positive)}
12: end if
13: Partial Instance Feedback - Negative Feedback (PIF-NF):
14: if the document d is labeled as negative then
15: for each sentence s in d do
16: if A new document d′ containing only s should be labeled as negative then
17: D = D ∪ {(d′, negative)}
18: end if
19: end for
20: D = D ∪ {(d, negative)}
21: end if

has been assigned multiple categories, we treat this as 10 independent binary classification problems
(whether a document is labeled by a particular category or not) and report the macro F1 score. We
also experiment on a movie review data set, the Polarity v2.0 data set2. Originally this data set has
1000 positive and 1000 negative movie reviews. This data is divided in the format of 10 folds cross
validation. We use the first 5 folds for training and the last 5 folds for testing. For both tasks, we
treat the documents as bag-of-words and our features are frequencies of the words in a document.
As the learning algorithm, we use support vector machine with C value of 10. In our experiments,
we found that incorporating supervision for negative examples (PIF-NF) was not beneficial. This
might be due to the fact that for text categorization tasks, a document labeled as a category contains
relevant words for that category and so these words will be positively correlated to the category or
have positive weights. But for a document not labeled as that category, it contains irrelevant words
which are not essentially negatively correlated with the category, i.e., these words are not bound to
have negative weights. So in our results, we only report results for supervision for positive examples
(PIF-PF).

For each data set, we train an oracle weight vector over all training and test documents. This oracle
weight vector simulates the teacher. We compare against active learning. For active learning, we
randomly select some examples I including at least one positive and one negative example to form
the initial classifier. Then a batch of examples B is selected in each of the next n rounds using
uncertainty sampling. Our teacher aided active learning also proceeds in the same way except, new
documents are created from I and B and provided to the learner. We vary I across experiments.
Size of B is taken to be 5 and n is taken to be 20 in all experiments. We run 10 random iterations
and average the results.

The experimental results are plotted in Figure 1. As can be seen in both data sets with different
size of I , incorporating supervision helps significantly. Supervision helps when the teacher adds
new examples from the examples selected by random sampling to form the initial classifier before
active learning starts (The difference between the L+T1+T2 curve and the L curve at round 0). Also
supervision helps when the teacher adds new examples from the examples selected by uncertainty
sampling during active learning rounds (The difference between the L+T1 curve and the L curve).
As for example, in Figure 1(a), improvement over random sampling is 12% absolute F1. In Figure
1(c), improvement over active learning is 4% absolute F1.

2http://www.cs.cornell.edu/People/pabo/movie-review-data/
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Figure 1: Active Learning (L) and Active Learning with feedback only on the examples selected by
uncertainty sampling (L + T1) and Active Learning with feedback on both the examples selected by
uncertainty sampling and the examples I selected by random sampling for initial formation of the
classifier (L + T1 + T2). a) Reuters21578 data set, |I| = 200. b) Reuters21578 data set, |I| = 300.
c) Polarity data set, |I| = 20. d) Polarity data set, |I| = 30.
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Table 1: Results of User Study

Active Learning Round User1 User2 Uncertainty Sampling Oracle Teacher
0 8.0 6.0 0.0 0.0
1 7.9 5.0 1.0 0.0
2 9.7 4.0 1.0 27.0
3 33.6 29.0 3.0 32.0
4 25.0 27.0 7.0 27.0

We also compare with [8] which has better performance compared to [18, 13, 9]. On the movie
review data set, [8] reported 62% after examining 50 features, PIF reaches 62% after labeling 20
documents. According to [11], labeling a feature is 5 times faster than labeling a document. So [8]
has advantage in terms of annotation time. But [8] changed the learning problem to incorporate the
prior knowledge whereas our problem is teaching a learner with examples only. Also, as reported
in [11], labeling documents is easier for annotators than labeling features. So PIF is supposed to be
more annotator friendly. However, this is an informal comparison since training and test splits are
not the same and their splits are not available.

In Box 1, we show a document labeled by the category corn. Sentence boundaries are marked by
square brackets. The teacher (oracle) creates a new document containing the italicized sentence,
labels it with the category corn and presents it along with the original document.

[The contract provides for the delivery of 48,000 lbs, plus or minus two pct, of bulk HFCS-55
meeting specified standards regarding its physical and chemical properties.] [CFTC said the
exchange plans to begin trading a July 1987 HFCS-55 contract on April 6.] [CFTC said the soft
drink industry currently buys at least 95 pct of all U.S.-produced HFCS-55, a liquid food and
beverage sweetener produced through the processing of corn starch by corn refiners.]

Box 1: Example of Supervision

A small scale user study on the category crude oil was conducted to see if humans can emulate the
oracle teacher. A interface was created that did active selection of documents, split each positive
document into sentences and presented one sentence at a time. It was possible to ignore some
sentences or even documents and proceed. One author of the paper and a undergraduate student of
the computer science department marked the sentences that were eligible to be positive documents
of the category crude oil. The F1 scores are shown in Table 1.

6 Related Work

In [1], the authors introduce the classical teaching model. They define the teaching dimension of
a hypothesis class as the size of the smallest set of examples that can uniquely identify any target
hypothesis in the class. They provide the upper and lower bounds of teaching dimension for several
concept classes. In that work, they outlined procedures for teaching conjunction or monomial in
the unconstrained setting. In [2], the authors analyze the concept of specification number which is
the minimal number of examples needed to specify a particular target concept. The concept class
studied in [2] is the class of linearly separable boolean functions. They find the highest, lowest and
average specification numbers for this concept class. In [3], the authors argue that teachability and
learnability are very related. They present an algorithm to construct a specifying set of examples
for a linear threshold function with boolean weights, i.e., weights can by only 0 or 1. These works
are related to our work since we also study the teachability of the concept classes of conjunctions or
linear threshold functions. The difference is the constrained teacher assumption. In [4], the authors
assume that the learning algorithm is known to the teacher. Specifically they consider the cases
where the learner is using the nearest-neighbor classification algorithm and the teacher is trying to
teach various geometric concepts. We assume that the teacher does not know the algorithm used by
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the learner. In [5], several variants of the classical teaching models are studied. In one variant, the
learner chooses the consistent hypothesis with the least complexity. In another variant, the learner
assumes that the teacher is optimal and eliminates hypothesis that have teaching sets with smaller
size than the number of examples presented by the teacher. This idea is further extended in [6]
where a learner eliminates hypotheses whose teaching sets do not include an example provided
by the teacher even if the example is consistent with the hypothesis. We do not make any such
assumption of the learner and treat it as a black box. In [7], the authors study how to teach by a
limited number of examples, specially less than the teaching dimension. Our work differs since
we do not assume that the number of examples that can be drawn is limited, rather we assume that
examples drawn must come from a limited domain.

In information retrieval, there have been a lot of work on incorporating supervision from the teacher
to help the learner learn quickly. In [11], the authors propose an interactive active learning algorithm
where the active learner asks for a label on a document, the teacher provides the label and shows the
relevant features in the document, so that these features get scaled differently than other features,
resulting in higher weights for these features. Compared to them, our teacher provides supervision
at the level of the sentence, not at the level of the feature. As found in [11], annotators find labeling
features more difficult than labeling documents. Humans tend to operate in the level of sentences
instead of the level of features that machines operate on. Moreover, annotators need not be familiar
with machine learning, in this case, they will find it difficult to label features. In [8], the authors
use generalized expectation criteria to design a learning algorithm where the active learner asks for
labels on features rather than on instances. In [13], the authors use hand crafted rules to soft label
data and then modified AdaBoost to choose weak learners that both fit the labeled training data and
the soft labeled data. In [9], a generalization of support vector machine is trained over soft labeled
data and additional labeled data. In [14], a support vector machine formulation is presented that can
incorporate knowledge about ranked features (a feature to get higher weight than another feature)
and relationships about between sets of features. Our work differs from them since they changed
the learning problem which may not be possible in all scenarios. It may happen that the learner is
a black box to the teacher and it is possible to teach only by examples. In [10], a teacher is asked
for a set of representative words for each class and then EM algorithm is used to build a classifier
from these words and the unlabeled data set. Our work differs since supervision is at the level of the
sentences and it is incorporated in an interactive manner during learning rounds instead of specifying
it in the outset in the form of keywords or rules.

The psychological aspects of learning and teaching has been studied in cognitive science, for exam-
ple, in [19, 20, 21, 22]. In [20], the author studies learning from only positive examples under the
assumption that out of all consistent hypotheses, smaller hypothesis quickly become more probable
than larger hypotheses. Compared to his probabilistic framework, our teaching framework is based
on an exact identification of a particular target concept and so both positive and negative examples
are needed. In [19], the authors show that in pedagogical situations, the learner assumes that the
teacher will provide helpful examples and the teacher is assumed to be aware of this fact. Compared
to them, our learner and teacher do not make any such assumption. From the cognitive perspective,
our theoretical results show that when the teacher is constrained to use only a subset of examples,
teaching becomes harder but not intractable since the number of examples to teach remain bounded
by polynomial in terms of sizes of the minimal true and maximal false examples of the target concept
and the access function.

Active learning is a hot research area [23, 24, 25] (see [26] for a good survey). Pool based active
learning remedies the problem that queries generated by the learner may be difficult to label. Our
method augments this pool based active learning by incorporating teacher supervision. A teacher
can give a partial example which an active learner cannot query since it is not in the corpus. As
shown in the experimental section, this supervision can give significant improvements.

7 Conclusion

In this paper, we tried to bridge a connection of the computational teaching theory to the real ap-
plication scenarios. To this end, we show that teaching is possible theoretically when the teacher
is constrained so that he can draw only examples from a limited domain. Then using insights from
the theory, we devise an algorithm for incorporating supervision in the task of text categorization.
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The new algorithm outperforms active learning on two benchmark data sets. As pointed in [27], the
label complexity of active learning can be bounded by the extended teaching dimension. It can be
investigated in future if incorporating supervision from the teacher can reduce the label complexity
of active learning. Another interesting direction of study can be made to see if combining the term
or feature level feedback studied in the information retrieval literature with partial instance feedback
can further reduce the complexity of active learning in text categorization tasks.
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