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Abstract

The localisation of excited electrons on defects in ceramic materials has a significant effect on the evolution of
damage resulting from irradiation. The localisation of charge on a defect will change the charge state of that
defect, which will affect the position of the defect level and change the defect properties. In ceramic materials for
encapsulating radioactive waste the alpha decay of the actinide results in the accumulation of helium within the
lattice, which will affect the durability of the waste and alter the performance of the waste form. DFT was used
to study the structure and mobility of defects in different charge states for two ceramic materials. MgO was used
as a model oxide due to the simple crystal structure. It was found that the charge state has a significant effect on
the structure and mobility of the oxygen defects. The localisation of a hole onto the O2− interstitial significantly
reduces its migration barrier. The effect of charge localisation on a hexa-interstitial cluster was investigated and
it was found that the charge state affects the migration barriers, with the singly charged cluster again having
the lowest migration barrier. Zirconolite, a proposed encapsulation matrix for plutonium, was also studied.
The monoclinic crystal structure comprises of layers of alternating 5- and 6-fold coordinated Ti-O polyhedra,
separated by layers of alternating Ca and Zr ions. The structures of intrinsic defects, in different charge states,
were studied and a significant effect on the defective structure of Zr and Ti vacancies was observed. Ab initio

random structure searching was used to identify the lowest energy interstitial site for each species. DFT-D3 was
used to study the structure, mobility and binding of a He atom in zirconolite. It was found that the neutral 5-fold
coordinated Ti vacancy was the strongest binding site.



Publications

J. Mulroue and D. Duffy, Proceedings of the Royal Society A 467, 2011, 2054
J. Mulroue, A. J. Morris and D. Duffy, Physical Review B 84, 2011, 094118
D. Duffy, S. Daraszewicz and J. Mulroue, Nuclear Instruments and Methods in Physical Research B: Beam

Interactions with Materials and Atoms 277, 2012, 21
J. Mulroue, M. Watkinks, A. J. Morris and D. Duffy, Journal of Nuclear Material, submitted
J. Mulroue, B. Uberuaga and D. Duffy, Journal of Physics: Condense Matter, submitted

Presentations

Radiation Damage workshop - Sheffield 2012 “Density functional theory modelling of intrinsic defects and
He in zirconolite”

MRS - XXXV Scientific Basis for Nuclear Waste Management - Buenos Aires, Argentina 2011 “ Density
functional theory modelling of the effect of charge localisation on the structure and migration of defects in
MgO”

UNTF 2011 - Huddersfiels 2011 “Density functional theory study of defects in zirconolite”
NUMAT 2010 - Karlsruhe, Germany 2010 “ An ab initio study of the effect of charge state on the properties

of point defects in MgO”
CCP5 Radiation Damage in Materials - Daresbury 2010 “A study of defects and radiation damage in zir-

conolite”

Posters

MRS - XXXV Scientific Basis for Nuclear Waste Management - Buenos Aires, Argentina 2011 “Density
functional theory modelling of the intrinsic defects and He in zirconolite”

NUMAT 2010 - Karlsruhe, Germany 2010 “A study of irradiation induced damage in zirconolite”
Actinides: Correlated electrons and nuclear materials - Manchester 2010 “modelling ceramics for radioac-

tive waste disposal”

1



Contents

1 Introduction 9
1.1 Disposal routes of nuclear waste . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Waste matrices for HLW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 Types of irradiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4 Types of defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.5 Effects of electronic localisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2 Computational methods 16
2.1 Density functional theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.1.1 Exchange correlation assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.1.1 Local density approximation . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.1.2 Generalised gradient approximation . . . . . . . . . . . . . . . . . . . . . . . 18
2.1.1.3 Hybrid functional . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.1.2 Advantages of DFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.3 Disadvantages of DFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.2 Projector augmented waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Periodic boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4 Nudged elastic band . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.5 Gaussian plane wave code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.6 DFT with dispersion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.7 Potential alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.8 Bader analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3 MgO and zirconolite - Previous research 26
3.1 Magnesium oxide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.1.1 Experimental vacancy migration barriers . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.1.2 Experimental defect formation energies . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1.3 Electron spin resonance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1.4 Simulated defect migration barriers . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.1.4.1 Interatomic potentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.1.4.2 Semi-empirical method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.1.4.3 Density functional theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.1.5 Defect formation energies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1.5.1 Interatomic potentials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1.5.2 Density functional theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.1.6 Comparison between experimental and simulated results . . . . . . . . . . . . . . . . . 32

2



3.2 Zirconolite . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.1 Ion beam bombardment studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.2 X-ray diffraction experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.3 Electron diffraction studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.4 X-ray absorption studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.5 Leaching tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.6 Positron annihilation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.7 Computational simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4 Point defects in MgO 40
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2 Computational method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.3.1 Defect formation energies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3.1.1 Oxygen interstitials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3.1.2 Magnesium interstitials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.3.1.3 Magnesium vacancies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3.1.4 Frenkel defect pairs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.3.2 Defect migration energies: interstitials . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3.3 Defect migration energies: vacancies . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5 Interstitial clusters in MgO 57
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 Computational method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.3.1 Hexa-interstitial cluster migration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6 Point Defects in Zirconolite 69
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.2 Computational method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

6.2.1 DFT method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.2.2 DFT-D3 method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2.3 Interstitial defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.2.4 Vacancies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6.2.4.1 DFT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
6.2.4.2 DFT-D3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.3.1 Interstitials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
6.3.2 Vacancies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

6.3.2.1 Vacancy defect formation energies . . . . . . . . . . . . . . . . . . . . . . . 87
6.3.3 Frenkel defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

6.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

3



7 He in zirconolite 91
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
7.2 Computation method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

7.2.1 Interstitial He defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.2.2 Vacancy defect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.2.3 He trapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

7.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.3.1 Interstitial He defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

7.3.1.1 He diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.3.2 He trapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.3.3 Multiple He interstitials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

7.3.3.1 Volume expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
7.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

8 Summary 109

9 Future work 111

4



List of Tables

4.1 Schottky defect energy for the doubly charged vacancy pair.[1] . . . . . . . . . . . . . . . . . . 43
4.2 Frenkel pair energies for the oxygen ions with various oxidation states and the doubly charged

Mg ions.[1] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3 Migration of the oxygen interstitials with two, one and zero trapped holes.[1] . . . . . . . . . . 50
4.4 Migration barriers of the oxygen vacancies with two, one and zero trapped electrons.[1] . . . . . 54
4.5 Migration barriers of the Mg vacancies in two different charged states. . . . . . . . . . . . . . . 55

5.1 Comparison of the cluster structure as a function of charge state. . . . . . . . . . . . . . . . . . 63

6.1 Convergence of zirconolite k point mesh. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.2 Lattice parameters calculated by DFT and DFT-D3, compared to experimental XRD values

obtained by Rossell.[2] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
6.3 Summary of the effects of charge localisation on the defect structure of the Zr vacancy. [3] . . . 83
6.4 Summary of the effects of charge localisation and chemical environment on the defect structure

of the Ti vacancies. [3] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.5 A comparison between the defect formation energies calculated using DFT and DFT-D3. The

formation energies are with respect to the chemical potential of the isolated atom in vacuum
and the electron chemical potential set to the valence band maximum. The numbers in bold
show the most stable charge state for each vacancy. Charges are positive for anion vacancies
and negative for cation vacancies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

6.6 Frenkel pair energies of the species within zirconolite. * denotes the energy of the Zr interstitial
located in <010> channel used to calculate the Frenkel pair energy. . . . . . . . . . . . . . . . . 89

7.1 Summary of the trapping energies of the vacancies in different charge states. The numbers in
bold show the favoured charge state for trapping He for each vacancy. . . . . . . . . . . . . . . 98

7.2 A summary of the % increase in the unit cell volume of zirconolite caused by the introduction
of He interstitials. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5



List of Figures

1.1 Total radiation dose as a function of age for the Pu composition generated from reprocessed
PWR fuel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

4.1 A comparison of the nuclear and electronic stopping power in silicon. The vertical dashed line
shows the average energy of an α particle emitted from an actinide element. Graph calculated
by SRIM.[4] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.2 Relaxed configurations of the a) O2−, b) O2
3− and c) O2

2− interstitials viewed in the (001)
projection. The red spheres show oxygen ions and green spheres show magnesium ions.[1] . . . 43

4.3 Electronic DOS of the cell containing the O2− interstitial. The two defect levels are smeared
into one level located around the Fermi level. . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.4 Electronic DOS of the O2
3− interstitial in the <110> dumb-bell. Alpha shows spin-up states,

beta shows the spin-down states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.5 DOS of the O2

2− interstitial in the <111> dumb-bell configuration. . . . . . . . . . . . . . . . . 46
4.6 Isosurface of the unpaired spin at 0.04 e Å−3, showing the delocalisation of the hole associated

with the V− vacancy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.7 Migration barrier of the O2− (diamonds), O2

3− (squares) and O2
2− (circles) interstitials in

MgO.[1] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.8 Migration path of the O2

2− interstitial. Showing the a) <111> dumb-bell, b) <110> dumb-bell,
c) saddle point through the <110> face, d) <110> dumb-bell and e) <111> dumb-bell. The
smaller spheres show the layer above the interstitial. . . . . . . . . . . . . . . . . . . . . . . . 51

4.9 Migration path of the O2
3− interstitial. The smaller spheres show the layer above the interstitial. 52

4.10 Saddle point configurations of the a) O2−, b) O2
3− and c) O2

2− interstitial migration paths.[1] . 53
4.11 Migration barriers for the doubly charged (squares), singly charged (circles) and neutral (dia-

monds) oxygen vacancies in MgO.[1] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.12 The saddle point in the migration of the F+ vacancy. The isosurface (0.03 e Å−3) shows the

electron delocalised between the two vacant lattice sites. The large sphere show ions in the
plane of the vacancy, the small spheres show ions in plane above the vacancy. . . . . . . . . . . 55

5.1 Relaxed configuration of the interstitial cluster in the initial position. The red spheres show
lattice oxygen ions, green spheres show lattice magnesium ions, yellow spheres show interstitial
oxygen ions and purple spheres show interstitial magnesium ions. . . . . . . . . . . . . . . . . 59

5.2 Relaxed configuration of the neutral interstitial cluster in the transition point structure. . . . . . 59
5.3 The electronic DOS of the neutral interstitial cluster in the initial position, showing the presences

of the defect levels at the Fermi level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.4 Relaxed configuration of the (MgO)3

+ interstitial cluster, with isosurface (0.23 e Å−3) showing
the localised hole. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

6



5.5 The electronic DOS of the singly charged interstitial cluster. Alpha show spin-up states, while
beta show spin-down states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.6 The relaxed configuration of the (MgO)3
2+ interstitial cluster in the lowest energy position. The

isosurface (0.29 e Å−3) shows the localisation of the two holes by the cluster. . . . . . . . . . . 62
5.7 The electronic DOS of the doubly charged interstitial cluster. . . . . . . . . . . . . . . . . . . . 63
5.8 Labels of interstitial ions for table 5.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.9 Migration barrier of the neutral interstitial cluster through the whole migration path. . . . . . . . 65
5.10 Migration barriers of the (MgO)3

0(circles), (MgO)3
+(circles), (MgO)3

2+(circles) interstitial
clusters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.11 The migration pathway of the (MgO)3
0 cluster, showing a) the initial, b) saddle point and c)

final structures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.12 The migration pathway of the (MgO)3

+ cluster, showing a) the initial, b) saddle point and c)
final structures with isosurface at 0.23 e Å−3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.13 The migration pathway of the (MgO)3
2+ cluster, showing a) the initial, b) saddle point and c)

final structures with isosurface at 0.29 e Å−3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

6.1 Structure of bulk zirconolite projected in the [010] direction. Red spheres show O ions, grey
spheres show Ti ions, white spheres show Zr and green spheres show Ca ions. [3] Copyright
2011 by the American Physical Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

6.2 176 ion supercell used in the DFT calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.3 Partial DOS of bulk zirconolite. Red shows oxygen p orbitals, green shows titanium d orbitals

and blue shows zirconium d orbitals. [3] Copyright 2011 by the American Physical Society. . . 74
6.4 The relaxed configuration of the O0 interstitial in a) an 88 ion unit cell and b) a 176 ion supercell.

The purple sphere shows the interstitial. Partial DOS from c) the 88 ion unit cell and d) the 176
ion supercell. The upper and lower parts of the DOS plots represent values for spin-up and
spin-down electrons, respectively. [3] Copyright 2011 by the American Physical Society. . . . . 75

6.5 a) The relaxed configuration of the O− interstitial in the 176 ion supercell and b) the partial
DOS. [3] Copyright 2011 by the American Physical Society. . . . . . . . . . . . . . . . . . . . 76

6.6 The relaxed configuration of a) the Ca2+ and b) the Ti2+ interstitials located in the <010>
channel. [3] Copyright 2011 by the American Physical Society. . . . . . . . . . . . . . . . . . . 77

6.7 Partial DOS of the Ti2+ interstitial. [3] Copyright 2011 by the American Physical Society. . . . 77
6.8 a) The relaxed configuration of the Zr2+ interstitial, where Zr has displaced the Ti ion into the

<010> channel. b) The partial DOS for this defect configuration. [3] Copyright 2011 by the
American Physical Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6.9 The 0.06 e Å−3 iso-surface of the neutral oxygen vacancy in the fourth environment. Showing
the localised electron between the Ti and Zr ions. [3] Copyright 2011 by the American Physical
Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

6.10 Partial DOS of the neutral oxygen vacancy in the fourth environment. [3] Copyright 2011 by
the American Physical Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.11 Charge density of the Ca− vacancy at 0.15 e Å−3, showing the delocalisation of the hole over
two oxygen ions. The dotted green sphere shows the vacant Ca position. . . . . . . . . . . . . . 81

6.12 Partial DOS of the neutral Zr vacancy. [3] Copyright 2011 by the American Physical Society. . . 82
6.13 Iso-surface (-0.01 e Å−3) of the 6-fold coordinated Ti neutral vacancy showing electron den-

sity between the oxygen atoms viewed along the <001> direction. [3] Copyright 2011 by the
American Physical Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

6.14 Displaced axial oxygen ions from the vacancy polyhedra. Dotted silver sphere shows Ti vacancy. 85

7



6.15 Partial DOS of the quadruply charged Ti vacancy in the second environment. [3] Copyright
2011 by the American Physical Society. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

7.1 Structure of the unit cell of zirconolite projected in the [010] direction. The red spheres show
oxygen ions, white spheres show titanium ions, silver spheres show zirconium ions and blue
spheres show calcium ions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

7.2 a) The lowest energy configuration for the He interstitial. b) Showing the He resides in the plane
between the three ions. The purple sphere shows the helium atom. . . . . . . . . . . . . . . . . 95

7.3 Migration barrier of the He atom through the a) <010> and b) <110> channels. . . . . . . . . . 96
7.4 Charge density of the neutral 5-fold coordinated Ti vacancy with a He atom localised inside,

shown at 0.08 e Å−3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
7.5 Relaxed configuration of the doubly charged 3-fold coordinated O vacancy, showing the square

pyramidal rearrangement of the oxygen ions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
7.6 DOS of the singly charged short Ti-Zr bridge a) vacancy and b) vacancy with trapped He. . . . . 101
7.7 DOS of the doubly charged 2nd 6-fold coordinated Ti a) vacancy and b) vacancy with trapped He.102
7.8 Charge density of the doubly charged 2nd 6-fold coordinated Ti a) vacancy and b) vacancy with

trapped He, with isosurface shown at 0.13 e Å−3. . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.9 DOS of the neutral Zr a) vacancy and b) vacancy with trapped He. . . . . . . . . . . . . . . . . 105
7.10 Charge density of the neutral Zr a) vacancy and b) vacancy with trapped He, with isosurface

shown at 0.12 e Å−3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.11 Lowest energy configuration of two He interstitials in bulk zirconolite. . . . . . . . . . . . . . . 107

8



Chapter 1

Introduction

The reduction in the amount of carbon dioxide (CO2) generated is seen as a vital component of tackling
climate change and nuclear energy is seen as the only achievable way of generating large quantities of low
carbon energy. However, there are issues with nuclear energy that must be overcome if it is to be the dominant
electricity generator, the most pressing issue being how to deal with the long lived radioactive waste generated
from the nuclear fuel cycle. Nuclear waste is divided into three categories depending on the activity of the waste
and the half-lives (t1/2) of the species present: these are low-level waste (LLW), intermediate-level waste (ILW)
and high-level waste (HLW). LLW contains a small amount of short half-life material. It comprises materials
that are taken onto a nuclear site, such as paper, overalls and tools and it only accounts for 1% of the total
radioactivity of nuclear waste. The ILW comprises of the resins and metal which encased the fuel and it is
stored in metal cans encapsulated in Portland cement (OPC). High level waste accounts for 95% of the total
reactivity of the waste generated from the nuclear cycle. This waste stream contains the radioactive elements
from the nuclear fuel and those generated through the reprocessing of the nuclear waste.[5]

1.1 Disposal routes of nuclear waste

The three classes of radioactive waste require different levels of protection to prevent the distribution of
radiation into the biosphere, and therefore different disposal routes are used for each waste category. LLW is
disposed of at a site in Drigg, north Cumbria, where the waste is stored in concrete vaults below the surface
after being compressed to reduce the volume of the disposed waste.[6] The ILW is currently stored as a con-
crete encapsulant, with Portland cement used to solidify the metal fuel cladding and chemical sludges inside
a steel drum. Different viscosities of cement can be used, depending on the structure of the waste, to ensure
complete encapsulation and prevent any voids being formed. The alkali environment of the cement used can
limit the waste that can be disposed of, such as aluminum components, as Ca(OH)2 reacts with Al to produce
hydrogen.[7] The hydrogen gas leads to bubble formation inside the cement, causing a decrease in the mechan-
ical strength. HLW is currently stored as a vitrified product, a solid matrix of borosilicate glass inside a steel
drum.[5] The liquid waste is calcined (turned into an oxide) before being mixed into the molten glass. The glass
can contain p-block and transition metal oxides to act as stabilisers and network modifiers to prevent the HLW
clustering or settling inside the canister. The vitrified waste is then stored above ground at the Sellafield site
before being transported back to the nuclear power plants where the waste was produced.[5]

However, there is currently no disposal route for the HLW and ILW but the National Decommissioning
Authority (NDA) has proposed a geological disposal facility (GDF) to dispose of this waste. The proposed
GDF has a multi-barrier design[8] which consists of a number of barriers to reduce the rate at which radioactive
elements will be transferred to the biosphere. The designed barriers are divided into two sections, the near field
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and the far field; with the near field consisting of man-made barriers around the waste, while the far field is the
back-fill material and the host rock the GDF is located in. The first of the near field barriers is the waste itself,
with a solid waste form which introduces a diffusion barrier for the actinide species to be leached, thus slowing
the rate of release from the waste form. The metal waste container acts as the second barrier of the near field
by preventing the ground water from coming into contact with the waste. The role of the far field is to create a
highly alkaline environment which will help suppress the release of the actinide species into the ground water
should it enter the facility, as the solubility of the actinides is low in alkaline solutions.[9]

1.2 Waste matrices for HLW

The proposed use of ceramic matrices instead of borosilicate glasses as an encapsulant for HLW is due to
the superior retention of actinide species in leach tests[10] and in naturally occurring ceramic materials.[11]
The retention of the actinides in ceramic materials is caused by the actinide species being chemically bonded
within the matrix. The species are substituted into the lattice of the ceramic whereas in the glass the actinides
are retained due to the steric hindrance introduced by the silica matrix. The leaching rate of the actinide species
from a ceramic matrix is hundred times smaller than that of borosilicate glass.[12]

However, the use of ceramics has limitations when compared to those of glasses, the first being the amount
of actinide which can be loaded into the structure. Zirconolite is a ceramic proposed as an encapsulation matrix
that can be loaded up to 30 wt% before any additional crystal structures forms,[13] although CaPuTi2O7 has
been synthesised.[14] In practice it is expected to be limited to a loading of 10 wt% compared to borosilicate
glass, which has a loading of 25 wt%.[10] The decrease in wt% loading of the waste form means that a greater
number of ceramic waste forms are needed to encapsulate the same amount of waste as glasses. This leads
to problems for the GDF as the size will need to be increased to accommodate the increased number of waste
forms. Glass encapsulants are able to accommodate a number of elements into their matrices due to the way
they isolate the waste. However, as the ceramics incorporate the waste elements into the lattice structure this
limits the range of elements it can encapsulate. There are two routes around this problem: the first is to use only
pure actinide oxides when encapsulating; the second is to use a range of matrices, each capable of accommodat-
ing different waste species. An example of this second option is SYNROC, a synthetic rock, which comprises
at least three different ceramics. SYNROC was first derived at the Australian Nuclear Science and Technology
Organisation (ANSTO) and has different compositions designed for each waste stream. The composition which
has received the most interest is SYNROC-C which was derived by Ringwood in 1981.[12] This composition
contains zirconolite, pyrochlore and hollandite and is used for the encapsulation of HLW. The zirconolite is the
major actinide-bearing phase with pyrochlore also accommodating some actinides and the hollandite accom-
modating the fission products. However, as there is no universal composition achievable, no universal route for
disposal can be achieved, unlike glasses. Glasses are constructed from amorphous networks of silica chains,
therefore the bombardment by the recoil particle has little significance on the structural integrity of the glass
waste form. On the other hand, the ceramic waste forms are constructed from crystalline lattice structures, which
become amorphous after continual cascade events. The amorphisation of the ceramic lattice has a significant
effect on the chemical and physical durability of the waste, with the leaching of Si from zircon increasing by
one or two orders of magnitude through alpha bombardment.[15] The amorphisation of the lattice structure also
leads to volume swelling and shear deformation.[16] The volume swelling is caused by relaxation of the lattice
ions due to the presence of defects created by the irradiation, as the interstitial defects cause larger relaxations
in the lattice than the relaxations around the vacancies.

The ceramic encapsulation matrices can be synthesised through isostatic pressing or the sol-gel method. The
isostatic press method can be achieved through heating (hot isostatic press(HIP)) or at room temperature (cold
isostatic press(CIP)). The HIP requires the ceramic and waste components to be in an oxide form and these are
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placed in a steel canister.[10] A lid is inserted with copper seals placed between the lid and container before
the system is heated. The copper seals melt before the solid state reaction occurs, forming a sealed canister
before any of the volatile radionuclides are released from the waste,[10] meaning less protection is needed for
the people operating the process. The canisters have been designed to collapse under the pressure inside the
chamber making a more dense waste form and producing a uniform waste package. The CIP is similar to HIP
but performed at room temperature and uses a liquid instead of a gas to apply the pressure. The advantage of
using CIP over HIP is that higher pressures can be reached, the pressure is applied uniformly and it is cheaper
as no heating is required. However, the lower temperatures used means that the sample needs to be sintered
after being pressed, which adds an additional step to the waste form production process. The sol-gel route
gives a ceramic with a controlled composition, size and morphology.[17] However, the sol-gel route appears
to produce zirconolite crystals that are deficient in Ca, with the maximum uptake of 0.8 instead of the 1 for
stoichiometry, while maintaining the Ti:Zr ratio.[17] Also, the method of drying the sol-gel product affects the
resulting nanoparticle, with hollow and doughnut particles being produced as well as spheres by altering the
spray-drying process.[18]

Many ceramic matrices have been proposed as an encapsulation matrix for HLW, including pure systems like
zirconolite and pyrochlore, mixed systems like SYNROC and composite systems like glass-ceramics. Zircon
initially received a large amount of attention as the favoured matrix,[19, 15, 20, 21] due to the amount of U
found in natural analogues of zircon which has been dated to 2 billion years old.[19] However, the process of
synthesising zircon has lead the National Nuclear Laboratories (NNL) to abandon zircon as a waste matrix and
focus on other long-lived natural structures that are easier to synthesise and zircon has a higher leach rate when
the structure becomes amorphous. Zirconolite and pyrochlores are the natural analogues favoured by the NNL:
both have the fluorite crystal structure, are comprised of Ti-O polyhedra and are able to incorporate Pu into
their lattice structure. NNL are focusing on zirconolite because of the low leaching rate. When the structures
are in an amorphous state it is superior to that of pyrochlores, thus improving the barrier for the multi-barrier
design.[22] These single phase matrices are only able to encapsulate one or two waste elements in a pure state.
SYNROC is a multi-phase encapsulant, allowing multiple waste elements to be incorporated. The composition
of the phases can be tailored to fit a particular waste stream, allowing the most suitable encapsulation matrix
to be used for each waste species, increasing the durability of the waste form. The localisation of the actinide
species in the specific phases leads to problems arising during post encapsulation, the phase which encapsulates
the actinides will be subjected to more decay events than the other phases in the waste form. A lattice subjected
to radioactive bombardment will swell as the structure accommodates the defects created by the damage, and,
as the different phase will be damaged at different rates, the rate of swelling will also differ. When there is a
different swelling rate between two phases, such as at a grain boundary within the waste form, it will lead to
cracking. These cracks will increase the surface area of the waste available to ground water inside the GDF and
will affect the leaching rate of the waste. The encapsulating system favoured by the NNL is the glass-ceramic
matrix, consisting of zirconolite crystals, to encapsulate the Pu and U species, suspended in a glass matrix,
which encapsulates the other waste species. The advantage of this system is that the waste oxides do not need
to be purified, the species not incorporated into the zirconolite lattice are encapsulated within the glass. These
systems can also be synthesised via the HIP process, with the addition of SiO2 and the other modifiers placed
inside the canister with the same oxides as the pure ceramic synthesis. The glass-ceramic matrix also allows
the vast knowledge of glasses within the nuclear industry to be used. The NDA are considering an additional
disposal matrix for Pu in the form of mixed oxide fuel (MOx). The MOx can be used in two different ways,
either low specification MOx or irradiated MOx. The low specification MOx mixes PuO2 with a large quantity
of depleted uranium.[5] This has the advantage of diluting the fissile U235 generated from the decay of the Pu
with U238, which would prevent a build-up of fissile material and prevent a criticality issue inside the GDF. The
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other option uses MOx as a fuel which is burnt in a reactor to produce electricity. The fuel is then packaged and
disposed of in a similar way to current spent fuel. This method then relies on the gamma decay of the fission
products to act as a proliferation deterrent and also recycles the Pu generated from reprocessing. However, this
option would require a change from government to consider Pu as more than a zero value asset.[23]

1.3 Types of irradiation

There are many ways in which a material can become damaged via irradiation, but there are only four
types of ionizing radiation: α, β, γ and neutrons. Neutrons are the largest energy particles generated from
irradiation events, having energies up to 14 MeV in fusion reactors.[24] The neutron is generated in the decay
of radioisotopes along with other radiation, such as the decay of Be14 generating a β ion and a neutron.[25]
The high energy of the emitted neutron results in a large number of displacements within a crystal structure via
collision cascades, in which the neutron will transfer some of its energy to the ions it collides with along its
path.
γ radiation is the emission of a high energy photon, the photon has an usual energy of 35.5 keV from the

I125 nuclei.[26] A Tc99 atom in an excited state, generated from the decay chain Mo99, emits a γ photon as it
decays to the Tc99 ground state.[5]

Tc99* −→ Tc99 + γ

β decay consists of an electron ejected from the nucleus of an atom as a neutron is converted into a proton
and the emitted electron. The electron is emitted from such nuclei as Sr90 with an energy of 0.54 MeV.[27]

Sr90−→Y90 + β

Pu239−→U235 + α

The α particle comprises of two protons and two neutrons and is ejected with 4.5-5.8 MeV, allowing it to
penetrate 16-22 μm into the lattice from an actinide nucleus.[15] The α particle initially has too much energy
for it to interact with the nuclei within the structure but it is in the region of the electronic stopping range. The
α particle dissipates its energy into the electron system until the electrons have removed enough energy for it to
fall into the nuclear stopping range. The α particle dissipates its energy by creating a few hundred displacements
along its path until it has lost all of its energy to the lattice. As a large proportion of the energy was removed
via the electronic stopping power of the material, a large number of electron excitations will have been created.
These excited electrons are able to diffuse throughout the solid and can self-trap at lattice sites. If self-trapping
occurs, the localisation of energy can lead to the formation of Frenkel defects or, if trapped at a defect, it can
alter the charge state and properties of that defect.[28]

The majority of radiation damage caused by α decay is caused by the recoil (daughter) nucleus. The U235

(generated from the decay of Pu239) ion recoils with 86 keV but only travels 30-40 nm.[15]The energy is in
the range of the nuclear stopping power and therefore the recoil nucleus dissipates all of its energy into atomic
displacements and over a smaller range than the α particle, leading to an increase in damage produced.

Although the α particle, which has the same structure as the He nucleus, doesn’t create as many displace-
ments, each α decay causes a He impurity to be formed. The α particle captures two electrons at the end of its
path and becomes a He atom. The behaviour of He in a waste form is vital to the understanding of the long-term
durability of a waste form; if an α emitter is present in the waste, He will be too in some concentration. If He
is present in low concentrations, it is likely to remain as isolated atoms at the interstitial site within the lattice
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Figure 1.1: Total radiation dose as a function of age for the Pu composition generated from reprocessed PWR
fuel.

structure. As the concentration increases, the He atoms will start to interact with each other and may change
the defect structure. When a high concentration is present, He interstitials will start to cluster and will lead to
the formation of a He bubble in structural voids. These bubbles will grow as more He atoms diffuse to them
via Ostwald ripening or a coalescence mechanism.[29] These bubbles have an effect on the structural stability
of the solid as well as the properties of defects within the solid.[30] The defect behaviour of He is observed
experimentally using various techniques, such as ion beam studies,[11] scanning tunneling microscope (STM)
images of actinide loaded samples,[31]and thermal release mass spectroscopy.[32] These techniques along with
simulations have been used to study He defects in a number of materials including metals (such as V,[33] W[34]
and Fe[35]), alloys (including V-4Cr-4Ti,[33] steel[36] and TZM[37]) and ceramics (zirconolite[32, 31], UO2

in different stoichiometries[38, 39] and zircon[40, 41]). As mentioned earlier, the NDA are proposing a 10 wt%
Pu loading of the waste form, with zirconolite being the preferred matrix of the NNL. This loading is equivalent
to having one Pu per unit cell of zirconolite. The Pu239 decay sequence involves eight α decays, which means
that there will be eight He atoms per Pu atom incorporated into zirconolite. However, each isotope of Pu will go
through a different decay sequence and a mixture of Pu isotopes are generated from the reprocessing of nuclear
fuel, therefore the total amount of He introduced into the lattice will depend on the composition of the encap-
sulated Pu. Figure 1.1 shows the He concentration as a function of the waste forms age for the Pu composition
generated from the reprocessing of PWR fuel.

1.4 Types of defects

Intrinsic defects in ceramics can be divided into two categories: Schottky and Frenkel defects. Schottky
defects consist of a unit formula of cation and anion vacancies,[42] so charge neutrality remains. Frenkel defects
consist of either an anion or cation interstitial and vacancy pair.[42] An interstitial is defined as a species not
located at a lattice site, i.e. interstitial and vacancy defects are paired as the lattice ion is moved to the interstitial
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site, leaving a vacancy behind. The Frenkel pair defect is predominantly produced by radiation damage, as the
ballistic collisions cause the lattice ions to be permanently displaced from their lattice sites.[28] Point defects
are able to combine in other arrangements, leading to the formation of three-dimensional defects called defect
clusters. A void is formed within the structure of the solid when vacancies coalesce to form pores on a surface
and holes within the bulk. These voids are able to act as trapping sites for other impurities and can therefore
lead to the retention of impurities within the solid.[30] The collection of interstitial defects can lead to a variety
of clusters with various shapes. Interstitial loops comprise of interstitial defects positioned in interstitial sites in
different unit cells to give a cylindrical shape. These loops are able to collapse in on themselves to form a disk
and produce a dislocation loop, as the disk inserts a new half-plane of ions into the structure. If alkali halides
are subjected to irradiation events, segregation of defects can occur and lead to phase seperation.[43] The cation
interstitials congregate together, which leads to the formation of a metallic phase within the host structure. This
metallic phase will have a different lattice spacing to that of the host phase, which will lead to strain at the
interface and to the eventual degradation of the alkali halide. The halogens are also able to congregate, leading
to the formation of bubbles within the structure. These halogen bubbles introduce a large amount of strain on
the lattice because of their size, with an average size of 10 nm in NaCl.[43] This can lead to cracking of the
solid. Halogen atoms are not the only atoms to form bubbles within lattice structures. The behaviour of fission
products is of major interest to the nuclear industry, with the fission gases forming bubbles within the nuclear
fuel; only He is an issue for the disposal of HWL, generated from α decay of the actinide species. He bubbles
are known to form in a number of different materials, from metals[30, 44] to ceramics.[32, 45] The presence of
He bubbles inside a waste form is a concern because if the strain leads to the formation of cracks which will
lead to an increase in leaching and will undermine effectiveness of the barrier.

1.5 Effects of electronic localisation

The electronic excitations generated from an irradiation event have a significant effect on the evolution of
the damage generated, but current simulation methods for radiation damage neglect these effects due to the
method used in these simulations. The results from these calculations are fed into different methods to extend
the results to engineering timescales, so the effects missing in the initial simulation are also missing in the long
timescale simulations. An effect of the electronic excitations missed in the current simulations is the localisation
of the excited electron at sites within the structure. This localisation, known as trapping if it occurs at a defect
or self-trapping if it occurs spontaneously at a lattice site, can occur in insulators due to the presence of the
band gap and the creation of defect levels, which are able to be occupied by these excited electrons. If these
states do localise either electrons or holes then the charge state of the defect will be changed and this will affect
the properties of that defect, such as the structure, chemistry and conductivity.[46] Trapping can occur for an
electron, a hole or for an exciton (an electron-hole pair) and each type of trapping will affect the lattice in a
different way.[46]

The localisation of excited electrons can affect the evolution of the defects by altering the processes involved
in recovering the lattice structure from an irradiation event. The migration barriers involved in the displaced
ion returning to its original position will be altered, as well as decreasing the Coulomb energy between two
defects, resulting in the stabilisation of the defect pair. The localisation can affect the migration barrier by
altering the relaxed structure surrounding the defect and, as a result, the pathway along which it diffuses will
also change. The different pathways will have different transition states, and so will have different migration
barriers. The localisation can stabilise defect pairs by reducing the Coulombic interactions between them, which
may normally lead to recombination, by a hole or electron localising on either of the defects, resulting in the
charge state of that defect being reduced. Localisation may not only hinder the recovery of the lattice structure
but it may also increase the growth rate of defect clusters. The defects cluster to relieve the strain on the lattice
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caused by the presence of the defect. If more defects are stabilised due to the localisation, there will be more
strain in the lattice. Additionally, the new migration pathways may enhance diffusion, allowing the defect to
diffuse away before it can recombine in its original position. These changes to the recovery and cluster growth
will have an effect on how the microstructure will behave, and as a result, the mechanical stability will also
be affected. An understanding of these effects will be important if correct predictions are to be made for the
stability of a waste form on geological timescales.
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Chapter 2

Computational methods

This chapter discusses the background theory to the computational methods used through this research.
The theory used through this work is density functional theory (DFT) and the underlying theory is explained.
The advantages and disadvantages of this theory are discussed, as well as the choice of exchange correlation
functional used for this research. The key theories for the working of the computational codes used, VASP and
CP2K, are explained and also the methods for analysing results used in the discussion of the Chapters 4, 5, 6
and 7.

2.1 Density functional theory

DFT enables the calculation of the ground state energy of a many-body system through the use of electron
density instead of electron wave functions. The theory was originally proposed by Hohenberg and Kohn in
1964,[47] which extended the ideas introduced by the Thomas-Fermi model.

Two theorems were introduced by Hohenberg and Kohn, meaning that the Thomas-Fermi model could be
used for many-body systems.

Theorem one:

• ‘For any system of interacting particles in an external potential Vext (r), the potential Vext (r) is determined
uniquely, except for a constant, by the ground state particle density n0(r)’.[48] This allows for the system’s
properties to be calculated if n0(r) is known. Where r is the coordinates of the electron density.

The second theorem states:

• ‘For any particular Vext (r), the exact ground state energy, E, of the system is the global minimum value
of this functional, and the density n(r) that minimises the functional is the exact ground state density
n0(r).[48] This implies that the functional E[n] is sufficient to calculate the ground state properties.

The total energy of the system can be calculated from equation (2.1), minimising this equation with respect to
n(r) gives the ground state energy.

ETotal [n(r)] =

ˆ
drν(r)n(r)+ F [n(r)] (2.1)
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where F[n(r)] denotes the kinetic energy of electrons and the interactions between them, n is the density of
electrons and ν is the potential.

F[n(r)] can be broken down into:

F [n(r)] = T [n(r)]+U [n(r)] (2.2)

where T[n(r)] is the kinetic energy of a system of non-interacting electrons whose distribution is n(r), U[n(r)]
denotes the electron-electron interaction energy.

The electron-electron interaction can be broken down into the Hartree energy and the exchange correlation
energy:

U [n(r)] = EHartree [n(r)]+ EXC [n(r)] (2.3)

Therefore, the total energy can be written as:

ETotal = T [n(r)]+

ˆ
drν(r)n(r)+ EHartree [n(r)]+ EXC [n(r)] (2.4)

where EXC[n(r)] is the only unknown variable in equation (2.4).
As T[n(r)] is the kinetic energy, it cannot be minimised with respect to n and is therefore described in orbital

form. Kohn-Sham proposed an indirect method to minimise the total energy:

0 =
δE [n]

δn(r)
=

δT [n]

δn(r)
+

δV [n]

δn(r)
+

δEHartree [n]

δn(r)
+

δEXC [n]

δn(r)
=

δT [n]

δn(r)
+ νexternal(r)+ νHartree(r)+ νXC(r) (2.5)

The external potential is a potential that is external to the electron-electron interactions and unlike νHartree

and νXC it is not calculated through self-consistent methods. These potentials can be collected together to form
an overall potential (νe f f ect ) for a system of non-interacting electrons that affect the electronic system.

νe f f ect = νexternal + νHartree + νXC (2.6)

This effective potential can be used in the Kohn-Sham equation to calculate the ground state density of the
system through a self-consistent process.

− h̄
2m

∇
2
ψn (r)+ νe f f ect(r)ψn(r) = εnψn(r) (2.7)

νe f f ect is calculated from an initial estimate of the density, which is fed into equation (2.7) to produce εnψn,
and used to calculate a new density. This is repeated until convergence is reached. The ground state energy is
obtained by removal of the double counting terms.

2.1.1 Exchange correlation assumptions

2.1.1.1 Local density approximation

The Local Density Approximation (LDA) uses the density calculated from a uniform electron gas to measure
the exchange energy at a given r.[48] As the electron density is uniform, there is no r dependence on the value
of the electron density.[49]
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δEXC [n] = ∑
σ

ˆ
dr

[
ε

homogeneous
XC + n

∂ε
homogeneous
XC

∂nσ

]
r,σ

δn(r,σ) (2.8)

here ε is the energy per electron at point r and σ is the spin.
The uniform electron density means that the EHartree part of the total energy can be calculated easily. The

LDA method is limited to systems where there are slowly varying electron densities. This is due to the im-
plemented method of breaking the system into small partitions, where the electron density varies little, thus
allowing the uniform electron gas modell to be used. Nevertheless, it has been shown that the LDA method
works well for surfaces,[49] where there are strong variations in the electron density.

2.1.1.2 Generalised gradient approximation

The Generalised Gradient Approximation (GGA) also uses the density of the uniform electron gas and also
the addition of the gradient of the density distribution at given r.

δEXC [n] = ∑
σ

ˆ
dr
[

εXC + n
∂εXC

∂nσ
+ n

∂εXC

∂∇nσ
∇

]
r,σ

δn(r,σ) (2.9)

This means that the dependence on the density becomes non-local and this gives a more accurate description
of the changes occurring during bond formation/breaking.[49] This results in better agreement with experimen-
tal results for the ionisation energies and electron affinities of the elements.[50] Therefore, as this research
involves the trapping of electrons, GGA is more suitable to be used in this work than LDA.

2.1.1.3 Hybrid functional

The need to improve the density functionals lead to the inclusion of exact exchange into the functional,
leading to the formation of the hybrid functionals.

The formation of the hybrid functionals is through the evaluation of λ in equation (2.10).

EXC [n] =

ˆ e2

0
dλ

〈
ψλ |

dVint

dλ
| ψλ

〉
−EHartree [n] =

1
2

ˆ
d3rn(r)

ˆ
d3r′

n̄XC (r,r′)
| r− r′ |

(2.10)

where λ is a coupling constant and n̄XC (r,r′) is the coupling constant averaged hole:

n̄XC
(
r,r′
)

=

ˆ 1

0
dλnλ

XC
(
r,r′
)

(2.11)

In equation (2.10) if λ = 0, the energy is that of the Hartree-Fock exchange energy and if λ = 1, it is argued
by Becke that either a GGA or LDA potential is most appropriate.[48] The value of the EXC [n] is approximated
by a linear dependence on λ , when λ 6=1 or 0, using a half and half form.[48]

EXC =
1
2
(
EHF

X + EDF
XC
)

(2.12)

where EHF is the energy of the Hartree-Fock exchange and EDF is the energy of exchange-correlation from a
density functional, either GGA or LDA.

The commonly used B3LYP hybrid functional mixes Hartree-Fock exchange, the exchange functional of
Becke and the LYP correlation.[48] B3LYP defines the exchange-correlation energy as[48]

EXC = ELDA
XC + a0

(
EHF

X −EDF
X
)

+ aX EBecke
X + aCEC (2.13)

where values of 0.20, 0.72 and 0.81 for a0, aX and aC are commonly used, respectively.
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The current computational cost of hybrid functional calculations means that they are too expensive for the
system sizes used in this research. Therefore, GGA exchange-correlation has been used in this research.

2.1.2 Advantages of DFT

The main advantage of using DFT over Hartree-Fock (HF) is the electronic correlation energy. The cor-
relation energy is generated through the interaction of a pair of electrons. The HF method only considers the
correlation energy that is required by the Pauli repulsion energy.[48] Electron correlation is the reason for local-
isation or the delocalisation of electrons in a system, as well as, magnetism and dissociation of bonds.[48, 51]
The correlation is therefore important in this work with the localisation of electronic charge by the defects.

The reduced computational cost of DFT is another advantage over HF,[52] allowing the large simulation
cells used in the research. The computational cost of DFT calculations usually scales as N3, while HF scales
as N6,[53] where N is the number of electrons in the system. This 103 difference in cost means that larger
simulation cells can be simulated using DFT for the same computation cost. DFT codes have been developed
that scale linearly with the number of electrons.[54, 55, 56]

2.1.3 Disadvantages of DFT

There are however, known issues that are present in DFT calculations, with some of these discussed below.
The size of the band gap of the system is underpredicted by the DFT method, usually be a factor of 50%.[57]

This can be a problem if studying semi-conductors, where the band gap may be small and even zero, when
studied via DFT. When defects are considered, the position of the defect level effects the properties of that
defects. This means that the simulated spectrometry results from DFT are difficult be predict accurately, due to
the incorrect position of the defect level in the band gap, such as optical spectra and ESR. The hybrid functionals
of predict more accurately the band gap of a material by including the Hartree-Fock exchange. However, B3LYP
still underpredicts the band gap of MgO. There are proposed corrections to this error in the literature[58] but
due to the large band gap of MgO, these corrections were not required in this research.

The self interaction error present in the density functional results in the electron interacting with itself.
This self interaction effects the modelling of charge localisation, magnetic materials and superconductivity.[48]
There are ways of correcting for this self interaction in the literature, with the commonly used self interaction
correction (SIC) or through using DFT+U.[48]

In DFT, the cohesive energy of a system is incorrectly described. The GGA functional underpredicts cohe-
sive energy of the system and this results in lattice parameters larger than experimental results. This is because
the atoms are not bonded as strongly to each other as they are in nature and therefore, the separation distance
between the atoms increases. LDA, on the other hand, results in lattice parameters smaller than the experimental
results. This is due to the fact that the cohesive energy is over predicted when using this exchange-correlation
assumption.

2.2 Projector augmented waves

The Projector Augmented Waves (PAW) approach retains the full electron wave function. As the full wave
function varies rapidly near the nucleus, all integrals are evaluated as a combination of integrals of smooth
functions extending throughout space plus localised contributions evaluated by radial integration over muffin-
tin orbitals.[48] This is achieved by defining the smooth part of a valence wave function ψ’i

υ (r) and a linear
transformation ψυ = Tψ

′υ that relates the set of all electron valence functions ψυ
j (r) to the smooth functions

ψ
′υ
i (r). The transformation is assumed to be unity except within a sphere centered on the nucleus, T = 1+T0,

omitting the valence superscript.[48] Adopting the Dirac notation, the expression of each smooth function |ψ>
in partial waves m within each sphere can be written as:
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| ψ ′ >= ∑
m

cm | ψ ′m > (2.14)

with the corresponding all-electron function:

| ψ >= T | ψ ′ >= ∑
m

cm | ψm > (2.15)

Hence the full wave function in all-space can be written as:

| ψ >=| ψ ′ > +∑
m

cm
[
| ψm >− | ψ ′m >

]
(2.16)

The transformation, T, involves the full electron wave function when the smooth functions of p’(r) is chosen:

T = 1 +∑
m

[
| ψm >− | ψ ′m >

]
< p′m | (2.17)

2.3 Periodic boundary conditions

The VASP and CP2K computational codes both use periodic boundary conditions to simulate an infinite
lattice. Bloch’s theorem states that in a periodic system each wave function can be written as the product of a
cell-periodic part and a wavelike part.[59]

ψi (r) = exp [ik · r] fi (r) (2.18)

The cell-periodic component of the wave function can be expanded using a basis set consisting of a discrete
set of plane waves, whose wave vectors are reciprocal lattice vectors of the crystal.

fi (r) = ∑
G

ci,G exp [iG · r] (2.19)

where G is the reciprocal lattice vector, defined by G · l = 2πm, l is a lattice vector of the crystal and m is an
integer. The wave functions can be written as a sum of plane waves.[59]

ψi (r) = ∑
G

ci,k+G exp [i(k + G) · r] (2.20)

The description of the wave function from a small periodic unit, means only a small number of ions are
needed to describe an infinite lattice. However, this comes at the cost of requiring larger k-point sampling.

2.4 Nudged elastic band

The minimum energy path is defined by the requirement that the force at any point be parallel to this path. So
for any direction perpendicular to the path, ps.

d
ds s = 0, the potential energy on the atom is at a minimum:[60]

ps ·∇V ( s) = 0 (2.21)

where ps is a perpendicular path and s is the reaction path parametrised with reaction coordinate s.
The minimum energy path must be between two local minima. An “elastic band” is stretched between the

reactant and product states, with a set of replicas of the system spread along this band. These replicas are used
to describe a discrete transition path, turning the energy pathway into a series of minimisations.[60]
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F (r1,r2, . . . ,rP−1) =
P−1

∑
i=1

V (ri)+
P

∑
i=1

kP
2

(ri− ri−1)2 (2.22)

where r is the replicas along the path; the first sum is over the potential energy of all the replicas of the system,
the second sum is a spring energy that connects adjacent images and P is the final configuration. The end point
replicas (r0, rP) are fixed. The spring constant is arbitrary except that it scales kP to ensure convergence to the
minimum energy path as more images are introduced into the chain, P→ ∞.[60]

The component of the net spring force on a replica parallel to the local path tend to keep the replica an
equal distance from its neighbours; whereas the perpendicular spring force will tend to make it collinear with its
neighbours. If the minimum energy path is curved, the perpendicular spring force will tend to pull the band off
the minimum energy path, therefore causing corner cutting. The perpendicular component of the spring force
is therefore zeroed.[60] The replicas also act on a force because of the gradient of the potential energy. The
component of this gradient force perpendicular to the path acts to pull the replicas down toward the minimum
energy path; whereas the parallel component tries to pull the replicas away from the saddle point, towards the
end points. Therefore the parallel component of the gradient force is zeroed.[60] Moving each replica in the
direction of its adjusted force until the adjustment force becomes zero will put the replicas on the minimum
energy path, equally spaced in the 3NP dimensional space.[60]

2.5 Gaussian plane wave code

CP2K is a periodic DFT code that uses Gaussian basis sets, as well as plane waves, to efficiently treat the
electrostatic interactions, which leads to a linear scaling computational cost with system size.[61] The atom
centred Gaussian type basis describe the wavefunctions, but uses an auxiliary plane wave basis to describe the
density.[61] The Gaussian Plane Wave (GPW) representation of the Kohn-Sham energy is:

E[n] = ET [n]+ EV [n]+ EHartree [n]+ EXC [n]+ EII

= ∑
µν

Pµν

〈
ϕµ (r) | −1

2
∇

2 | ϕν (r)

〉
+∑

µν

Pµν
〈
ϕµ (r) |V PP

loc (r) | ϕν (r)
〉

+∑
µν

Pµν
〈
ϕµ (r) |V PP

nl
(
r,r′
)
| ϕν (r)

〉
+ 2πΩ∑

G

ñ∗ (G) ñ(G)

G2

+

ˆ
eXC (r)dr +

1
2 ∑

I 6=J

ZIZJ∣∣RI−R j
∣∣ (2.23)

here EII is interaction energies of the ionic cores with charge ZA and position RA, Pµν is the density matrix,
ϕµ (r) = ∑i diµ gi (r) with gi(r) as a primitive Gaussian function and corresponding contraction coefficient diµ ,
Ω is the volume of the unit cell, G are the reciprocal lattice vectors and ñ(G) is such that ñ(r) is equal to n(r)

on a regular grid in the unit cell.[61]

2.6 DFT with dispersion

All semilocal density functionals and conventional hybrid functionals are unable to model the 1
R6 dependence

of the dispersion interaction energy correctly.[62] This arises due to the charge fluctuations not being represented
in density interactions, where the density functionals only consider the electron exchange and not the transition
of density.[62] The lack of van der Waals (vdw) interactions in DFT mean that the species that only interact
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through vdw interactions, like noble gases and benzene rings, are incorrectly described. Therefore, methods to
add vdw interactions into DFT have been proposed, such as the DFT-D3 methods used in this research.

The total energy of a DFT-D3 calculation is give by:

EDFT−D3 = EDFT + Edispersion (2.24)

where EDFT is the self consistent energy obtained using a normal density functional and Edispersion is the dis-
persion correction. The dispersion correction is the sum of two and three body terms.[62]

Edispersion = Etwo + Ethree (2.25)

The two body term is the dominant contribution to the dispersion energy and is calculated by equation
(2.26).

Etwo = ∑
AB

∑
n=6,8,10,...

sn
CAB

n

rn
AB

fd,n (rAB) (2.26)

where the first sum is over all atom pairs in the system, CAB
n is the average nth-order dispersion correction for

atoms AB, rAB is the separation distance between AB and sn is a global scaling factor. For DFT-D3 n is truncated
at n=8.[62] fd,n is a dampening function to prevent double counting at intermediate distances, the form of the
damping function was proposed by Chai and Head-Gordon,[63]

fd,n (rAB) =
1

1 + 6( rAB
sr,nRAB

0
)−αn

(2.27)

where sr,n is the order dependent scaling factor of the cutoff radii R0
AB.

The dispersion correction is calculated using time dependent density functional theory (TD-DFT), using
the Casimir-Polder formula[64] with the long range dispersion described using DFT by Gross et al..[65] The
value has been taken from the stable hydride of the elements (apart from noble gases) with the removal of the
contribution from the reference hydrogen, for a consistent treatment of the dispersion.[62]

CAB
6 =

3
π

ˆ
∞

0
dω

1
m

[αAmHn (iω)− n
2

α
H2 (iω)]× 1

k

[
α

BkHl (iω)− l
2

α
H2 (iω)

]
(2.28)

where α(iω) is the average dipole polarisability at imaginary frequency ω , m,n,k,l are stoichiometric factors.[62]
C8 coefficient is calculated by:

CAB
8 = 3CAB

6

√
QAQB (2.29)

where

QA = s42
√

ZA

〈
r4
〉A

〈r2〉A
(2.30)

〈
r4
〉

and
〈
r2
〉

are multipole type expectation values from atomic densities which are averaged geometrically
to get the pair coefficients.

√
Z is the nuclear charge dependent factor and used to get consistent interaction

energies.[62]
The three body term is calculated through

Ethree = ∑
ABC

fd,(3) (rABC)EABC (2.31)
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where rABC is used as a dampening function, f d is as in equation (2.27) with α=16, sr= 4
3 and EABC is

EABC =
CABC

9 (3cosθa cosθb cosθc + 1)

(rABrBCrCA)3 (2.32)

where the θ are the internal angles of the triangle formed from rAB, rBC and rCA. CABC
9 is the triple dipole term

and calculated from

CABC
9 =

3
π

ˆ
∞

0
α

A (iω)α
B (iω)α

C (iω)dω (2.33)

but approximated to[62]

CABC
9 ≈−

√
CAB

6 CBC
6 CCA

6 (2.34)

2.7 Potential alignment

The total energy of a system is ill defined due to the divergence of the electrostatic potential when periodic
boundary conditions are applied to a system with a net charge. The calculated total energy (E) follows Janak’s
theorem, with the variation of the occupation of the highest occupied state.[57]

dE (ni)

dni
= ei (2.35)

where ni is the occupation of the highest energy state i and ei is the eigenvalue of the state.
The energy of the hole at the valence band maximum in a semiconductor host (H) with N electrons is

obtained through:[57]

lim
N→∞

[EH (N)−EH (N−1)] = eV BM (2.36)

Equation (2.36) shows that the energy of a hole equals the eigenvalue of the valence band maximum in a infinite
system. This fact means that the eigenvalue eV BM can be used as a reference energy value for the electron
reservoir,[57] so that

EF = eV BM + ∆EF (2.37)

where EF is the Fermi level and ∆EF is the position of the Fermi level in the band gap of the material.
The average electrostatic potential within a cell is conventionally set to zero within the pseudopotential

momentum-space formalism,[57] i.e. Vel (G = 0) = 0, the eigenvalues are defined only up to an undetermined
constant. For a neutral system the total energy is well defined, the total energy for a charged system depend on
the same undefined constants as the eigenvalues.[57]

In order to obtain a physically meaningful formation energy, one can use the total energy calculated for
which equation (2.35) holds and then correct for the undetermined offset by ensuring that the undetermined
constant in ED,q and in eV BM are consistent.[57] Therefore the relative positions of the average potential need to
be restored in the calculations of the defect (ED,q) and host (eV BM).[57]

∆Epa (D,q) = q.∆Vpa (2.38)

where q is the charge and ∆V pa is the potential alignment between the defect and host calculations.
In practice the atomic-site electrostatic potential (VD

α ) is used as a reference potential to make the serving
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potential. The potential alignment ∆Vpa = (V α
D −V α

H ) is then determined as the average difference between V α
D,q

in the defect cell and the respective V α
H in the host.[57]

2.8 Bader analysis

The definition of the electron density associated to a specific ion in a system is difficult, the output from a
quantum mechanical calculation is a continuous electron density across the system.[66] A proposed method for
assigning charge density is to divide the electron density into regions, known as a Bader region.

The gradient path, ∇ρ , through the gradient vector field of charge density for a molecule can be obtained
through the intergration of the differential equation,

dx(s)
ds

= ∇ρ [x(s)] (2.39)

for some initial values x(0) = x0.[Biegler-Konig] Alternatively, equation (2.39) can be expressed in terms of
the path length, l.

dx
dl

=
∇ρ (x)

|∇ρ (x)|
(2.40)

The essential topological properties of ρ can be summarised by the complete specification of its critical
points, where ∇ρ = 0.[Biegler-Konig] There are two types of critical points, at a nondegenerate critical point or
a rank-three criticak point, xc. The Hessian matrix of ρ,H (ρ) = [Hi j (ρ)], is of maximum rank,[Biegler-konig]

det [H (ρ)]x=xc
6= 0 (2.41)

with

Hi j (ρ) =
∂ 2ρ

∂xi∂x j
(2.42)

Since H (ρ) is of a rank less than three at a degenerate critical point, det [H (ρ)] vanishes. At nondegenerate
point, xc is further characterised by it signature σ , defined as the excess number of positive over negative
eigenvalues of H (ρ)x=xc

. Therefore, a nondegenerate critical point is one of the types (3,σ ) where σ = -3, -1,
+1, +3 amd the first number within the parentheses denotes its rank.[Biegler-konig]

A (3,-3) critical point exhibits the properties which define an attractor of the gradient vector field of the
charge distribution: a closed subset A⊂ R3 is an attractor of ∇ρ , if and only if

1. it is inveriant to flow of ∇ρ ,

2. any trajectory whose origin lies in A is contained in A,

3. there exists an open variant neighbourhood B of A such that any trajectory originating in B terminates in
A.

The largest neighbourhood Bmax satisfying this condition is called the basin of A.[Biegler-konig]
The Only closed subset of R3 exhibiting these properties are the singletons determined by the local minima in

the charge distribution which occurs at the position of the nuclei. The nuclei act as the attractors of the gradient
vector field of ρ (x). The result of this identification is that the space of the molecular charge distribution
in real space is partitioned into disjointed regions, the basins, each if which contains one and only one point
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attractor or nucleus. An atom, either free or bound, is defined as the union of an attractor and its associated
basin.[biegler-konig]
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Chapter 3

MgO and zirconolite - Previous research

In this chapter the previous research of MgO and zirconolite will be discussed. The MgO results discussed
will focused on the formation energies of the defects and their mobility, from both experimental and theoretical
studies in the literature. These results have been focused on as it will allow a comparison to the results generated
in the research. The research into zirconolite discussed here gives an overview description to the material
behaviour. This overview is important as there is less detailed research into defects in zirconolite, so the trends
observed in the literature are used to judge the accuracy of the DFT results.

3.1 Magnesium oxide

Magnesium oxide (MgO) is considered a model oxide system due to the binary composition and the face-
centred cubic (fcc) crystal structure of the compound. In addition to this, experimentally MgO can be synthe-
sised in many different morphologies, such as powders, thin films, single crystals and nanoparticles.[46]Therefore,
unsurprisingly, there has been a large number of studies performed on MgO, both experimentally as well as the-
oretically. However, the oxygen vacancy has received significantly more attention than the other types of defect
present in MgO due to the difficulty in observing the interstitial defects[67] and its importance to catalytic
processes.

3.1.1 Experimental vacancy migration barriers

The migration barriers of oxygen vacancies have been investigated using the incorporation of gases O18 into
an MgO crystal. Oishi and Kingery performed this experiment in 1960 using a MgO grain obtained from a low
purity MgO single crystal.[68] This experiment gave a migration barrier of 62.4 kcal mol−1 (2.71 eV). This
migration barrier is in agreement with later experiments by Hashimoto et al. on polycrystalline MgO. These
experiments were performed between 1050 - 1438˚C at 40 Torr. The barrier observed using the polycrystalline
MgO was 60.2 kcal mol−1 (2.61 eV).[69] Shirasaki and Hama also calculated the migration barrier of oxygen
vacancies using polycrystalline MgO across a similar temperature range to Hashimoto et al.. The observed
barrier in this range was 55.8 kcal mol−1 (2.42 eV).[70] Yoo and Wuensch obtained a higher migration barrier
of 3.24±0.13 eV for the oxygen vacancy,[71] which is higher than the earlier results. Yoo and Wuensch’s
sample was a single crystal of MgO18 grown on a substrate before being cold-pressed into a pellet prior to
annealing the sample. This migration barrier value appears too large compared to the previous result and may
be caused by the annealing, which could have removed the surface defects and prevented the dissolution of the
O18 out of the surface. The presence of vacancies may play an important part in the ecjection mechanism of O2

from the surface. From the literature, Vieira and Brook have compiled a table of migration barriers of oxygen
vacancies in MgO measured using different techniques.[71] The published oxygen vacancy migration barriers
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using tracer diffusion are in the range 282 - 344 kJ mol−1 (2.36 - 3.57 eV),[71] with anomalous values of 126±
13 kJ mol−1 (1.31 eV),142± 16 kJ mol−1 (1.47 eV), 178± 21 kJ mol−1 (1.84 eV) and 430± 42 kJ mol−1 (4.46
eV).[71] The previous values for the oxygen vacancy diffusion fall into this range of values published by Vieira
and Brook,[71] but the large range of these values shows that the sample preparation can have a dramatic effect
on the mobility of defects. The diffusion of the Mg vacancies has received less attention than the O vacancy.
Sempolinski and Kingery observed a value of 2.28 ±0.21 eV through ionic conductivity.[72] This value is in
agreement with the 2.2 eV observed by Duclot and Deportes, using the dilatocoulometric method.[73] These
diffusion barriers are smaller than the previously reported barrier by Wuensch et al. (2.76 ± 0.08 eV in a MgO
single crystal).[74] Vieira and Brook have also compiled a table of Mg vacancy migration barriers, as they did
for the oxygen vacancy.[71] The tabulated results appear to fall into two ranges, from 150.6 - 173.6 kJ mol−1

(1.56 - 1.80 eV) and 308 - 339.9 kJ mol−1 (3.19 - 3.52 eV).[71] These samples are all monocrystals with the
diffusion observed with an Mg28 isotope. The difference between these samples appears to be the amount
of impurities in the MgO sample. The previously observed barriers all lie between these two ranges. This
shows that there is no consistent value for the diffusion barrier of the magnesium vacancies from experimental
investigations.

3.1.2 Experimental defect formation energies

The Schottky formation energy (ES) has been measured by Narayan and Washburn using the shrinkage rate
of dislocation loops on large polycrystalline samples.[75] Narayan and Washburn obtained an ES of 3.6±0.22
eV, using the activation barrier of the F2+ vacancy observed by Oishi and Kingery.[68] This value of ES is in
excellent agreement with the earlier result obtained by Harding et al. who calculated an ES of 3.4±0.2 eV.[76]
These values for ES are smaller than those predicted by Wuensch, who than suggests the value of ES in MgO is
in excess of 4.5 eV.[77] Wuensch’s value is supported by Oishi and Ando who, using oxygen self-diffusion in an
undoped MgO sample and values from Gourdin and Kingery[78] as well as simulations of Mackrodt, calculated
an ES of 5.8 eV.[71] This value of ES is smaller than that measured by Gourdin and Kingery (7.7 eV).

3.1.3 Electron spin resonance

Electron spin resonance (ESR) has been used to understand the structures of the magnesium and oxygen
vacancies in MgO, that involve an unpaired electron, the V−, V0, F+ and F0 vacancies, respectively. Halliburton
et al. investigated the V− defect at room temperature formed by irradiating the MgO sample with X-ray, γ and
neutron irradiation. The vacancy gave rise to one signal, with g factors of g⊥ = 2.0385 and g‖ = 2.0032. The
presence of one signal implies that the hole was localised on one oxygen ion, with no preferred orientation over
the principal axis in MgO.[79] Above 200 K, the width of the V− ESR signal has an extra contribution other
than thermal broadening and this is assigned to the delocalisation of the hole and hopping over the 6 oxygen
ions surrounding the vacancy.[79] Rose and Halliburton studied the V0 vacancy and found that the spin state
of this defect is S = 1, signifying a triplet state configuration for the defect.[80] The analysis was performed at
77 K and allowed the hyperfine structure to be observed caused by the Mg25 ions next to defective O− ions.
The splitting caused by the axial and equatorial positions can be distinguished by rotating the magnetic field
through the defect axis, resulting in a shift in the equatorial splitting while the axial remained constant.[80] The
hyperfine structure supports the model proposed by Wertz in 1959 for the two holes to localise on oxygen ions
on opposite sides of the vacancy.[80] The Wertz model was based on the 3cos2 θ law, that implied that the two
holes must be trapped at the same vacancy site and that the holes are along a common axis as the holes would
repel one another.[81] Wertz et al. identified that the V0 is not as stable as the V− vacancy, as there were no V0

vacancies when the sample was irradiated at room temperature instead of at liquid nitrogen temperatures.[81]
Wertz et al. had previously studied oxygen vacancies formed by heating MgO in Mg vapor to produce a large
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number of F+ vacancies in the crystal.[82] The observed ESR line has g = 2.0023, with hyperfine structure if the
vacancy has Mg25 neighbours.[82] The single g factor shows that the electrons associated with this defect are
trapped inside the vacancy, as the spherical symmetry will not be broken into g⊥ and g‖ components. Sterrer et

al. have found that the same trapping occurs at the surface of MgO. The defects were created by bombardment
of the sample with 100 eV electrons. The samples were then analysed using both ESR and STM to gain an
accurate description of the geometric properties of the vacancy on the surface by using the principle component
of the g tensor.[83]

3.1.4 Simulated defect migration barriers

3.1.4.1 Interatomic potentials

DFT, semi-empirical and interatomic potential calculations have been used to calculate the migration barrier
of defects in MgO, using either the constrained minimisation or nudged elastic band (NEB) techniques. Busker
et al. used Buckingham potentials to study the doubly-charged defects of MgO. The potentials were fitted to
the lattice parameters, elastic and dielectric constant, for fully charged and partially charged (±1.7e) systems
with the shell model.[84] The migration barrier calculated for the doubly charged oxygen (F2+) vacancy is 2.12
eV using the fully charged model and 1.56 eV for the partial charge model.[84] The fully charged barrier is in
better agreement with the experimentally observed barrier for this vacancy, while the partially charged model
differs by 35.5% from the experimental value. There is a similar difference between the barriers calculated for
the Mg vacancy (V2−), with a barrier of 2.08 eV for the fully charged potentials, and 1.53 eV for the partially
charged potentials.[84]The barriers of the vacancies predicted by the different potentials are similar because of
the migration pathways the vacancies take. The interstitial migration barriers were also calculated using these
different potentials. The difference in the predicted barrier heights was not so significant. The O2− interstitial
migration barriers were calculated to be 0.58 eV and 0.47 eV, while the Mg2+ interstitial migration barrier
was 0.64 eV and 0.46 eV using the fully and partially charged models, respectively. In 2005 Uberuaga et al.

used Buckingham potentials to study the same defects using the interatomic potentials derived by Lewis and
Catlow,[85] which is a fully charged model. The migration barrier was calculated using the NEB method and
resulted in a barrier height of 2.00 eV and 2.12 eV for the F2+ and V2− vacancies, respectively.[86] These
calculated barriers are in good agreement with those calculated by Busker et al. when using the fully charged
model and the experimental results for the F2+ vacancy. Although the vacancy barrier heights are in agreement
with these two different potentials, there is a difference when considering the migration of the interstitials.
Uberuaga et al. has calculated migration barriers of 0.40 eV and 0.32 eV for the O2− and Mg2+ interstitials,
respectively.[86]The lower barriers calculated by Uberuaga et al. could be due to the NEB method implemented
to calculate the pathway. As the NEB method optimises the pathway, allowing full relaxation of the saddle point,
unlike the method used by Busker et al., it may find a lower energy saddle point.

3.1.4.2 Semi-empirical method

Kotomin and Popov used semi-empirical methods to investigate the diffusion of the oxygen vacancies in
different charge states in a 223 atom cluster, using the constrained minimisation technique by fixing the oxygen
between the two vacancies along the (110) axis.[87] The semi-empirical method is based on the formulation
of Hartree-Fock (HF) and the shell model pair potential. The migration barrier calculated for the F2+ vacancy
is 2.50 eV, which is higher than that predicted by the interatomic potentials but is in better agreement with the
range observed from experiments. This computational technique allows different charge states to be studied, and
therefore the migration barriers of the oxygen vacancies with one (F+) and two (F0) electrons localised in the
vacancy. The migration barrier of the F+ vacancy was calculated to be 2.72 eV. Therefore, the localised electron
results in an increase in the migration barrier of 0.22 eV. Localisation of another electron results in a migration
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barrier of 3.13 eV, with the second electron resulting in a 0.41 eV increase in the barrier height.[87] There is
no explanation as to why the introduction of a second electron causes an increase in the barrier height which
is almost double that of the increase caused by one electron. There has been no experimental investigation
of the diffusion of the oxygen vacancy with trapped electrons, so there is no way of assessing the accuracy
of these semi-empirical calculations. The calculated migration barrier for the V2− vacancy was 2.43 eV,[87]
which is also higher than predicted by the empirical potentials. This technique was also used to calculate
the migration barriers of the interstitial defects in MgO. The lowest energy pathways for both doubly-charged
interstitial species was the ion exchange mechanism, which involves the interstitial moving in the <111> plane
and pushing the lattice ion into the new interstitial position while the interstitial takes the lattice site. The
migration barrier for the Mg2+ interstitial is 0.43 eV.[87] This migration barrier is in agreement with the results
obtained by Uberuaga[86] and Busker et al.[84] through potentials, which shows that the empirical potentials
can give a good description of defects in MgO. The O2− interstitial is also in agreement, with the migration
barrier calculated to be 0.54 eV.[87] The O2

2− interstitial diffusion barrier was also calculated by Kotomin
and Popov using two different methods, a 16 atom supercell using the HF method and a full-potential linear-
muffin-tin-orbitals (FP LMTO) method based on the local density approximation (LDA). The calculated barrier
is 1.45 eV for the LMTO method and 2.3 eV by the HF method.[87] The difference between the computational
methods is accounted for by the difference in simulation cell size and the number of surrounding ions able to
relax. However, both simulations found that the O2

2− interstitial has an interesting diffusion pathway, involving
the rotation of the dumb-bell and diffusion along the cube face. The <111> oxygen dumb-bell rotates to a <110>
dumb-bell, with a barrier of 0.09 eV (HF) or 0.15 eV (LMTO). The dumb-bell then breaks and the interstitial
then diffuses along the <110> face, with a migration barrier of 2.3 eV (HF) or 1.45 eV (LMTO). The interstitial
oxygen then continues along the <110> face until it forms a <110> dumb-bell with another lattice oxygen,
which then rotates back to the <111> dumb-bell with the same barriers as before.[87]

3.1.4.3 Density functional theory

The migration barrier of the doubly-charged defects has also been studied through DFT using the LDA.
The migration barrier of the V2− vacancy is calculated to be 2.20 eV, which has a smaller migration barrier
than calculated for the F2+ vacancy of 2.31 eV.[88] The F2+ migration barrier is smaller than that calculated
by the semi-empirical method[87] but larger than those calculated by classical methods. [86, 84]The reason
for the lower migration barrier calculated using DFT than the semi-empirical result could be due to the small
simulation cell used by Kotomin and Popov. The doubly-charged interstitials have also been studied using two
different sized simulation cells, with three different pathways investigated. The lowest energy pathway for the
Mg2+ interstitial was found to be the <111> ion exchange pathway, in support of the results obtained through
classical results, with a barrier height of 0.83 eV (54 atom cell) and 0.71 eV (128 atom cell).[88] This results
shows that the amount of relaxation in the surrounding ions has a significant effect on the migration barrier.
The migration barrier of 0.71 eV is significantly higher than the barrier calculated using other computational
methods. Whilst the O2− interstitial migration barrier is calculated to be 0.59 eV and 0.44 eV in the 54 and
128 cells, respectively, this agrees with the other computational methods. The barriers calculated by Kotomin
and Popov and Uberuaga et al. found that the Mg2+ interstitial should be more mobile than the O2− interstitial,
which disagrees with the results of Gilbert et al.[87, 86] The Gilbert et al. migration barrier is supported by the
fully charged model used by Busker et al., whilst the partial charge model predicts the two interstitials to have
equal migration barriers.[84]
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3.1.5 Defect formation energies

3.1.5.1 Interatomic potentials

The formation energy of the different defects in MgO have been calculated using different computational
methods. Mackrodt and Stewart calculated the Frenkel pair defect energies (EFP) for both constituents, as well
as the Schottky energy (ES) using classical potentials. The calculated EFP for the oxygen pair is 15.2 eV, which
is higher than the energy of the magnesium pair, 11.9 eV.[89] The ES was 7.5 eV, which shows that the formation
of the Schottky defect is favoured over the formation of the Frenkel pairs in MgO. The formation energies of the
F2+ and the V2− vacancies were also calculated. The formation energy of the F2+ vacancy was calculated to be
22.9 eV. This is more stable than the V2− defect which has a formation energy of 25.4 eV.[89] Interpretation of
these results shows that the Mg interstitial is significantly more stable than the O interstitial. Earlier calculations
from Catlow et al. using different parameters found different defect stabilities, with the Mg and O Frenkel pairs
having similar formation energies, 12.4 eV and 12.1 eV, respectively.[90] The results from Catlow et al. suggest
that the O Frenkel pair is more stable than the Mg pair, which disagrees with the results from Mackrodt and
Stewart. Also, the order of stability of the isolated vacancies is different for these two sets of interatomic
potentials, with the V2− vacancy (23.8 eV) more stable than the F2+ vacancy (24.7 eV).[90] However, the
calculated ES agree, as Catlow et al. calculated a value of 7.7 eV, which compares with Mackrodt and Stewart’s
value of 7.5 eV. This shows that the differences in the vacancy stability cancels out when the values are combined
to calculate ES. The value of ES is supported by the recent results of Gilbert et al. who calculated the ES using
classical potentials, with the vacancies separated by different distances. Gilbert et al. calculated a value of 7.2
eV at the largest separation distance considered (3rd nearest neighbour), in agreement with previous results,
while the ES decreased to 5.7 eV when the vacancies are next to each other.[88] The effect of the simulation
cell on ES was investigated by Vočadlo et al., who calculated ES using different periodic simulation cells and
found that the size of the cell had little effect on the value obtained for ES. The value of ES in the largest
cell (256 ions) was 7.53 eV, whilst in the smallest cell (32 ions) the value was 7.26 eV.[91] Both values are in
agreement with the other results calculated using interatomic potentials. Vočadlo et al. also calculated ES as a
function of temperature in the simulation cell of 108 ions. The temperature was increased from 0 K to 1000 K,
resulting in a decrease of ES from 7.43 eV to 6.96 eV.[91] This indicates that ES has no significant dependence
on temperature in the range studied in this work. Busker et al. used the two different potentials to calculate
the formation energies of the different defects in MgO. The partial charge model resulted in significantly lower
formation energies than those predicted by the fully charged model. The method of calculating ES also had
a significant effect on the value obtained, with 8.44 eV using the fully charged potentials when calculating
ES from isolated vacancies but 5.35 eV when the vacancies are next to each other. This compares to values
of 6.12 eV and 3.90 eV for the partially charged model.[84] These values are significantly different from the
previous result, with the isolated values from the fully charged model being too high and the vacancy pair being
lower than the previous value. The calculated Frenkel pair energies (EF P) by Busker et al. show that the Mg
pair is more stable than the O pair, which is in agreement with earlier results from Catlow et al. but higher
in energy, with the Mg EFP being 13.35 eV and 9.58 eV, and the O EFP being 13.81 eV and 9.95 eV, for the
fully and partially charged models, respectively. The similarity in formation energy of the two Frenkel pairs
is also in agreement with the results from Catlow et al. and supports this conclusion over the conclusion of
Mackrodt and Stewart. Kittiratanawasin et al. recently calculated the Frenkel pair formation energies using
Ewald summation and the Fast Multiple Method (FMM) to assess the effect of periodic boundary conditions on
the calculated value. These two methods give the same formation energies for both the Mg and O Frenkel pairs
when the defects are separated by the nearest neighbour, with values of 11.8 eV and 11.9 eV, respectively.[92]
Therefore, the results of Kittiratanawasin et al. agree with the earlier conclusion that the formation of Frenkel
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pairs is similar for both species in MgO. When the defects are separated by 3 nm a difference appears between
the calculation methods, with the Ewald summation predicting more stable defects. At the larger separation
distance the value for the Mg pair are 13.5 eV and 13.3 eV and for the O pair are 13.1 eV and 12.8 eV for the
FMM and Ewald summation, respectively.[92] These results predict that the oxygen Frenkel pair is more stable
than the Mg pair at these separations but it is still consistent with the prediction that the Frenkel pairs have
similar energies in agreement with the results of Catlow et al. and Busker et al.[90, 84]

3.1.5.2 Density functional theory

DFT has also been used to calculate the formation of defects in MgO, with Gilbert et al. calculating the
Frenkel and Schottky defect energies. The calculated ES is lower than that calculated by the interatomic po-
tentials, with Gilbert et al. obtaining value of 5.97 eV in the 180 ion simulation cell.[88] The reason for the
lower ES is due to LDA tending to under predict the cohesive energy, making it easier to remove the MgO unit.
The DFT results support the prediction of Mackrodt and Stewart in that there is a difference in the stability of
the Frenkel pairs, with the Mg pair being the more stable. Gilbert et al. give values for Mg EFP of 10.35 eV
and O EFP of 12.17 eV. Again, these values are lower than the results from the interatomic potentials and this
is due to the lower charge on the ions in DFT than in the potentials, although the DFT results are higher than
the partially charged model of Busker et al., suggesting that these potentials were not correctly fitted for the
partially charged model. De Vita et al. also used LDA to study the energetics of defects in MgO, including
the Schottky defect energy using 16 and 32 ion supercells. The calculated ES values were 7.78 eV and 6.88
eV for the 16 and 32 ion cells, respectively.[93] These values are significantly higher than those calculated by
Gilbert et al. and may be due to the smaller simulation cell used in the study by De Vita et al., although De Vita
et al. claim that convergence tests showed that the defect formation energy quickly converges with the system
size. The difference may also be caused by De Vita et al. accounting for defect interaction through the periodic
repeat while Gilbert et al. did not. Accurate quantum Monte Carlo (QMC) calculations have been used by Alfѐ
and Gillan to calculated ES in MgO, as well as DFT. The calculated DFT result was 6.76 eV using the LDA
exchange energy.[93] This value agrees with the earlier DFT result of De Vita et al. and shows the value from
Gilbert et al. to be too low. AlfΓ and Gillan used a simulation supercell of 1024 ions and found that the value
for the 54 ion cell was within 0.2 eV.[93] A 54 ion cell was used for the QMC with 50,000 steps. The result
from the QMC was 7.5±0.53 eV, which is higher than the ES calculated by other computational methods, but
the confidence range brings it in close agreement with the DFT results.[93]

3.1.6 Comparison between experimental and simulated results

There is good agreement between the different computational methods and the experimental results for the
migration barrier for the oxygen vacancy, although the classical potentials generally predict that the barrier to
be smaller than those given by experiments. The simulated vacancy migration supports the value of 2.2 eV for
the V2− migration observed by both Sempolinski and Kingery, and Duclot and Deportes. However, there is a
large discrepancy between the experimental and simulated value for ES. The simulated value for ES depends on
the method used but predicts that the value is around 7 eV. The early experimental results give a value of 3.5
eV. Although a later experiment gives a value of 5.8 eV, there is still a large and significant difference for the
value of ES. The experimental results are implied from the vacancy diffusion barrier and the simulations show
that this method gives the wrong defect stabilities.

3.2 Zirconolite

Zirconolite is the proposed encapsulation matrix for the disposal of Pu by the NNL. Zirconolite has the
ability to be used in a number of different waste systems, such as SYNROC, glass ceramics or as a single phase
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matrix. In all these systems, zirconolite is the main Pu-bearing phase and will therefore be subjected to an
increased proportion of the damage sustained in the waste form. Zirconolite has received much attention due
to natural analogues that have a high concentration of U and Th. These natural analogues have shown that
zirconolite is able to retain actinide species within the structure in an amorphous state, as concentrations of U
and Th of 14 wt% and 20 wt% have been found in samples dated to 2.5 billion years old, respectively[11].
This evidence supports the case for the use of zirconolite as an encapsulant; it shows that it can retain Pu as
well as the decay products and prevent a distribution into the biosphere. However, these natural analogues have
different properties to those of the synthesised zirconolite, with a superior leach rate and radiation resistance,
which may be due to the heat treatment the natural analogues have been subjected to. The history of these
natural samples is difficult to identify and therefore to replicate on the synthesised samples. The superiority of
the leach rate of ceramics over that of glasses is an important part of their interest. Zirconolite has an interesting
leach rate property, in that unlike most ceramics where the leach rate increases as the lattice structure becomes
amorphous,[15] the leach rate of zirconolite only increases slightly when in an amorphous state compared to
the crystalline solid.[94] This has significant implications as the waste form is required to retain the actinide
species for up to one million years and it is expected that the host will become amorphous after several hundred
years.[95] Therefore, the performance of the waste form in the amorphous state is of significance as for the
majority of the time spent in the geological disposal facility (GDF), the structure will be in an amorphous state.
The ease of synthesising zirconolite is also one reason behind the NNL favouring it as an encapsulation matrix,
as oxides only need to be mixed and heated to form the structure. This means that an automated process can
be established, which will reduce the cost of the waste package as the amount of protection needed for staff
is reduced. The cost of the waste form is an important contribution due to the amount of Pu that needs to be
disposed (currently 100 tonnes in the UK).[96]

3.2.1 Ion beam bombardment studies

The capability of zirconolite to act as an encapsulant has been studied through various experimental tech-
niques. These different techniques allow for the different properties of the waste form to be examined and
assessed. Ion beam studies have been performed to simulate the effect of an α recoil event. Many different ion
beams have been used to study zirconolite such as Ar, Kr and He ions with various energies.[97, 98, 11] Wang
et al. have found that bombardment with 1 MeV Kr ions leads to the transformation of the zirconolite crystal
structure from monoclinic to cubic pyrochlore, observed via X-ray diffraction (XRD) spot shifts. At higher
ion bombardment rates, the structure will convert again to a defect fluorite structure, before becoming fully
amorphous.[98] The change in crystal structure is partially supported by the work of Gilbert et al. using 2 MeV
Kr bombardment which caused the formation of an amorphous region of around 1.1 μm.[11] The bombardment
also leads to the formation of a crystalline interface region between the amorphous and undamaged zirconolite
crystal, with XRD indicating that it has a different crystal structure to that of zirconolite but it was not assigned.
However, when Ewing and Wang[99] bombarded an annealed sample of natural zirconolite with 1.5 MeV Kr
ions only a ThO2 phase was observed, which formed during the annealing process, with the zirconolite becom-
ing amorphous. This difference in behaviour may be due to the fine polycrystalline structure of the annealed
sample; the small grains are not large enough to accommodate the new phase along with the amorphous region,
as was the case for the Gilbert et al. sample. The He ion bombardment does not result in the creation of a new
phase as with the Kr irradiation, owing to the smaller energy transferred into the structure for He implantation.
Zirconolite was bombarded with 200 keV He ions and only induced visible damage when the flux was at 1×1017

cm−2. At this flux, He accumulates but does not amorphorise the structure. This accumulation of He occurs at
a depth of 550-750 nm from the undamaged surface.[11]
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3.2.2 X-ray diffraction experiments

XRD has been used to determine the evolution of the zirconolite structure after irradiation as well as con-
firmation of the synthesis of loaded zirconolite. The Pacific Northwest National Laboratory (PNNL) used the
technique to show that a phase pure zirconolite was synthesised when loaded with Pu, U and Hf. The XRD
patterns also showed the formation of HfTiO4 and the presence of unreacted TiO2.[9] The time-resolved XRD
patterns show that when the monoclinic structure expanded, due to the radiation damage, the expansion oc-
curs predominantly along the c-axis. This swelling is in agreement with the work of Wald and Offerman[100]
and Strachen et al.[101] who previously observed such behaviour. In the PNNL study the zirconolite crystal
became amorphous after 741 days after receiving a dose of 2.6 x 1018

α g−1. However, when a loaded mixed
ceramic is studied (comprising of zirconolite, pyrochlore, brannerite and rutile) the zirconolite structure can still
be observed in the XRD patterns taken 960 days after accumulating a dose of 5 x 1018

α g−1.[9] The extended
survival of the zirconolite crystal in the mixed ceramic is due to the zirconolite crystal incorporating less Pu
than the loaded single phase; the zirconolite is in competition with the pyrochlore phase to host the Pu. There-
fore the structure obtains the dose at a slower rate, allowing more recovery in the mixed ceramic zirconolite.
Sinclair and Ringwood studied natural zirconolite samples using XRD and found that zirconolite retains a high
degree of lattice order, even after an irradiation dose, which would be equivalent to 106 years for zirconolite
as a component of SYNROC.[102] The studied zirconolite showed interesting recovery pathways as samples
were initially amorphous but upon heating to 800˚C a cubic defect fluorite pattern was observed. The mono-
clinic structure was obtained after heating to 1200˚C, although the pattern was reported to be simplified when
compared to synthetic zirconolite.[102] These results show that the recovery goes through a two-stage process
and may indicate that a similar process happens when the damage is created. Such a process was observed by
Wang et al. when ion beam irradiation was used. The XRD pattern as a function of dose has been studied and
indicates that the angle between (0 0 2) and (6 2 0) directions has increased from 81˚ to 90˚, which is interpreted
as the β angle changing from 100.5˚ to 90˚. This leads to the unit cell vectors becoming equal to 11.6 Å as
calculated from the ratio between d spacings.[103] Upon further irradiation the crystal becomes amorphous.
Analysing the diffraction peaks as a function of dose, Wang et al. predicted that the amorphisation sequence is:
zirconolite, pyrochlore, fluorite and then amorphous.[103] This pattern has been observed previously by Smith
et al.[104] and Ewing and Headly.[105] Clinard et al. found that during a bombardment of between 0.4 and
1.0 x 1025

α m−3, the zirconolite structure could be described more accurately by using either rhombohedral or
hexagonal symmetry than monoclinic, before becoming amorphous at higher doses.[14] However, the sequence
is challenged by more recent studies, PNNL observed no such transition in the XRD patterns, with no (311)
pyrochlore peak appearing. Also, Clinard et al. found that no disordered cubic phase was detected between the
hexagonal to amorphous structures.[14]

3.2.3 Electron diffraction studies

Clinard et al. found, using electron diffraction, that a dose of 6.1 x 1025
α m−3 accumulated over 460 days

was needed to amorphorise the fully substituted Pu zirconolite (CaPuTi2O7).[14] The results obtained in this
study were used to confirm the accumulation of an alpha recoil tracks model for damage progression. This
model describes four stages in damage production, the first consists of isolated damaged tracks in a crystalline
structure. The second stage is reached when these tracks overlap with each other. Stage three is reached when
the majority of the structure is in a damaged/amorphous state, and finally when the structure becomes diffraction
amorphous stage four is obtained. The effect of temperature on swelling was also studied in this work, with the
swelling saturated at 5.4 vol% for this loaded zirconolite at room temperature. The swelling decreased to 4.3
vol% when the temperature rose to 575 K, requiring 50% more damage to reach the saturation limit, while at
875 K only 0.4 vol% swelling occurred due to the sample remaining crystalline.[14]
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3.2.4 X-ray absorption studies

X-ray absorption studies (XAS) have been used to study the coordination of ions within the zirconolite
surface, using both XANES (X-ray absorption near edge structure) and EXAFS (extended X-ray absorption
fine structure) techniques. These experiments were performed at a grazing angle of below 3.4˚ to make the
technique more surface sensitive. An amorphous region (1000 nm thick) was created in a thin film of zirconolite
using 2 MeV Kr ions at room temperature. The structure of the XANES pre-edge of the amorphous region in
the synthesised zirconolite appears very similar to that of a natural zirconolite sample.[106] However, there are
clear differences when the grazing angle is increased to 45˚, which examines the bulk sample. This indicates
that ion beam irradiation produces the same surface damage as that of natural samples, which can be used to
defend the use of accelerated damage samples for use in leaching experiments. Reid et al. used a grazing
angle of 1.10˚ and 2.10˚ to observe the 5- and 6-fold coordinated Ti polyhedra, respectively. These angles show
a majority of 5-fold coordinated Ti polyhedra in the damaged region of the synthetic and natural zirconolite
compared to the 6-fold coordinated Ti. This result is a reversal of that obtained in the pristine sample, where 6-
fold coordinated Ti polyhedra are favoured.[106] These results confirm that the Ti environments are accurately
reproduced during ion beam bombardment compared to those produced through U and Th decay.

3.2.5 Leaching tests

The proposed use of zirconolite in the geological disposal facility (GDF) is as the first barrier and introduces
a barrier for release, which will slow the rate at which the actinide species can leave the repository. Therefore,
studies have been performed to measure the rate at which species are leached from the waste form. Two
techniques are used to study the leach rate. The first is a static method which involves the sample being placed
in a solution and measurements made over the time frame. The other technique is the flow technique and uses
a flow of solution through the experiment, which prevents a build-up of a saturated solvation sphere around
the sample and is a more accurate description of the process in the respository. Weber et al. used the static
method to study the effect of radiation damage on the leach rate of zirconolite. The samples were submerged
in deionised water at 90˚C for 14 days.[94] The leached species were measured by inductively coupled plasma
(ICP) emission and radiochemical analysis. An increased leach rate is reported for the amorphous zirconolite
compared to the crystalline sample based on the normalised elemental weight loss. The amount of Ti in the
solution for both samples was below the detection limit of the ICP and showed a strong resistance to the leaching
from the TiO polyhedra. However, there was an increase in the leaching of Ca and Pu in the amorphous sample,
with Ca increasing from 0.72 g m−2 to 5.99 g m−2, while the Pu increased from 0.02 g m−2 to 0.22 g m−2.
Although there is a 10 fold increase in the release of Pu, the increase in total weight loss is minimal due
to amorphisation, with the crystalline sample weight loss of 0.02% compared to 0.05% for the amorphous
sample.[94] Fillet et al. found two dissolution rates for Ca in a Nd-doped zirconolite, an initial release rate and
a saturated rate by studying the release of Ca between 50 and 200˚C. The initial rate was found to be 10−2 g
m−2d−1 at 100˚C and 10−1 g m−2d−1 at 200˚C, with an activation energy for hydrolysis of Ca of 22 kJ mol−1

(0.23 eV). The second rate is observed not to vary with temperature and is calculated to be 10−6 g m−2d−1.
This is thought to be due to the formation of an altered layer which limits further release. The formation of
a layer is confirmed by scanning electron microscope (SEM) and atomic force microscope (AFM).[107] The
initial rate of release of Ca at 100˚C is lower then that observed by Weber et al. if considered over the same 14
day period. This may be due to the Nd doping which occupied the Ca sites, meaning less Ca is in the structure.
Fillet et al. have stated that the initial rate lasts only a few hours or up to a day before dropping to the saturated
rate, therefore the value of Ca release over a 14 day period will be a combination of the rates reported by Fillet
et al. and will be even lower than those reported by Weber et al.. The effect of radiation damage on the leach
rate was also studied by Fillet et al. through the use of Pb ion bombardment at a dose of 3 x 1014 ions cm−2
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and 2 x 1016 ions cm−2. The initial rate of leaching was extended to 1-2 days for the amorphous samples, but
the rate was within 1.5 times the crystalline rate for both samples. The saturated leach rate was also similar to
the final rate, being 10−6 gm−2d−1. These results allowed Fillet et al. to propose that the chemical durability of
zirconolite is not fundamentally modified after radiation damage, in agreement with Weber et al..

The effect of pH on the leaching behaviour of undoped and Nd-doped zirconolite was studied by Larguem
et al. using the static method at 90˚C for 1-6 months.[108] It was found that the pH decreases in each sample is
due to the formation of metal hydroxides. The result from the deionised water showed that there was preferential
leaching of the Ca and Nd ions from zirconolite in agreement with the previous studies.[108] SEM was used
to study the surface of zirconolite after the leaching studies and found that the acidic environment led to no
visible alterations to the surface. However, this was not the case in the neutral and basic environments which
led to significant surface alterations. Elastic Recoil Detection Analysis (ERDA) measurements showed that the
basic environment led to the the least surface hydration.[108] The lack of the hydration layer may prevent the
protecting layer being formed, meaning that the leach rate may not decrease to the saturation levels; this is
significant because the GDF is designed to have a basic environment. However, only a weak pH dependence
was discovered by PNNL when studying non-radioactive-doped zirconolite, with the Mo release reaching steady
state within 200 days when using the flow technique.[9] Loaded samples were then investigated in various pH
environments and it was found that the Pu, Ti, Mo, Gd and U leach rates are similar at pH 2. In solutions
above pH 2 there is a decrease of 2 orders of magnitude in the leach rate of Pu and Ti, while the others remains
constant. It has been discovered that the rate of dissolution is invariant with experimental set-up also on the
Pu loading.[9] The decrease in leaching of Ti has been supported by more recent research by Pöml et al.

who found that the Ti concentration was an order of magnitude higher in the HCl solvent compared to the
other solvents.[109] However, this increase was also observed for the other elements.[109] Strong Ca leaching
was observed for all but the basic solution, with concentrations of 10, 8 and 5 µg/g in HCl, NaCl and H2O,
respectively. However, in NaOH and NH3 the concentration of Ca ions was only 0.2 and 1 µg/g, respectively.
In contrast to the results of Weber et al.[94] and at PNNL,[9] Pöml et al.[109] found that there was a difference
in leaching rates depending on the crystalline state of the zirconolite sample. The amorphous zirconolite sample
led to a very high concentration of Pu, Ca and Al ions in the solution and resulted in a thick layer of TiO2

forming on the zirconolite surface, while the crystalline sample was hardly attacked.[109] The results of Pöml
et al. also disagree with the activation energy for elemental loss calculated by Fillet et al. (22 kJ mol−1), as
Pöml calculated a value of 8±4 kJ mol−1 (0.08 eV), with an activation energy of 15-20 kJ mol−1 calculated
for Ti leaching. These dissolution energies calculated by Pöml et al. appear to be too low to account for the
stability of the Ti network and zirconolite substrate (after formation of the protecting layer) found in the other
studies. Pöml et al. also discovered an apparatus dependency on the concentrations observed. This study used
three different reactor vessels, Teflon, nickel and silver, due to temperature restraints and reactivity. The nickel
reactor caused a reduction in the concentrations of Ti, Zr and Ce ions compared to those from the Teflon vessel
(see above), although the experiments were carried out at a higher temperature, which should increase the rate
of release. The reaction was also carried out in a silver vessel to assess the effect of Ni on the reactions. Ag is
expected to be more inert than Ni. However, the Ag vessel led to a high concentration of Ca, Ce and Al ions in
solution. The particles were then examined under SEM and showed that the zirconolite sample had decomposed
into TiO2 and ZrO2 precipitates.

Ringwood et al. had previously studied the leaching of SYNROC and glass to compare the stability of
the waste form in either pure water or 10% NaCl under accelerated conditions, using high temperatures and
pressures.[10] Ringwood found that SYNROC A was unaltered in pure water at 1000 bars up to 600˚C for 24
hours. However, in the NaCl solution the kalsitite and leucite phase decomposed and led to the release of Cs
into solution. When SYNROC B was tested, which does not contain these phases, the samples were unaffected
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by the same treatment. SYNROC B was then loaded with 1% of U, Sr and Cs (one in each crystal phase). No
loss of these ions was observed in the same leaching test, even at temperatures as high as 800˚C.[10] Cs was
finally leached at 900˚C at 5 kb when the surface of hollandite crystal altered in TiO2, while the zirconolite and
perovskite phases retained all the U and Sr, even up to 1000˚C.[10] Borosilicate glass was studied under similar
conditions and completely devitrified and disintegrated under 1000 bars at 350-400˚C in 24 hours, with losses
of 50-90% Cs and 30-90% U.[10] The fact that no U was leached from the zirconolite phase under the extreme
conditions is in conflict with the recent studies that have found a low leach rate of dopants from zirconolite
in milder conditions. The difference could be due to the 24 hours Ringwood et al. used in their experiments
compared to the longer window used in the other studies. Oversby and Ringwood[110] also performed leach
tests on SYNROC samples and discovered a two rate limit for Ca release in support of the later results of
Fillets et al..[107] The time frame required to reach this second rate was dependent on the temperature of the
experiment, 3 weeks at 95˚C and 1 week at 200˚C.[110] At these two temperatures it was found that the rate
at which Ca ions leached from the SYNROC increased dramatically with temperature, while the Nd release
rate decreased, which Fillet et al. did not report. The Ti and Zr release rate was low and independent of the
temperature, which agrees with the more recent studies. Oversby and Ringwood also performed leach tests on
natural zirconolite samples to compare the results of the synthetic samples and found that the radiation dose has
a small effect on the durability of the sample in agreement with PNNL findings. The release of U ions from the
heavily damaged zirconolite was 5 times larger than the less damaged zirconolite, although the heavily damaged
sample had received a dose 100 times higher than the other sample, with leach rates of 2.1 x 10−7 g cm−2 d−1

and 4.1 x 10−8 g cm−2 d−1, respectively.[110]

3.2.6 Positron annihilation

Positron annihilation has been used to study the charge compensation in zirconolite, resulting from the
doping of Ce, Np and Pu ions on Ca sites and Al on Ti sites. Hadley et al. doped a zirconolite structure with
0.2 formula unit of Ce with either 0 or 0.4 formula unit Al for charge balance. When no Al was added, the
charge balance was expected to arise from cation vacancies. However, the use of ESR and thermogravimetric
measurements showed that the Ti acted as the charge balance by forming Ti3+ to prevent the introduction of
vacancies.[111] However, if the sample was oxidised it was found that the positron lifetime increased by 20%,
indicating that oxidised doped zirconolite introduced cation vacancies to act as charge balance. No vacancies
were introduced in the zirconolite structure when the Al acted as the charge balance. If a 0.1 formula unit of
Ce was introduced with no Al compensation then the positron lifetimes indicated that cation vacancies were
present. Reduction of the sample resulted in a decrease in positron lifetime, meaning that vacancies were absent
and the charge balance was accomplished through Ti3+ ions again.[111] This study was followed up with the
substitution of Gd into zirconolite at three different concentrations, 0.02, 0.1 and 0.2 formula units. Hadley et

al. discovered that for the 0.1 and 0.2 Gd doped samples, the partial charge balancing was achieved through the
substitution of Gd at Zr sites as well as Ca, in combination with the formation of Ca vacancies.[112] It was also
proposed that the 20% increase in positron lifetime in these doped zirconolite samples is due to the presence of
0.05 formula unit cation vacancies to balance the excess charge on the dopant.

3.2.7 Computational simulations

There have been a limited number of theoretical studies on zirconolite, due in part to the complicated
structure. The studies that have been performed have focused on classical cascade simulations, which simulate
the impact of the recoil nucleus with a lattice ion. Veiller et al. studied the recoil of an U ion in the bulk
of zirconolite with different initial velocities and studied the residual damage generated as a function of these
velocities. The Buckingham potentials used in the simulation were fitted to the lattice parameters and the
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atomic positions of the structure obtained by XRD experiments performed by Rossell[2] and splined to Ziegler,
Biersack and Littmark (ZBL)[113] potentials at small separation distances. The displacement energies (Ed)
were calculated for each element and ranged between 15 eV for O to 48 eV for Zr.[114] The damage resulting
from the cascade is divided into two regions. The first region is centred on the recoil track and is the creation
of a quasi-amorphous region. The second region comprises of isolated point defects which are separated from
the track.[114] The structure of the amorphous region was compared to observations made from experimental
EXAFS measurements, which identified trends in the amorphous structure. The simulated amorphous structure
agreed only with the experimental results for the disorder of the cation’s first coordination shell. The decrease in
coordination of Ca is observed in the simulations but not for the Ti ions, as found in the experiments. In contrast
to experiment observations there is no observed change in the second neighbour bond distance. However, Veiller
et al. believe that the amorphous structure obtained in the simulation will still capture the different trends in
the behaviour of the crystalline and amorphous structures.[114] Chappell et al. also studied the same loaded
zirconolite system but with more realistic kinetic energies of 70 keV, with the U substituted for a Zr ion.[115]
The potentials were fitted to the bulk structure but also to amorphous structures obtained from DFT relaxation
of classical MD calculations run at 5000 K. These potentials should give a more accurate description of the
healing that occurs within zirconolite as the potentials will not be biased towards the crystalline state. The
highly repulsive ZBL potentials were also used in these simulations. The simulations show that the oxygen ions
are the most mobile within zirconolite, followed by calcium. The Zr lattice position is the most stable site in the
structure, with the lowest number of defects normalised to the number of displaced O. It is proposed that this
is due to the size of the Zr ion and therefore the amount of energy to displace it from the lattice site, which is
supported by the Ed calculated by Veiller et al.. Analysing the coordination of the Ti polyhedra in the damaged
region, it was found that the common coordination was 2, 3 or 4 oxygen ions. This is in disagreement with the
experimental XAS studies that found that in amorphous zirconolite the favoured Ti coordination was 5.[106]
The resulting structure of the U recoil cascade can be divided into two regions, which agrees with Veiller et

al.. However, the first region is comprised of a large number of point defects in a crystalline structure, not
amorphous as predicted by Veiller et al.. There is agreement with the structure of the second region being
comprised of isolated point defects at a distance from the U track.[115]

Chappell et al. also extended their work to look at multiple cascade events occurring within the same
simulation cell. This was achieved by initiating a second 70 keV cascade from the structure obtained from the
single cascade simulation. The residual damage from the dual cascade is larger than that obtained from the
single cascade event. The resulting crystal structure is also changed as the end of the track is now amorphous
instead of a highly damaged crystal.[115] The dual cascade led to an interesting defect distribution, with, as
predicted, a large number of Ca and O defects. However, the second cascade led to a significant reduction in
the number of Zr and Ti residual defects.[115] Despite this, there is a 7% increase in the residual damage from
the dual cascade compared to two single cascades. This has led Chappell et al. to predict that damage recovery
is much more difficult in an already damaged structure and that this may lead to the tendency for amorphisation
to be higher than expected.

3.3 Summary

This chapter shows that there is good agreement between the experimental and theoretical studies in MgO
for the defect properties, although there is significant differences between the formation energy of Schottky
defects. The computational simulations are also able to give an answer to conflicting experimental results, such
as the Mg vacancies. The vast amount of experimental results in the literature means that the computational
models are able to check accuracy and therefore make useful and accurate predictions.

The current understanding of the defects in zirconolite have come from experimental studies, with the lim-
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ited computational results in agreement with the behaviour of the bulk under irradiation. The coordination
changes of the titanium polyhedra are the most prominent changes in the bulk due to an irradiation event,
observed both experimental and theoretically, as well as the ease in formation of the Ca defects, seen in the
leaching studies and the cascade simulations.
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Chapter 4

Point defects in MgO

4.1 Introduction

Radiation events, such as the decay of encapsulated radio-nuclides, produce high energy particles, such as
alpha particles, and recoil nuclei with energies of the order of several tens of keV. The high velocity nuclei and
particles exchange energy with the host atoms and create regions of local dynamic disorder in the lattice. The
disordered system recrystallises over a period of a few tens of picoseconds but residual defects remain and it
is the long timescale evolution of these residual defects that will eventually modify the microstructure of the
material.[116, 117] The initial radiation event can be successfully modelled by molecular dynamics cascade
simulations but long timescale methods, such as kinetic Monte Carlo[92] and rate theory,[118] are required to
investigate microstructure evolution.

The interaction of the alpha particle with the host matrix results in the loss of energy via two mechanisms,
elastic and inelastic collisions (figure 4.1). The energy loss due to the elastic collisions with atoms is known as
nuclear stopping, Sn. The dissipation of energy into the atomic system causes the dynamic disorder associated
with radiation damage. The energy loss due to inelastic collisions with electrons is known as electronic stopping,
Se. The Se results in the excitation of electrons as the energy is absorbed from the alpha particle. This results
in the formation of excited electrons, holes and excitons, which are able to diffuse through the material and
become localised in the lattice (self-trapping) or at defect/impurity sites (trapping). The energy of an alpha
particle ejected from an actinide is around 5 MeV,[15] at these energies there is an average of three orders of
magnitude difference between Se and Sn for a ceramic material. Therefore, more energy will be dissipated into
the electronic system before sufficient energy has been removed from the alpha particle for Sn to dominate. This
is shown by the alpha particle causing about 100 atomic displacements in zircon compared to the 1000 created
by the recoil particle.[15]

Radiation damage simulations have traditionally employed classical methodologies because the length and
timescales required are orders of magnitude higher than those feasible for ab initio methods. The cascade
simulations that are usually performed give a good description of Sn but take no account of Se and therefore
they neglect the contribution to radiation damage from electronic excitations. There has been a recent revival of
interest in attempting to understand and include these effects, with notable progress in metallic materials.[119,
120, 121] Electronic excitations in insulating materials are more complex than those in metals as the band
gap results in a range of additional processes, including the trapping and self-trapping of electrons, holes and
excitons.[122] The trapping of electrons and holes at defects in ionic crystals is particularly relevant to radiation
damage,[123] as the trapped carriers will effectively change the net defect charge and this will have a strong
effect on defect migration energies, and hence the microstructure evolution. Such effects cannot be reliably
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Figure 4.1: A comparison of the nuclear and electronic stopping power in silicon. The vertical dashed line
shows the average energy of an α particle emitted from an actinide element. Graph calculated by SRIM.[4]

studied using classical methods. Trapped electrons and holes will also affect the defect formation energies in
ionic crystals.

MgO has been studied because it is considered to be a model oxide because it is a binary oxide with the
simple face centred cubic crystal structure. MgO has also received a large amount of attention, both experimen-
tally and theoretically, allowing a comparison of the results to the literature. The comparison with the literature
is important as it will allow the confidence in the modelling of the different charge states, meaning the obtained
results are not an artifact of inaccurate models. The doubly charged ions in MgO make it more suitable for this
research than another model oxide, NaCl, as it allows more charge states to be studied and thus allows a wider
set of conclusions to be drawn on the effect of charge localisation on defect properties.

Electrons are known to localise on O vacancies in MgO and holes can localise on O interstitials. We focus
on oxygen defects because of the stronger charge localisation. We investigate the effect of charge localisation
on oxygen vacancy and interstitial formation energies in MgO. We calculate defect formation energies for O
vacancies with zero (F2+), one (F+), and two (F0), trapped electrons and O2− interstitials with zero, one and
two trapped holes. These energies are used to calculate Frenkel defect energies for neutral, singly charged
and doubly charged defect pairs along with the corresponding migration barrier energies for the vacancies and
interstitials. Frenkel pairs are created by radiation events in crystals and it is the creation and migration of these
defects that dominate the long timescale evolution of the microstructure.

4.2 Computational method

The defect formation energies and the migration energies were calculated using density functional the-
ory (DFT) with the Vienna ab initio simulation program (VASP) plane wave code.[124, 125] The generalised
gradient approximation (GGA) with Perdew and Wang (PW91) exchange correlation potentials,[50] projected
augmented waves (PAW) and a plane wave basis set cutoff of 700 eV were used with Γ point sampling of the
Brillouin zone. A simulation cell with 3x3x3 unit cells of MgO (216 ions) was constructed and the cell was
relaxed until the energy difference was less than 0.01 eV per atom, which resulted in an MgO lattice parameter
of 4.14 Å. This compares with the experimental value of 4.24 Å.[126] A vacancy was created in the cell by
removing an Mg or an O atom. The number of electrons was adjusted to give the required charge state of the
defect. A geometry optimization, with the cell parameters fixed, was performed until the forces were less than
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0.01 eV Å−1. Interstitial energies were calculated by adding an O or an Mg atom to the cell in two distinct
configurations and adjusting the number of electrons to obtain the required charge state. In one configuration
the interstitial configuration was initiated with the extra atom in the centre of a cube of atoms and in the other
a dumb-bell interstitial, oriented in the <110> direction, was created by adding the interstitial atom close to a
lattice atom.

The 3x3x3 super cell was selected for this research after checking conversion of the vacancy formation en-
ergy. The conversion of the cell size was checked though the vacancy defect energy in three different supercells,
3x3x3 (216 ions), 4x4x4 (512 ions) and 5x5x5 (1000 ions). The F0 defect energies are 10.10 eV and 10.12 eV
for the 3x3x3 and 4x4x4 supercells, respectively. While the 5x5x5 required to much time too converged the
forces, so was dismissed. Also the 3x3x3 supercell had been used previously by Carrasco et al.[127] to calculate
the migration of the neutral oxygen vacancy in MgO, therefore allowing the accuracy of the simulations to be
checked.

The migration energies were calculated using the standard nudged elastic band (NEB) functionality of
VASP.[60] The initial and final configurations of the defect migration path were optimised and used as the
end points for the NEB calculations. The initial configuration was selected so that the defect occurred near the
centre of the simulation cell. The final configuration was achieved by the same defect configuration in another
position in the lattice, for the vacancies it was across the xy plane. The interstitials were shifted into the next
unit cell. The initial guess of the migration pathway was a linear interpolation between these two configuration.
The migration path was then optimised through the NEB calculation. A spring constant of 5 eV Å−2 was used
with five images along the path. Each image was optimised until the forces were less than 0.01 eV Å−1.

The neutral (Schottky and Frenkel pair) defect combination energies are calculated from the isolated point
defect energies using equation 4.1. The Schottky defect energy (Es) is defined as:

Es = (EvMg + qvMg∆V )+(EvO + qvO∆V )−
[
(2NMgO−1)

Ep

NMgO

]
(4.1)

here EvMg is the energy of the cell containing a magnesium vacancy, EvO is the energy of the cell containing
an oxygen vacancy, qΔV is the potential alignment correction,[57] NMgO is the number of MgO units in the
perfect cell (108 in this case) and EP is the total energy of the perfect cell.

The Frenkel defect energy (EF ) is defined as:

EF = (Ev + qv∆V )+(Ei−qi∆V )−2Ep (4.2)

here Ei is the energy of the cell containing the interstitial ion.

4.3 Results and discussion

4.3.1 Defect formation energies

The defect formation energies were calculated for oxygen vacancies and interstitials in three different charge
states and the doubly charged Mg vacancy (V2−). The formation energies for the isolated defects were combined
to obtain the Schottky and Frenkel defect energies for comparison with previous calculations. Since only the
doubly charged Mg vacancy energy could be reliably calculated, the Schottky defect energy (equation (4.1))
was calculated for the doubly charged defects only and the result is shown in table 4.1. The calculated value
for the Schottky defect energy is 5.05 eV. This is lower than the corresponding values for the Schottky defect
calculated using a range of classical potentials.[88, 90, 89, 84, 91] The reason for the lower defect energy than
the classical potential may be due to the lower charge on the ions than in the DFT calculation (±1.6) than the
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Table 4.1: Schottky defect energy for the doubly charged vacancy pair.[1]

Schottky pair Schottky energy (eV) Literature results (eV)With correction Without correction
F2+ + V2− 5.05 5.23 7.2[88] 7.5[89] 7.5-7.9[90]

7.53[91] 8.44[84] 8.2[128]
5.97[88] 6.88[93] 6.99[129]

Figure 4.2: Relaxed configurations of the a) O2−, b) O2
3− and c) O2

2− interstitials viewed in the (001) projec-
tion. The red spheres show oxygen ions and green spheres show magnesium ions.[1]

classical simulations (±2). The lower charge on the ions reduces the Coloumbic repulsion of the remaining
ions surrounding the vacancies, thus reducing the energy cost of creating the vacancies. This is due to the
structure of MgO, as the creation of the doubly charged vacancy make that site either positive or negative with
respect to the lattice, depending on the vacant species. This charged site is then surrounded by similar charged
ions as the site, causing the relaxation of these ions away from the vacancy site. Doubly charged Schottky
defect energies have previously been calculated using ab initio techniques using the Hartree Fock embedded
cluster method[128] and periodic DFT[93, 88, 129] using 32, 128 and 180 ion cells, respectively, with LDA
pseudopotentials. De Vita et al.[93] and Alfe and Gillan[129] employed Γ point sampling of the Brillouin zone
and obtained a value of 6.88 eV and 6.99 eV, respectively, while Gilbert et al.[88] used a 6x6x6 k-point mesh
with a localised orbital methodology and obtained a defect formation energy of 5.97 eV. The lower value for
the Schottky defect energy calculated here can be explained by the GGA methodology used in this research,
which tends to predict lower cohesive energies[130] and thus lower defect energies, than the LDA methods
employed in previous publications. The Hartree Fock value obtained by Grimes and Catlow is 8.44 eV[128]
and is the highest value for the Schottky formation energy. The previous ab initio calculations have not used
a potential alignment correction and this means that the vacancy energies obtained to calculate the Schottky
defect formation energy are not offset to the same zero energy. Therefore, Lany and Zunger propose that these
values are not physically meaningful.[57]

4.3.1.1 Oxygen interstitials

The energies of O interstitials with three different charge states were calculated by relaxing from two dif-
ferent starting configurations for each charge state, as described in the previous section. The configurations
with the lower energies were identified and these are shown in figure 4.2. For the O2− interstitial, the preferred
interstitial site was found to lie in the centre of a cube of atoms, as was seen in previous classical simulations.
Bader analysis showed that the O2− interstitial, which is located in the centre of a cube of ions, has 0.1e less
charge than the lattice oxygen ions (-1.5). The density of states (DOS) of the O2− show that two defect levels
are created in the band gap, at 1.88 and 1.90 eV above the valence band. These defect levels are both occupied
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Figure 4.3: Electronic DOS of the cell containing the O2− interstitial. The two defect levels are smeared into
one level located around the Fermi level.

by two electrons. These defect levels are constructed from p orbitals of the interstitial.
The O2

3− defect favoured a <110> dumb-bell configuration (figure 4.2b) with the split interstitials separated
by 1.87 Å. In this structure, Bader analysis showed that electron density was transferred from the lattice O ion
to the interstitial and the surrounding O ions, giving an equal -1.22 charge on the dumb-bell atoms. The DOS
has shown the formation of this dumb-bell defect created two defect levels in the band gap. These levels are
0.28 and 1.00 eV above the valence band. These defect levels are both occupied and occur in the spin-up and
spin-down configurations.

The neutral interstitial (O2
2−) relaxed into a <111> dumb-bell configuration with a separation of 1.42 Å

between the split interstitial ions (Figure 4.2c). The semi-empirical calculations of Brudevoll et al.[131] also
found this to be the favoured dumb-bell configuration for the neutral interstitial. It was previously assumed by
experimentalist[132] that the dumb-bell was orientated in the <110> direction but the calculations presented
here suggest that the lowest energy configuration is the <111> dumb-bell. The Bader analysis of the neutral
split interstitial gave a charge of -0.8 on both oxygen ions. This shows that 0.8e were transferred from the
lattice ion to the neutral interstitial, leading to the strong dumb-bell formation. The larger electron transfer for
the O2

2− interstitial accounts for the smaller dumb-bell separation, as the higher shared electron density forms a
stronger covalent bond than for the O2

3− interstitial. Analysing the DOS shows that there are four defect levels
in the band gap, caused by the presence of the O2

2−, two in the spin-up configuration and two in the spin-down
configuration. The two spin-up defects states occur at 0.32 and 0.72 eV above the valence band, while the
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Figure 4.4: Electronic DOS of the O2
3− interstitial in the <110> dumb-bell. Alpha shows spin-up states, beta

shows the spin-down states.
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Figure 4.5: DOS of the O2
2− interstitial in the <111> dumb-bell configuration.
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Table 4.2: Frenkel pair energies for the oxygen ions with various oxidation states and the doubly charged Mg
ions.[1]

Frenkel pair Frenkel energy (eV) Literature results (eV)
With correction Without correction

O2
2− + F0 10.28 10.28

O2
3− + F+ 11.93 11.89

O2− + F2+ 13.32 13.28 13.57[86], 15.2[89], 13.81[84], 12.2[88], 13.6[88]
Mg2+ + V2− 10.41 10.37 10.35[88], 14.1[88], 14.1[86]

spin-down levels are at 0.32 and 0.72 eV above the valence band.

4.3.1.2 Magnesium interstitials

The magnesium was inserted into the lattice in the same positions as the oxygen interstitials, to locate the
lowest energy site. Zero, one or two electrons were added to the system to simulate the different charge states.
The favoured site for the Mg2+ was in the centre of the 8 membered cube, similar to the O2−. Bader analysis
shows that the interstitial has a charge of +1.50. The centre of the 8 membered cube was also the favoured
site for the other Mg interstitials considered. However, upon performing Bader analysis on the Mg+ and Mg0

interstitial configurations, the charge of these interstitials were +1.50 and +1.49. In both of these cases the excess
electrons inserted into the simulation cell were delocalised over all the oxygen ions. The Mg2+ interstitial does
not localise electrons because the conduction band of MgO is constructed from the s orbital of the magnesium
ions,[133] so the addition of the electron is delocalised over the conduction band.

4.3.1.3 Magnesium vacancies

The magnesium vacancies were studied in three charge states, the V2−, V− and V0 with zero, one and
two holes localised on oxygen ions adjacent to the vacancy, respectively. The V2− caused the displacement
of the surrounding lattice oxygen ions by 0.12 Å from the bulk positions. The V− vacancy was simulated by
moving an oxygen ion away the vacancy by 0.12 Å, to break the symmetry around the vacancy to allow the
hole to localise. The isosurface of the V− unpaired electron is shown in figure 4.6, this shows that the hole is
delocalised over all 6 oxygen ions surrounding the vacancy. This is the incorrect structure of the V− as ESR
experiments show that the hole is localised on a single oxygen ion next to the vacancy. This incorrect structure
is caused by the self interaction error in DFT. ESR results show that the V0 vacancy localises the two holes
on oxygen ions 180º apart. However, the isosurface of the V0 vacancy has the holes delocalised over the six
oxygen ions, as for the V− vacancy.

4.3.1.4 Frenkel defect pairs

The calculated O interstitial formation energies were combined with the vacancy formation energies to
calculate Frenkel energies (equation (4.2)) for three oxidation states and the results are summarised in table 4.2.
Only the doubly charged Mg pair is considered here because of the reliability of the results of the Mg defects in
the other charge states. The available classical and other ab initio results are also included in this table. There
is good agreement between the DFT results and the classical results for the O2− Frenkel defect, indicating that
empirical potentials give a good description of the doubly charged defects in MgO. There is a wide scatter in
the results obtained using empirical potentials, with values ranging from 13.57-15.2 eV.[86, 84, 89] Previous
DFT calculations give Frenkel defect energies of 12.17 eV and 10.35 eV for the oxygen and magnesium ions
respectively, using a 180 ion cell with localised orbitals and LDA pseudopotentials.[88]

There are no previous calculations for O2
2− and O2

3− Frenkel defects in MgO. Our calculations indicate
that the neutral O2

2− Frenkel defect has a formation energy which is 3 eV lower than the O2− Frenkel defect
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Figure 4.6: Isosurface of the unpaired spin at 0.04 e Å−3, showing the delocalisation of the hole associated with
the V− vacancy.
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Figure 4.7: Migration barrier of the O2− (diamonds), O2
3− (squares) and O2

2− (circles) interstitials in MgO.[1]

energy. This has significant implications for radiation damage because the number of oxygen Frenkel pairs
created by a radiation event could be much higher than predicted from classical simulations.

4.3.2 Defect migration energies: interstitials

The migration barrier energies of the three oxygen interstitials were calculated by NEB (5 images), with the
points fitted with a cubic spline in figure 4.7, and the results are summarised in table 4.3. The barrier for the O2−

interstitial is lower than those predicted by classical simulations[86] and previous LDA DFT calculations.[88,
131] The barrier is lower than the classical simulations because of the lower charge on the interstitial oxygen in
this simulation (-1.5) than the formal charge in the classical simulation (-2), which results in a lower Coloumbic
repulsion between the two dumb-bell oxygen ions at the saddle point in the DFT simulations. The saddle
point for the O2− interstitial migration is the <111> dumb-bell configuration, with a split interstitial distance of
2.27 Å, as shown in figure 4.10a. The electron density of the interstitial does not change significantly during
migration.

The O2
2− interstitial migration energy was lower than that found previously, although the same migration

pathway was found in both studies. The lower barrier found in this study is due to the larger lattice constant and
larger unit cell compared to those used in the LDA simulations of Brudevoll et al..[131] Brudevoll et al. used a
simulation cell of 16 ions, with the lattice constant set at the experimental value of 4.21 Å.[131] Brudevoll et al.
calculated the migration barrier through constrained minimisation using a full potential linear-muffin-tin-orbtal
(FP LMTO) approach. The migration path for the O2

2− interstitial was calculated to be along the diagonal of
the face of the cube of ions, with the saddle point shown in figure 4.10c. The migration involves the rotation
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Table 4.3: Migration of the oxygen interstitials with two, one and zero trapped holes.[1]
Defect Barrier (eV) Literature results (eV)
O2

2− 1.04 1.45[131]
O2

3− 0.06
O2− 0.33 0.40[86], 0.44[88], 0.54[131]

of the <111> dumb-bell to a <110> dumb-bell, the motion along the <110> direction, the formation of another
<110> dumb-bell and, finally, rotation to the <111> dumb-bell configuration, this is shown in figure 4.8. Bader
analysis shows that there is a redistribution of the electron density as the oxygen interstitial passes through the
saddle point. The interstitial ion loses 0.09e compared to the initial structure giving a charge of -0.78, while
the lattice oxygen from the dumb-bell gains 0.44e as the dumb-bell is broken giving a charge of -1.26. The
extra electron density comes from the lattice ion that will become part of the dumb-bell, with the loss of 0.35e
compared to the initial configuration resulting in a charge of -1.27. This redistribution of the electron density
results in both lattice oxygen ions involved in the migration process having the same number of electrons at the
saddle point. The migration barrier predicted for this pathway is 1.45 eV compared to my value of 1.04 eV;
the reason for the larger barrier obtained from Brudevoll et al. is the small simulation cell. The small cell is
responsible for the larger barrier because the transition state is highly strained with the oxygen ion migrating
through the cubic face. The limited cell size may prevent the full relaxation of the saddle point configuration,
resulting in the higher energy.

The singly charged interstitial was found to have a significantly lower migration barrier (0.06eV) than the
other charged states. In order to check the accuracy of the calculation, the number of NEB images was increased
to 11 but this was found to have no effect on the barrier height. The saddle point for the O2

3− interstitial
migration path (figure 4.10b) has the interstitial slightly out of the <010> plane. There is a redistribution of the
electron density at the saddle point, with the lattice ion from the initial dumb-bell regaining 0.16e of the 0.2e
it initially donated to the dumb-bell giving a charge of -1.25. This electron density is donated from the lattice
oxygen the interstitial is moving towards, with this oxygen losing 0.14e compared to the initial configuration
resulting in a charge of -1.58. There is no significant change in the electron density associated with the interstitial
during migration.

4.3.3 Defect migration energies: vacancies

The energies along the migration paths, calculated from the nudged elastic band images, are plotted for
the O vacancies with three different charge states in figure 4.11. The activation energies for the three oxygen
vacancies were calculated by fitting the points using a cubic spline and the migration barriers are summarised
in table 4.4, along with the values calculated using other methods. Figure 4.11 shows that the migration path
was independent of the charge state of the vacancy, as the saddle point occurs at the same point each charge
state. The saddle point is where the diffusing lattice oxygen is between the two Mg ions in the cube face. The
saddle point of the F+ vacancy involves the delocalisation of the localised electron between two vacant lattice
sites, as shown in figure 4.12. The saddle point of the F0 is consistent with that of the F+ vacancy, as it involves
an electron in each of the vacant sites. We note that for each extra electron that is trapped at the vacancy the
activation energy increases by approximately 1 eV. The F0 and F+ migration energies are significantly higher
than the results obtained previously using semi-empirical methods (3.1 eV and 2.7 eV, respectively) but the
F0 migration energy is consistent with the previous DFT result of 4.2 eV. Carrasco et al. used the PW91
implementation of GGA to calculate the F0 vacancy migration barrier via a constrained search for the saddle
point.[127] The difference in barrier heights between this work and Carrasco et al. is larger than one would
expect, as both results are obtained using PW91. Three differences have been identified between the calculation
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Figure 4.8: Migration path of the O2
2− interstitial. Showing the a) <111> dumb-bell, b) <110> dumb-bell, c)

saddle point through the <110> face, d) <110> dumb-bell and e) <111> dumb-bell. The smaller spheres show
the layer above the interstitial.
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Figure 4.9: Migration path of the O2
3− interstitial. The smaller spheres show the layer above the interstitial.
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Figure 4.10: Saddle point configurations of the a) O2−, b) O2
3− and c) O2

2− interstitial migration paths.[1]

Table 4.4: Migration barriers of the oxygen vacancies with two, one and zero trapped electrons.[1]
Defect Barrier (eV) Literature review (eV)

F0 4.81 4.2[127], 3.1[134]
F+ 3.68 2.7[134]
F2+ 2.38 2.0[86], 2.12[84], 2.5[134], 2.48[93], 2.71,[68] 2.61,[69] 2.42[70]

that may account for this, the number of k points used to sample the Brillouin zone, the pseudopotential used to
described the inner electrons of the oxygen ions and the method to calculate the migration barrier. Carrasco et

al. employed a 2x2x2 mesh sampling of the Brillouin zone compared to the Γ point sampling of the Brillouin
zone employed in this research. Also a different plane wave cut off is used by Carrasco et al. which indicates
that a different pseudopotential for the inner electrons of the oxygen ions had been used compared to this work.
The hard oxygen pseudopotenials used here give a more accurate description of the inner-electron wavefunction
than those used in Carrasco et al. calculations. These differences have limited effect on the formation energy
of the F0 vacancy with respect to the oxygen atom in the cell as a reference state, as the result of 10.09 eV
from Carrasco et al. is in good agreement with the value of 10.10 eV obtained in this work. However, there
is a significant effect on the lattice parameter obtained in these calculations. The Carrasco et al. result of 4.24
Å is the same as the experimental result of Schmahl and Eikerling,[126] while a value of 4.14 Å obtained here
has an error of 2.36%. The error associated with this calculation although small has possibly arisen from the
use of Γ point sampling of the Brillouin zone. The higher diffusion barrier obtained from this work compared
to Carrasco et al. is the result of the smaller lattice parameter, as at the transition point there will be more
steric hindrance as the oxygen ion passes between the magnesium ions, resulting in a less favorable transition.
Also the method of calculation of the barrier height is different, with the NEB method used in this research
being more accurate. The F2+ migration barrier is in good agreement with experimental results obtained from
the exchange rate of oxygen between the gas phase and the solid oxide using oxygen isotopes, which range
between 2.42 eV and 2.71 eV.[70, 69, 68]

The observed trend in barrier height is supported by embedded DFT calculations performed by Reveles et

al., who studied the diffusion of oxygen vacancies in different charged states on the [100] surface of MgO.[135]
Reveles et al. obtained a migration barrier of 2.84 eV for the F0 vacancy and barriers of 2.18 eV and 0.94 eV for
the F+ and F2+ vacancies, respectively.[135] This shows that there is a significant difference in barrier heights
for the migration of vacancies in the bulk and at the surface, although the charge state trend is maintained. The
lower migration barriers at the surface is due to the lower coordination of the surface ions, this is seen in the
diffusion pathway observed by Reveles, where the diffusing oxygen ion moves out of the surface to migrate
over the two Mg ions at the saddle point. This diffusion out of the surface plane will lower the strain at the
transition point, compared to the bulk diffusion, resulting in a lower barrier height.
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Figure 4.11: Migration barriers for the doubly charged (squares), singly charged (circles) and neutral (diamonds)
oxygen vacancies in MgO.[1]

Figure 4.12: The saddle point in the migration of the F+ vacancy. The isosurface (0.03 e Å−3) shows the electron
delocalised between the two vacant lattice sites. The large sphere show ions in the plane of the vacancy, the
small spheres show ions in plane above the vacancy.
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Table 4.5: Migration barriers of the Mg vacancies in two different charged states.
Charge state Migration barrier (eV) Literature results (eV)

V0 2.25
V2− 2.23 2.12[86], 2.39[93]

The diffusion of the Mg vacancies was studied using constrained minimisation, to check whether the incor-
rect description of the hole localisation prevented the charge state effects. The results for two different charge
states are summarised in table 4.5. Table 4.5 shows that the migration barriers are consistent for both charge
states of the vacancy. Therefore, the incorrect description of the localisation of the holes associated with the
vacancy means that the standard DFT methodology cannot be used to study the charge effects on the migration
of the magnesium vacancies. The migration barrier of the V2− vacancy is in agreement with the previously
calculated barriers for the defect. The De Vita et al. barrier of 2.39 eV was obtained through constrained min-
imisation using LDA in a 32 ion cell and this is in agreement with the classical value from Uberuaga et al. of
2.12 eV.

4.4 Conclusions

The effects of charge localisation on oxygen point defect properties in MgO were investigated using periodic
DFT. The charge state was found to have a strong effect on the minimum energy configuration of O interstitials,
with O2

2− and O2
3− interstitials relaxing to dumb-bell configurations whereas the minimum energy configura-

tion for the O2− interstitial was found to be in the centre of a cube of ions. The dumb-bell formed by the O2
2−

interstitial resulted in more charge transfer from the lattice ion (0.8 e) and a shorter split interstitial separation
(1.4 Å) than the O2

3− dumbbell (0.2 e and 1.9 Å). The relaxed configuration has a significant effect on the
migration pathway of O interstitials and, therefore, the migration barriers for the different oxidation states. The
O interstitial showed enhanced radiation diffusion, with the trapping of a hole on the O2− interstitial resulting
in a surprisingly low migration barrier. The O interstitial formation energies were combined with O vacancy
formation energies to calculate Frenkel defect energies for three oxidation states. It was found that the neutral
Frenkel pair had a formation energy 3 eV lower that the doubly charged Frenkel pair and that the singly charged
O Frenkel pair had an energy 2 eV lower than the doubly charged Frenkel pair.

The charge state was also found to have a large effect on the migration barriers for the oxygen vacancies.
The F0 vacancy was found to have a migration barrier 2 eV higher than the F2+ vacancy and the F+ vacancy
was found to have an intermediate barrier height between the F0 and F2+ vacancies.

The results presented in this chapter have significant implications for radiation damage simulations of MgO
and other oxide materials, such as UO2. Radiation damage simulations have been traditionally carried out using
empirical potentials with formal charges, thus only charged defects are created in these simulations. However,
if the neutral defects are more stable, as suggested by the DFT calculations, then many more oxygen defects
may be created than classical methods predict. In addition, the neutral oxygen defects will have significantly
higher migration barriers than doubly charged defects, therefore the diffusion rates to sinks and clusters will be
lower. The results suggest that O defects could survive longer as isolated point defects than Mg defects, which
have much weaker charge localisation, and this will have a dramatic effect on the microstructure evolution of
oxide materials subjected to radiation damage.
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Chapter 5

Interstitial clusters in MgO

5.1 Introduction

Monte Carlo simulations are a common method of extending the length and time scales of molecular dy-
namics (MD) cascade simulations towards experimental time and length scales. The Monte Carlo calculations,
as well as the other accelerated methods, like rate theory, usually only take account of the migration of the iso-
lated defects and dimer clusters. The assumption is made that larger defect clusters are immobile and therefore,
do not take part in the evolution of the damage in the system.

Temperature accelerated dynamics (TAD) simulations were performed by Uberuaga et al. to examine the
long time evolution of radiation damage in MgO.[86] Cascade simulations were performed for a few picosec-
onds and used as the input for the TAD calculations. The TAD method is an accelerated molecular dynamics
technique, allowing larger timescales to be studied than possible in MD. The TAD method involves running
MD simulations at a higher temperature (Thigh) than the temperature the simulation of interest is run at (Tlow),
while constraining the dynamics to the current potential well. The time of events observed at Thigh are then
extrapolated to Tlow. Once a TAD cycle is complete, the first event to occur at Tlow is taken and the system
moves into the new potential well and a new TAD search begins in that well.

The TAD simulations found that the defects created by the initial cascade aggregated together to form
larger defect clusters than the dimers seen in the cascade simulation. The TAD results also showed that the
migration barriers increased as the interstitial cluster size increased, in agreement with the assumption made in
Monte Carlo simulations. However, after 4.1 second in the TAD simulation a hexa-interstitial was formed by
the diffusion of a di-interstital to an immobile tetra-interstitial cluster. This hexa-interstitial was found to be
highly mobile along the <110> direction, with a migration barrier height of 0.24 eV compared to the isolated
oxygen interstitial barrier of 0.40 eV.[86] The hexa-interstitial migration barrier was checked using DFT and
the barrier increased to 0.33 eV but it was still smaller than the barrier for the isolated interstitial.[86] The octa-
interstitial also showed a low migration barrier of 0.66 eV, lower than the barrier of the di-interstitial.[86] It has
subsequently been shown that the penta-interstitals also showed enhanced mobility, with a barrier height close
to that of the di-interstitial.[136] These results show that the assumption used in extended dynamic simulations
to assume that defect clusters are immobile are invalid, meaning that these simulations may miss important
effects caused by these clusters on the evolution of defects in the material.

We have shown that there is a significant effect of charge localisation on the structure and mobility of
oxygen interstitials. The enhanced mobility of the O− interstitial was proposed to increase the rate at which the
interstitial would diffuse to defect sinks, such as grain boundaries and defect clusters. This could lead to the
growth of the large defect clusters being faster than that seen in the TAD simulations. Also, a pre-existing defect
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cluster could act as a trap for an excited electron or hole, adjusting the charge state of the cluster accordingly.
The effects observed in the isolated point defects could also occur in the larger defect systems. Therefore, the
highly mobile hexa-interstitial cluster has been studied in different charge states to observe if charge localisation
has an effect in larger clusters.

The predicted durability of a ceramic waste form could be overestimated from simulations if charge localis-
ing effects were present in the larger clusters. The mobility of large defect clusters that is observed in the TAD
calculations, which is ignored in Monte Carlo simulations, means that the evolution predicted by Monte Carlo
simulations is inaccurate. The mobility of large defect clusters could have a significant effect on the durability
of the material, affecting the shear strength of the waste form.

The structure of the hexa-interstitial cluster has been studied in three charge states, (MgO)3
0, (MgO)3

+ and
(MgO)3

2+, to determine if there is a dependence similar to that found for the isolated defects. The migration
barrier for each of these charge states has been calculated for comparison to the isolated oxygen interstitial
defects.

5.2 Computational method

Plane wave density functional theory has been used to calculate the structure and mobility of the clusters
using Vienna ab initio simulation package (VASP). The Perdew and Wang (PW91) implementation of the gen-
eralised gradient approximation (GGA) was used with projected augmented waves (PAW) pseudopotentials and
Γ point sampling of the Brillouin zone. A 3x3x3 super cell, consisting of 216 + defect ions, was used for this
research with a simulation cell vector of 12.60 Å. This cell vector was selected as the same cell size was used
to confirm the structures and migration barriers obtained through TAD via DFT in reference [86].

The initial structure of the (MgO)3 interstitial cluster was taken from the structure obtained from TAD
simulations and was relaxed until the force on each ion was less than 0.01 eV Å−1. One or two electrons were
then removed from the relaxed structure for the singly and doubly charged cluster, respectively, and relaxed
until the force on each ion was less than 0.01 eV Å−1.

The migration barriers were calculated using the standard nudged elastic band (NEB) method in VASP. The
end point of the path was optimised prior to the NEB calculation using the transition point structure obtained
through TAD calculations, using the same method as the initial structure. The NEB calculations were performed
using 5 images with a spring constant of 5 eV Å−2. Each image was optimised until the forces were less than
0.01 eV Å−1.

5.3 Results and discussion

The charge state was found to have a strong effect on the relaxed structure of the interstitial cluster. The
neutral interstitial cluster has a relaxed structure (figure 5.1) which is similar to the TAD result. The Bader
charge associated with the interstitial ions has a value of±1.6, which is consistent with the charge on the lattice
ions. The relaxed configuration of the transition point structure is shown in figure 5.2. Figure 5.2 shows the
cluster occupying an interplane location, with the cluster becoming more symmetric. Bader analysis shows that
no change in charge localisation has occurred in this configuration compared to the initial structure.

The electronic density of states (DOS) of the neutral cluster is shown in figure 5.3. The DOS shows the
presence of the interstitial results in the formation of a shallow occupied defect level in the band gap at 0.31
above the valence band maximum (VMB).

The localisation of a hole onto the cluster causes a displacement as an interstitial oxygen forms a dumb-bell
with lattice oxygen (O2

3−) (figure 5.4). The O2
3− has an O-O distance of 2.11 Å and analysis of the Bader

charges shows that the lattice oxygen donated 0.27e to the interstitial oxygen to form the bond, resulting in a
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Figure 5.1: Relaxed configuration of the interstitial cluster in the initial position. The red spheres show lattice
oxygen ions, green spheres show lattice magnesium ions, yellow spheres show interstitial oxygen ions and
purple spheres show interstitial magnesium ions.

Figure 5.2: Relaxed configuration of the neutral interstitial cluster in the transition point structure.
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Figure 5.3: The electronic DOS of the neutral interstitial cluster in the initial position, showing the presences of
the defect levels at the Fermi level.
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Figure 5.4: Relaxed configuration of the (MgO)3
+ interstitial cluster, with isosurface (0.23 e Å−3) showing the

localised hole.

charge of -1.3 on each oxygen ion. The effect of charging the cluster results in the relative stability of the initial
and transition point structure to become equal, with the transition point structure having the same energy as the
initial structure. The transition point structure has the hole localised on the two oxygen halves of the cluster
with a dumb-bell formed between the lattice oxygen and an interstitial oxygen, with an O-O separation distance
of 2.03 Å.

The DOS for the singly charged cluster (figure 5.5) shows that there are 3 defect levels in the band gap and
all three are occupied. The defect levels behave differently in the different spin states, with two of the levels
merging in the up-spin state, whereas they remain separated in the down-spin state. The up-spin defect levels
ate 0.42 and 1.00 eV above the VBM, while the down-spin states occur at 0.34, 0.57 and 0.91 eV above the
VBM. The localisation of the whole on the cluster results in a small shift in the position of the defect levels in
the band relative to the neutral cluster. The defect level at 0.34 eV above the VBM in the singly charged cluster
increased in energy by 0.03 eV compared to the position in the neutral cluster.

The localisation of two holes has the effect of changing the lowest energy configuration of the cluster, with
the transition point structure becoming the most energetically stable structure. In this configuration the two
holes lead to the formation of two O2

3− between two interstitial oxygen ions and two lattice oxygen ions, on the
same half of the cluster (figure 5.6). The split interstitial distance is 2.04 Å for both dumb-bells. Bader analysis
shows that 0.29e and 0.26e were donated from the lattice oxygen ions to the interstitials in the formation of
the bond. This increase in electron density donated is the reason for the shorter bond distance compared to the
singly charged dumb-bell. The equality in the O2

3− bond lengths is the reason for the change in the lowest
energy configuration, as the initial structure has the O2

3− with an O-O separation distance of 2.03 Å and 2.20
Å. Bader analysis shows that 0.22e was donated by the lattice oxygen ions leading, therefore, to the larger split
distances of the dumb-bell because of the weaker covalent bond formed.

Figure 5.7 shows the DOS for the doubly charged cluster, with 3 defect levels in the band gap, in which two
are occupied and one unoccupied. The localisation of the two holes changes the position of the defect levels,
with defect levels at 0.20, 0.55 and 1.21 eV above the VBM. The second and third levels appear only in the
down-spin state. The defect level has decreased in energy by 0.11 eV compared to the position of the level in
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Figure 5.5: The electronic DOS of the singly charged interstitial cluster. Alpha show spin-up states, while beta
show spin-down states.

Figure 5.6: The relaxed configuration of the (MgO)3
2+ interstitial cluster in the lowest energy position. The

isosurface (0.29 e Å−3) shows the localisation of the two holes by the cluster.

60



Figure 5.7: The electronic DOS of the doubly charged interstitial cluster.
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Table 5.1: Comparison of the cluster structure as a function of charge state.
(MgO)0

3 (MgO)+
3 (MgO)2+

3

6-1-2 (º) 168.59 174.20 172.29
3-4-5 (º) 99.27 98.79 95.44
6-1 (Å) 1.88 1.88 1.87
1-2 (Å) 1.85 1.87 1.87
3-4 (Å) 1.94 1.97 2.01
4-5 (Å) 2.00 2.00 2.00
2-3 (Å) 1.95 1.96 2.17
5-6 (Å) 2.43 2.54 2.19

the neutral cluster.
A comparison of the effect of the localisation of the hole(s) on the structure of the interstitial clusters is

made in table 5.1. Figure 8 shows the key to the labels used in the description of the interstitial clusters.
As table 5.1 shows, there is little alteration in the cluster structure caused by charging of the cluster. The

only significant change is that the separation between the two halves of the cluster are now equal on both sides
of the cluster with the 2-3 distance extending slightly, while the 5-6 distance has significantly reduced.

5.3.1 Hexa-interstitial cluster migration

The migration pathway was taken from the pathway identified through the TAD simulations and it was
assumed that the pathway was consistent for each charge state of the cluster. This assumption may not be valid
because the pathway was found to be charge state dependent for the isolated oxygen interstitials. However,
due to the expense of the NEB calculations and the complicated potential energy surface of the system, it was
necessary to assume charge state independence of the pathway for the cluster. A 7-image NEB calculation
was performed on the whole path of the neutral cluster to confirm the symmetry in the barrier as observed
through TAD (figure 5.9). The barrier was equal either side of the transition point and so to get a more detailed
description of the pathway, only the barrier between the initial and the transition structure was calculated in the
NEB calculations, figure 5.10.

The migration barrier of the neutral cluster is 0.32 eV, compared to the 0.33 eV barrier observed through the
TAD simulations. A barrier of 0.33 eV was achieved if 7 images were used in the NEB calculations, however
the extra computational cost for 0.01 eV was not considered necessary. The pathway involves the movement of
the central ions of the cluster via a pivot into the transition point configuration. Figure 5.11 shows the initial,
saddle point and transition point structure along the pathway of the neutral cluster. There was no change in the
electronic distribution at the transition point compared to the initial structure.

The localisation of the hole on the cluster leads to a decrease in the migration barrier, with a barrier of 0.18
eV for the singly charged interstitial cluster. Figure 5.12 shows the initial, saddle point and transition point
structures for the pathway. Analysis of the Bader charge shows that there is a redistribution of electron density
at the transition point with O2

3− in the initial configurations breaking. The lattice oxygen of the dumb-bell
regains 0.22e that it had donated to the interstitial resulting in a charge of -1.38, with the interstitial oxygen
returning to the charge of the neutral cluster. The hole has been transferred to the half of the cluster with the two
oxygen ions, with the formation of another O2

3− between a lattice and interstitial oxygen ions. At the transition
point the lattice oxygen only donates 0.12e to the interstitial oxygen.

The localisation of the second hole on the cluster results in an increase of the migration barrier, as the
migration barrier for the doubly charged cluster is 0.39 eV. This trend of increasing barrier height when the
second hole is localised was also seen for the isolated oxygen interstitials, although the increase is not as
dramatic for the cluster as it was for the isolated interstitial. Studying the isosurface shows that the saddle point
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Figure 5.8: Labels of interstitial ions for table 5.1
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Figure 5.9: Migration barrier of the neutral interstitial cluster through the whole migration path.
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Figure 5.10: Migration barriers of the (MgO)3
0(circles), (MgO)3

+(circles), (MgO)3
2+(circles) interstitial clus-

ters.

Figure 5.11: The migration pathway of the (MgO)3
0 cluster, showing a) the initial, b) saddle point and c) final

structures.
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Figure 5.12: The migration pathway of the (MgO)3
+ cluster, showing a) the initial, b) saddle point and c) final

structures with isosurface at 0.23 e Å−3.

Figure 5.13: The migration pathway of the (MgO)3
2+ cluster, showing a) the initial, b) saddle point and c) final

structures with isosurface at 0.29 e Å−3.

structure corresponds to the configuration when the O2
3− on the one oxygen half of the cluster breaks and the

hole transfers to the two oxygen half of the cluster, so both holes are localised on the same half of the cluster.
The transfer of the trapped hole can be observed in the Bader charges, with a loss of 0.32e and 0.27e on the
interstitial and lattice oxygen, respectively, where the hole now localises. This coincides with the gain of 0.29e
and 0.25e on the interstitial and lattice oxygen from the breaking of the O2

3−, respectively. The Bader analysis
indicates that the hole is transferred before it is observed in the spin density calculation. This is due to the
method of calculating the Bader charge and the division of the charge density into different atomic regions. The
spin density is more diffuse in the transition state geometry than in the images either side of the transition point
and it is believed that this may be the cause of the disagreement. Figure 5.10 appears to show the presence of
a local minimum between image 1 and 2 of the NEB calculation, to investigate this local minimum the number
of images was increased to 7 with an image in the position of the minimum. This larger NEB gave the energy
of that configuration of 0.20 eV, so shows that the local minimum was a function of the cubic spline used to
illustrate the barrier.

The TAD simulations observed that the hexa-interstitial cluster could become pinned by a trivalent ion in
the lattice, such as Al, preventing the cluster from diffusing.[136] This led to the statement that the effect of the
mobile cluster would be insignificant in a real crystal, because of impurities of Al in experimental samples of
MgO. However, if the hole localises on the oxygen ion of hexa-interstitial binding to the Al impurity, it would
reduce the binding between the Al and O.
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5.4 Conclusion

The effect of the charge localisation on the structure and mobility of the hexa-interstitial cluster in MgO was
investigated using DFT. It was found that the charge state had an effect on the relative stability of the different
configurations of the interstitial cluster, with the neutral cluster having a 0.26 eV difference between the initial
and transition state structure. These configurations had the same energy after the localisation of a hole on to the
cluster and the localisation of a second hole on the cluster reverses the order of stability found for the neutral
cluster, with a difference of 0.22 eV.

The charge state was also found to have a significant effect on the migration barriers of the interstitial cluster.
The (MgO)0

3 cluster was found to have a migration barrier of 0.32 eV, in agreement with the barrier observed
from TAD simulations, while a migration barrier of 0.18 eV was found for the (MgO)+

3 cluster and the barrier
for (MgO)2+

3 was 0.39 eV. The same trend was observed for the isolated oxygen interstitials, with the singly
charged defect having the lowest migration barrier.

These results show that the assumption that the large interstitial clusters are immobile used in Monte Carlo
simulations is invalid. This implies that the material durability perdicted by Monte Carlo simulations and rate
theory are incorrect, as the rate of cluster growth seen will be wrong if these large interstitial clusters are also
able to diffuse through the material. Also the rate of defect diffusion towards grain boundaries will also be
larger then that seen in the Monte Carlo simulations due to the effects of charge localisation on the defects.
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Chapter 6

Point Defects in Zirconolite

6.1 Introduction

The long timescale durability of the ceramic matrix encapsulating the nuclear waste will depend on the
evolution of the microstructure over periods of hundreds or even thousands of years, well beyond the timescale
of experimental measurements. A detailed understanding of the properties of defects is, therefore, a necessary
starting point for the prediction of the long-term durability of the encapsulating ceramics. The observed effects
of charge localisation in MgO on both isolated and extended defects, will have a significant effect on the evolu-
tion of damage in a material. Therefore, to understand if similar effects are present in an encapsulation ceramic,
the effect of charge localisation on defect properties was studied in a real system. The proposed ceramic for the
disposal of waste plutonium is zirconolite (CaZrTi2O7). Zirconolite is proposed as an encapsulation matrix as
it is able to accommodate Pu into its lattice structure, on a Ca site, as well as neutron poisons, such as Hf and
Gd on a Zr site.

There have been few modelling studies of zirconolite to date due to the complex crystal structure. Classical
molecular dynamics simulations of low energy cascades have been performed on uranium loaded zirconolite
and displacement energies have been calculated.[114] Experimental analysis of the material has included elec-
tron microscopy of natural zirconolite containing actinide species,[97] X-ray diffraction (XRD) of synthesised
zirconolite containing Pu or its surrogate Ce,[137, 95] ion beam studies,[95, 98, 11] X-ray absorption studies
(XAS),[106] leaching studies[107, 94] and the behaviour of He inside the crystal.[31, 138]

The experimental results, in agreement with natural analogues, have shown that there is little healing of the
zirconolite lattice after an irradiation event.[139, 114] This lack of self healing does not affect the retention of
the actinide species, with the amorphous state having a similar leaching rate as a crystalline sample.[94] The
limited healing of the zirconolite lattice may imply that the Frenkel defects created during the irradiation event
are relatively stable, and are therefore low in energy as the driving force for recombination is not present.

Density functional theory (DFT) has been used to calculate the fundamental properties of intrinsic point de-
fects (vacancies and interstitials) in zirconolite. The complex crystal structure of zirconolite makes it challeng-
ing to predict the stable configurations of interstitial ions, therefore we use the ab initio random structure search
(AIRSS) technique. AIRSS has been used successfully for locating novel crystal structures[140, 141, 142] and
has been shown to be proficient in deducing point defect structures.[143, 144] We investigate the effects of
trapped charge on the defect conformations and formation energies.

68



Figure 6.1: Structure of bulk zirconolite projected in the [010] direction. Red spheres show O ions, grey spheres
show Ti ions, white spheres show Zr and green spheres show Ca ions. [3] Copyright 2011 by the American
Physical Society.

6.2 Computational method

Zirconolite has a monoclinic crystal structure consisting of rows of 6- and 5-fold coordinated Ti-O polyhedra
separated by alternating layers of Ca and Zr ions (figure 6.1).

The crystal structure was obtained from XRD experiments performed by Rossell.[2] Zirconolite can exist
in a number of different stoichiometries,[2, 145] CaZrxTi3−xO7, where 0.80 < < 1.37, but a value of x=1 has
been used in this research to minimise the size of the simulation cell. Experimental studies of zirconolite have
detected a 5-fold coordinated Ti ion instead of the 4-fold coordinated Ti ion in the DFT structure. Our DFT
calculations shows that the coordination of the third Ti ion could be increased by altering the stoichiometry of
the zirconolite structure. Substituting one Zr ion per unit cell by Ti ( = 0.875) results in the substitutional Ti
ion becomes 5-fold coordinated. A unit cell with an excess of Zr ( = 1.125), created by substituting one Ti ion
per unit cell by a Zr ion, results in the two 4-fold coordinated Ti polyhedra in the same layer as the extra Zr ion
becoming 5-fold coordinated. Therefore CaZr1.25Ti1.75O7 must have the excess two Zr ions in different Ti layers
to remove the 4-fold coordinated Ti polyhedra. However, this was not the case for the DFT-D3 calculations,
with the third Ti ion having a 5-fold coordination with x=1 in agreement with the experimental result. The
incorrect structure predicted by DFT method is believed to be caused by the structure becoming trapped in a
local minimum during the cell optimisation and was therefore unable to locate the global minimum.

6.2.1 DFT method

The periodic plane wave DFT calculations were performed using the VASP code[124, 125] with the Perdew-
Burke-Ernzerhof (PBE) exchange-correlation functional,[146] as it gave better agreement with the observed
lattice parameters than the PW91 implementation. Projector Augmented Wave (PAW) pseudopotentials were
used with a single k point sampling of the Brillouin zone at the Γ point, corresponding to a Brillouin zone
sampling of 0.07Å−1 with a basis set containing plane waves up to an energy of 600 eV. The k point mesh was
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Figure 6.2: 176 ion supercell used in the DFT calculations

converged by running the geometry relaxation with three different k point meshes, the results are summarised
in table 6.1. As Table 6.1 shows, the structure relaxation is converged at the Γ point and the energy difference
is small enough for the computational cost saving to justify the use of Γpoint sampling. A 1x2x1 supercell
containing 176 ions was used in this work (figure 6.2). Relaxation of the cell volume resulted in relaxed lattice
parameters that are in reasonable agreement with those obtained by Rossell using XRD experiments, (table
6.2).[2] The defects were then introduced into this cell and the structure relaxed with the lattice parameters
fixed.

6.2.2 DFT-D3 method

The 88 ion unit cell was used in this work. The structure was relaxed using the periodic DFT CP2K code,[61]
the revised PBE functional along with Grimme’s D3 dispersion correction[62] and DZVP basis sets.[61] Struc-

Table 6.1: Convergence of zirconolite k point mesh.
Mesh Energy (eV) Largest displacement from experimental structure (Å)
1x1x1 -1496.553 0.651
2x2x2 -1496.689 0.648
3x3x3 -1496.618 0.647
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tures were considered to be relaxed when the forces on all atoms were less than 0.025 eV Å−1. The CP2K code
uses Γ point sampling of the Brillouin zone. The relaxed cell vectors were in good agreement with the XRD
experiments (table 6.2).[2]

6.2.3 Interstitial defects

The complicated crystal structure of zirconolite presents problems for modelling interstitial point defects
because it is difficult to predict the stable configurations. In this study, an efficient random search technique
(AIRSS) was employed to identify energy minima for the DFT method only. Interstitial atoms were placed
randomly within the simulation cell and the ionic positions are structurally relaxed within VASP . Once a local
minimum is located the process is repeated until the required number of minima are found, then the local minima
are sorted by energy. The lowest energy interstitial sites were identified from 100 random searches for each
interstitial defect. This involved insertion of an additional atom, with the number of electrons corresponding to
the desired charge state, at randomly generated coordinates, in an 88 ion unit cell. The 89 ions were relaxed
until all the forces were less than to 0.1 eV Å−1. The 20 lowest energy configurations resulting from the 100
searches were identified and these were further relaxed until the forces were less than 0.01 eV Å−1. The lowest
energy interstitial configuration was identified from these 20 searches. The interstitial was inserted into the
larger 176 ion supercell and the ions relaxed until the forces were less than 0.01 eV Å−1 using the small core
pseudopotentials for the Ca ions and a harder O pseudopotential. The interstitial energies from this larger cell
were used to calculate the Frenkel defect energies.

6.2.4 Vacancies

6.2.4.1 DFT

The vacancies were created by removing the corresponding lattice ion from the 176 ion cell before relaxing
all the ions, with the lattice vectors fixed, until the forces were less than 0.01 eV Å−1 on each atom. The
number of electrons in the cell was adjusted to obtain the required oxidation state. Each of the vacancy species
was studied with a charge ranging from 0 to the formal charge of the vacancy (i.e. for the Ti vacancy the Ti
atom was removed and 0, 1, 2, 3 or 4 electrons added to the cell). The VASP code introduced a neutralising
background charge when the system was not charge neutral.

6.2.4.2 DFT-D3

The vacancy structures were obtained by the removal of the corresponding atom from the unit cell with the
addition of a ghost atom inserted into its place. The purpose of the ghost atom is to avoid basis set superposition
error (BSSE), which is introduced when energies are derived from the comparison of calculations which have
used different number of basis functions. The introduction of the ghost basis set keeps the same number of
basis functions in the vacancy and bulk calculations, allowing accurate defect energies to be calculated from the
difference between the energies of the two calculations. The charge state and multiplicity of the vacancy was
specified prior to the optimisation. A He ghost basis set was placed in the lowest energy He interstitial position
during the bulk and the vacancy defect optimisations. The position of the ghost atoms were kept fixed. We
note that the effect of the ghost basis is very small as the basis sets used were developed to have a small BSSE
through the inclusion of rather diffuse Gaussian primitives.

6.3 Results and discussion

The band gap calculated for zirconolite in the DFT simulations was 2.8 eV, which is 0.8 eV less than the
experimentally obtained value of 3.6 eV.[147] This compares to a band gap of 3.0 eV predicted in the DFT-D3.
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Figure 6.3: Partial DOS of bulk zirconolite. Red shows oxygen p orbitals, green shows titanium d orbitals and
blue shows zirconium d orbitals. [3] Copyright 2011 by the American Physical Society.

This is in line with the general tendency of DFT to underestimate band gaps in insulators.[57, 148] A study
of the partial DOS from DFT has shown that the edge of the valence band is constructed from the p orbitals
from the oxygen ions, while the conduction band edge is constructed from Ti d orbitals (figure 6.3). This is
in agreement with the DOS calculated from the DFT-D3 calculations. The zirconolite band gap is close to the
band gap of TiO2, which is 3.0 eV for rutile and 3.2 eV for anatase,[149] compared to 5.32 eV for ZrO2[150]
and 7.03 eV for CaO.[151] These different band gaps of the constituents explain the relative positions of the Ti
and Zr d orbitals in zirconolite. The dominance of the band gap edges by Ti and O orbitals may imply that the
electronic behaviour of zirconolite should be similar to TiO2.

6.3.1 Interstitials

The lowest energy configuration of the neutral oxygen interstitial is dependent on the size of the simulation
cell and, therefore, the defect concentration. A <111> O2

2− interstitial was the lowest energy configuration
identified within the 88 ion cell, with a lattice oxygen from a 6-fold coordinated Ti polyhedron forming the
second atom of the split interstitial (figure 6.4a). The O2

2− has also been identified as the lowest energy
configuration for a neutral oxygen interstitial in MgO (figure 4.2) and a number of other oxides.[152, 153, 154]
In zirconolite the oxygen atoms of the O2

2− have a separation distance of 1.5 Å. Bader analysis[66] of the
relaxed structure shows that 0.48e is transferred from the lattice oxygen to the interstitial, resulting in a charge
of -0.57 on both oxygen atoms of the dumb-bell. The split dumb-bell distance is larger than the dumb-bell
in MgO, which had a bond distance of 1.42 Å. The shorter distance for the MgO O2

2− is due to the larger
amount of electron density donated (0.8e compared to 0.57e) from the lattice oxygen to the interstitial ion. The
formation of the O2

2− creates a defect level which resides 0.29 eV above the valence band maximum (figure
6.4c). However, a different interstitial configuration was formed in the 176 ion cell. In the larger cell, the
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Figure 6.4: The relaxed configuration of the O0 interstitial in a) an 88 ion unit cell and b) a 176 ion supercell.
The purple sphere shows the interstitial. Partial DOS from c) the 88 ion unit cell and d) the 176 ion supercell.
The upper and lower parts of the DOS plots represent values for spin-up and spin-down electrons, respectively.
[3] Copyright 2011 by the American Physical Society.

interstitial results in the increase in the coordination of two 6-fold coordinated Ti ions to 7-fold coordinated,
with the maximum Ti-O bond length defined as 2.2 Å. The interstitial also increased the coordination of all of the
4-fold coordinated Ti, with three increasing to 6-fold coordination and the remaining five to 5-fold coordination
(figure 6.4b). Two unoccupied defect levels form in the band gap, 0.40 eV and 0.69 eV above the valence band
for this defect configuration (figure 6.4d).

AIRSS located a defect structure for the singly charged oxygen interstitial that was not dependent on the cell
size. The oxygen ion binds to a 4-fold coordinated Ti polyhedron producing a defective 5-fold coordinated Ti
polyhedron (figure 6.5a). Bader analysis shows that no significant electron density is redistributed due to these
displacements. The defect level created by the O− interstitial is 0.54 eV above the valence band (figure 6.5b).
The doubly charged oxygen interstitial was found to be unstable, as it relaxed to the same configuration as the
singly charged interstitial, with the extra electron delocalised over the cell.

The calcium interstitial was inserted in two different charge states, the neutral and +2, but Bader analysis
of the resulting configuration shows that the neutral interstitial lost its electrons, giving a charge state of +1.4,
indicating that the calcium interstitial is only stable in the doubly charged state. The doubly charged interstitial
also had a charge of +1.4, 0.2e less than the lattice Ca ions. The Ca interstitial resides in the <010> channels
which run through zirconolite (figure 6.6a). The formation of the calcium interstitial does not result in the
formation of a defect level in the band gap of zirconolite.

The titanium interstitial was also studied in the neutral and the formal charge (+4) states. However in both
of these cases the electron distribution was such that the resulting interstitial had a charge of +2, with the neutral
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Figure 6.5: a) The relaxed configuration of the O− interstitial in the 176 ion supercell and b) the partial DOS.
[3] Copyright 2011 by the American Physical Society.

interstitial electron density equal to +1.4 and the quadruply charged +1.8. AIRSS was then performed on the
doubly charged Ti interstitial and the stable interstitial site was found to be in the <010> channels (figure 6.6b)
close to the position of the Ca interstitial, with a Bader charge of +1.6. The Ti interstitial results in the formation
of two singly occupied defect levels in the band gap, 2.04 eV and 2.23 eV above the valence band (figure 6.7).

A similar procedure for the zirconium interstitial found that it too exists only in the doubly charged oxidation
state, with Bader charges of +1.7 and 2.2 for the neutral and quadruply charged interstitials, respectively. How-
ever, in this case AIRSS located an interesting lowest energy structure. The additional zirconium ion displaces a
6-fold coordinated Ti ion from its lattice site and resides on the Ti site. The displaced Ti lattice ion becomes an
interstitial ion (figure 6.8). This displaced Ti ion resides in the same position as the Ti interstitial (figure 6.6b)
and both have the same Bader charge of +1.61. The bond distances within the polyhedron increase with the
substitution of a Zr for a Ti ion (maximum 11.6 %), with one of the O ions displaced away from the polyhedron
causing the Zr to be 5-fold coordinated. The substitution of a Ti ion by a Zr ion has been observed previously
in pyrochlores[155] and Zr doped TiO2.[156] The substitutional Zr/Ti interstitial configuration is 0.27 eV more
stable than the next lowest energy configuration, which is the Zr interstitial located in the <010> channel.

6.3.2 Vacancies

There are seven different oxygen chemical environments in zirconolite, and vacancies in four of these envi-
ronments have been studied to observe trends in the oxygen vacancy behaviour. The four environments studied
were an oxygen ion which bridges two 6-fold coordinated Ti polyhedra in the <010> direction, an oxygen ion
which bridges a 6-fold coordinated Ti polyhedron and a Zr ion (1.99 Å Zr-O), another oxygen ion from a 6-fold
coordinated polyhedron bridging a Zr ion (2.14 Å Zr-O) and finally a 3-fold coordinated oxygen ion which
bridges two 6-fold coordinated polyhedra in the <100> direction and a Zr ion. The bridge between the two
polyhedra localises the excess electrons similarly to anatase (TiO2) for the neutral and singly charged oxygen
vacancy. One of the two excess electrons localises on one of the Ti ions that the oxygen was bridged to, and
the other electron is localised on a Ti ion in an adjacent row. The singly charged vacancy localised the excess
electron on one of the Ti the oxygen ion was bridging. The DFT partial DOS has been calculated for the three
defect charge states and a defect level in the band gap is only present for the neutral vacancy and exists 2.66 eV
above the valence band. The defect level is constructed from Ti d orbitals. Analysis of the energy levels from
this vacancy shows that another defect level exists but is only 0.28 below the conduction band, constructed from
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Figure 6.6: The relaxed configuration of a) the Ca2+ and b) the Ti2+ interstitials located in the <010> channel.
[3] Copyright 2011 by the American Physical Society.

Figure 6.7: Partial DOS of the Ti2+ interstitial. [3] Copyright 2011 by the American Physical Society.
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Figure 6.8: a) The relaxed configuration of the Zr2+ interstitial, where Zr has displaced the Ti ion into the
<010> channel. b) The partial DOS for this defect configuration. [3] Copyright 2011 by the American Physical
Society.

Ti d states, but is hidden due to the smearing used in the calculation of the DOS.
The second environment, short Ti-Zr bridge, localised the electrons differently for the neutral and singly

charged vacancy in DFT. The neutral-vacancy electrons were localised in the same way as the previous envi-
ronment for both DFT and DFT-D3, where the two electrons localised on two different Ti ions. However, the
excess electron from the singly charged vacancy in DFT localises between the Ti and Zr ions, where the oxygen
ion was. It is assumed that this is caused by the need to reduce the Coulombic repulsion between the positively
charged Ti and Zr ions, however the distance between the ions increases by 2.76%, from 3.62 Å to 3.72 Å due
to the presence of the vacancy. This was not the case for the neutral vacancy because the electron had localised
on the Ti ion, reducing its charge. The singly charged vacancy in DFT-D3 localises the excess electron on one
Ti ion, similar to the first oxygen environment. The neutral vacancy is the only charge state that causes a defect
level to be present in the band gap, which resides at 2.25 eV and another level which shoulders the conduction
band, 2.68 eV above the valence band. DFT shows both are constructed from Ti d orbitals.

The removal of the long Ti-Zr bridge resulted in the neutral vacancy localising the two electrons on two
different Ti ions from the same row in the DFT result, while DFT-D3 has the electrons localised in different
rows. The singly charge vacancy also localised the unpaired electron on the Ti ion to which it was bonded to, in
both DFT and DFT-D3 results. Analysis of the DOS from DFT has showed that there is no defect level present
in the band gap for any of the vacancy charge states.

The fourth environment studied, the 3-fold coordinated bridge allowed the assessment on whether the chain
direction has an important effect of the structure of the defect. The chain direction does have an effect on
the structure of the neutral defect in DFT, as the iso-surface shows that one of the unpaired electrons localises
on the Ti ion next to the Ti to which the oxygen was bonded, while the other electron localises between the
Ti and Zr ions similar to the second environment, although no bond existed between these ions (figure 6.9).
The localisation of the electron between the two ions results in a decrease in the distance between the ions
of 1.89%, from 3.18 Å to 3.12 Å. A defect level is present at 2.01 eV above the valence band, the level is
constructed from Ti d orbitals and also has a contribution from the d orbitals of the zirconium ion between
which the electron is localised (figure 6.10). The electronic structure from the DFT-D3 calculation has the two
electrons localised on two Ti ions in different rows, the same structure as the other oxygen vacancies. The
singly charged vacancy localises the unpaired electron on one of the Ti ions the oxygen ion was bridging, in
both DFT and DFT-D3 calculations. This localisation has been observed in all of the singly charged oxygen
vacancies studied, involving bonding between titanium and oxygen ions only and is therefore expected in the
other oxygen vacancies not studied. The localisation of the electron on the Ti ion does not create a defect level
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Figure 6.9: The 0.06 e Å−3 iso-surface of the neutral oxygen vacancy in the fourth environment. Showing the
localised electron between the Ti and Zr ions. [3] Copyright 2011 by the American Physical Society.

in the band gap of zirconolite.
The neutral calcium vacancy localised the two holes present on two oxygen ions in both methods. One

of the oxygen ions is next to the vacancy site, while the other oxygen ion is the top of a 6-fold coordinated
polyhedron, in which the bottom of the polyhedron is next to the vacancy site. Both of these oxygen ions are
2-fold coordinated. There are no defect levels created in the band gap due to the presence of the vacancy. The
singly charged vacancy also localises the hole state on a 2-fold coordinated oxygen in DFT. Whilst the DFT-D3
result has the hole delocalised over two 2-fold coordinated oxygen ions away from the vacancy site, figure 6.11.
The localisation of the hole does not result in a defect level being created in the band gap nor is a defect level
present for the doubly charged vacancy.

The zirconium vacancy showed significant charge state dependence on the observed defect structure in the
DFT calculation, summarised in table 6.3. The neutral defect results in the formation of an oxygen molecule
below the vacancy site. The bond distance in this O2 molecule was 1.24 Å, which compares to 1.22 Å for a free
O2. The phonon frequency of this molecule is 37.99 THz compared to 45.18 THz for the free molecule (1267
cm−1 and 1507 cm−1, respectively) showing that the molecule has a weaker covalent bond than the free O2

molecule. Analysis of the iso-surface showed that there was electron density between the two oxygen atoms,
similar to that shown in figure 6.13, indicating that a covalent bond has formed. The vacancy also leads to the
displacement by 0.83 Å of a 4-fold coordinated Ti polyhedron out of the Ti row towards the vacancy. The defect
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Figure 6.10: Partial DOS of the neutral oxygen vacancy in the fourth environment. [3] Copyright 2011 by the
American Physical Society.

structure results in the creation of a defect level 2.28 eV above the valence band constructed from Ti d orbitals
(figure 6.12). The oxygen molecule gives rise to a defect level 2.36 eV below the valence band. In the results
from the DFT-D3 calculation there is no O2 molecule formed. The four associated holes are localised on four
oxygen ions from 6-fold coordinated Ti polyhedra. The oxygen ions are all 2-fold coordinated, 3 are Ti-Zr long
bridges and the other is bridging two 6-fold coordinated Ti ions. These oxygen ions are over 5 Å away from the
vacancy site. The vacancy does not lead to the large displacement of the 5-fold coordinated Ti ions, as in the
DFT calculation. There is however, a displacement of 0.25 Å towards the vacancy by a 6-fold coordinated Ti
ion in the row of 6-fold coordinated Ti ions under the vacancy site.

The charged Zr vacancies do not result in the formation of an oxygen molecule. The 6-fold coordinated
polyhedron below the vacancy has become 5-fold coordinated, with the oxygen ion moving towards the vacancy
site for the singly charged vacancy in the DFT calculation. The distance between the Ti and O ion has increased
from 1.89 Å in the bulk to 2.65 Å in the defective structure. DFT-D3 shows that the three holes are localised on
three Ti-Zr long bridges. Again these oxygen ions are over 5 Å from the vacancy site.

For DFT the doubly charged vacancy delocalises the two holes on four oxygen ions surrounding the vacancy.
These four oxygen ions are all 2-fold coordinated in the defect structure, bridging a 6-fold coordinated Ti and
a Zr ion. On the other hand DFT-D3 delocalises the two holes over three oxygen ions. These oxygen ions are
all Zr-Ti bridges, two long and one short bridge. The localisation of the hole onto the short Ti-Zr bridge causes
the Ti-O bond to break. The Ti ion is displaced 0.24 Å, similar to the neutral vacancy but the oxygen ion is not
displaced with it. The Ti-O distances has increased from 1.97 Å in the bulk to 2.27 Å in the defect structure, an
increase of 15%.

The triply charged defect delocalises the hole over two 2-fold coordinated oxygen ions, which bridge a Ti
and Zr in both DFT and DFT-D3 calculations. The localised holes are on oxygen ions which are the same side
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Figure 6.11: Charge density of the Ca− vacancy at 0.15 e Å−3, showing the delocalisation of the hole over two
oxygen ions. The dotted green sphere shows the vacant Ca position.
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Figure 6.12: Partial DOS of the neutral Zr vacancy. [3] Copyright 2011 by the American Physical Society.

Table 6.3: Summary of the effects of charge localisation on the defect structure of the Zr vacancy. [3]
Charge state Defective structure

V0
Zr O2, 6 x 5-fold coordinated Ti, 1 x 6-fold coordinated Ti

V−Zr 5 x 5-fold coordinated Ti, 2 x 6-fold coordinated Ti
V2−

Zr 5 x 5-fold coordinated Ti, 1 x 6-fold coordinated Ti
V3−

Zr 6 x 5-fold coordinated Ti
V4−

Zr 5 x 5-fold coordinated Ti

of the vacancy and are separated by the vacancy row for DFT. DFT-D3 also has the localised holes separated by
the vacancy row but on different sides of the vacancy. The quadruply charged vacancy has no holes associated
with this vacancy and thus a delocalised state is prevented. In the DFT-D3 calculation the breaking of the Ti-O
bond occurred as it did for the doubly charged vacancy, with the separation of 2.27 Å between the ions. In the
DFT results the 4-fold coordinated polyhedron is displaced from the Ti row in these charged vacancies by 0.69
Å, 0.68 Å, 0.69 Å and 0.85 Å for the singly, doubly, triply and quadruply charged vacancy, respectively. This
displacement does not occur in the DFT-D3 calculations. There are no defect levels present in the band gap for
any of these charged vacancies.

The defect structures observed in DFT have a strong dependence on charge state while the DFT-D3 shows
no dependence on the charge state, apart from the Ti-O bond length in two charge states. These differences in
the defect structures of the Zr vacancies are due to the different simulation cell used. The neutral Zr vacancy
in the unit cell was calculated using DFT and no O2 molecule was formed, similar to the DFT-D3 result. This
shows that the defect structures are dependent on system size and therefore, defect concentration.

There are three different chemical environments for the titanium ions and the relaxed vacancy structure is
strongly dependent on the environment, as table 6.4 shows for the DFT results. In the first environment the
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neutral and singly charged vacancies result in the formation of an oxygen molecule within the vacancy site,
similar to that of the neutral zirconium vacancy, with bond lengths of 1.25 Å and 1.24 Å, respectively. The
phonon frequencies of these molecules are 37.05 THz and 37.59 THz (1236 cm−1 and 1254 cm−1) for the
neutral and singly charged vacancies, respectively. The iso-surface of the neutral vacancy is shown in figure
6.13 at -0.01 eV Å−3 and shows electron density in the middle of the two oxygen atoms. This build up of
electron density indicates that a covalent bond has formed. The molecule formed by the singly charged vacancy
has a similar electron density to that of the neutral vacancy O2 molecule. The higher charged vacancies do not
result in the formation of an oxygen molecule, however, the triply and quadruply charged vacancies lead to the
formation of a 5-fold coordinated Ti polyhedron at the expense of the 4-fold coordinated polyhedron next to the
vacancy.

DFT-D3 shows little charge dependence, similar to the Zr vacancies, with no oxygen molecule formed for
the neutral vacancy. The four holes are delocalised over five oxygen ions; two long Ti-Zr bridges, one short
Ti-Zr bridge, a 3-fold coordinated O and a two 6-fold coordinated Ti bridge. The presence of the vacancies
cause the displacement of the two axial oxygens of the vacant Ti polyhedron by 0.23 Å and 0.38 Å away
from the vacancy site (figure 6.14). The singly charged vacancy does not cause the formation of an oxygen
molecule either, the three holes are localised on oxygen ions over 6 Å away from the vacancy site on Ti-Zr
bridges. The two axial oxygens from the vacancy polyhedron are displaced by the same amount as the neutral
vacancy. The defect structure is similar for the doubly charged vacancy, with the holes both localised on two
6-fold coordinated Ti bridges. The axial oxygens are displaced by 0.31 Å and 0.37 Å in this defect structure.
The triply charged vacancy causes the displacement of the axial oxygens by 0.23 Å and 0.37 Å. The hole is
delocalised over two oxygen ions, a long Ti-Zr bridge and a 3-fold coordinated O, while the quadruply charged
vacancy displace the axial oxygens by 0.29 Å and 0.38 Å.

In the DFT results the vacancy in the second Ti environment causes the formation of a 6-fold coordinated
Ti polyhedron from the 4-fold coordinated polyhedron next to the vacancy site in all the charge states. The
quadruply charged vacancy gives rise to defect levels in the band gap formed from oxygen p orbitals at 0.15 eV
and 0.28 eV above the valence band (figure 6.15).

The presence of the vacancy causes the displacement of the oxygen ions of the vacant polyhedron, with a
larger displacement of an axial oxygen from the vacancy polyhedron by 0.24, 0.21, 0.17, 0.15 and 0.20 Å in the
neutrally, singly, doubly, triply and quadruply charged DFT-D3 results, respectively. The singly and quadruply
charged vacancy also results in the other axial oxygen being displaced 0.24 and 0.26 Å, respectively.

The 4-fold coordinated vacancy results in the formation of a 5-fold coordinated Ti polyhedron from the other
4-fold coordinated Ti polyhedron in the Ti row for all vacancy charge states. An additional 5-fold coordinated
Ti polyhedron is formed in the Ti row below the vacancy in the neutral and doubly charged state. The presence
of the doubly charged or lower charged vacancies forms an oxygen dumb-bell in the adjacent Ti row by two
bridging oxygen ions at the expense of a 6-fold coordinated polyhedron. The presence of the 4-fold coordinated
Ti vacancy results in the formation of three 5-fold coordinated Ti polyhedra when the vacancy is neutral or
doubly charged.

The 5-fold coordinated Ti vacancy caused the formation of a 5-fold coordinated Ti polyhedron at the expense
of a 6-fold coordinated Ti in the neutral vacancy. Also the vacancy displaces an axial oxygen 0.28 Å away from
the vacancy site. The singly charged vacancy does not lead to the creation of the 5-fold coordinated Ti but
causes the axial oxygen to be displace 0.29 Å. The doubly and quadruply charged vacancy causes a equatorial
oxygen being displaced 0.63 and 0.51 Å towards the 6-fold coordinated row, respectively. The triply charged
vacancy caused the displacement of four the surrounding oxygen ions by a minimum of 0.26 Å.

The difference in the charge state dependence on defect structure observed for the Ti vacancies in these two
methods is due to the system size dependence seen in the Zr vacancies.
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Figure 6.13: Iso-surface (-0.01 e Å−3) of the 6-fold coordinated Ti neutral vacancy showing electron density
between the oxygen atoms viewed along the <001> direction. [3] Copyright 2011 by the American Physical
Society.

Table 6.4: Summary of the effects of charge localisation and chemical environment on the defect structure of
the Ti vacancies. [3]

Charge state 1st environment 2nd environment 3rd environment
V0

Ti O2 6-fold coordinated Ti 3 x 5-fold coordinated Ti
V−Ti O2 6-fold coordinated Ti 2 x 5-fold coordinated Ti
V2−

Ti 6-fold coordinated Ti 3 x 5-fold coordinated Ti
V3−

Ti 5-fold coordinated Ti 6-fold coordinated Ti 5-fold coordinated Ti
V4−

Ti 5-fold coordinated Ti 6-fold coordinated Ti 5-fold coordinated Ti
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Figure 6.14: Displaced axial oxygen ions from the vacancy polyhedra. Dotted silver sphere shows Ti vacancy.
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Figure 6.15: Partial DOS of the quadruply charged Ti vacancy in the second environment. [3] Copyright 2011
by the American Physical Society.

It is rare that DFT is able to describe hole localisation in oxide materials.[157] However it has been observed
to localise correctly hole states at low coordination sites on the MgO surface.[158] Analysis of the oxygen
coordination in zirconolite shows that the oxygen ions are either 2- or 3-fold coordinated, thus providing sites
for holes to localise. The calcium and first Ti vacancies localise holes on 2-fold coordinated oxygen ions,
while the second Ti vacancy localise the holes on only 3-fold coordinated oxygen ions. The Zr and the 4-fold
coordinated Ti vacancy localises the holes on both 2- and 3-fold coordinated oxygen ions.

6.3.2.1 Vacancy defect formation energies

The formation energy of the vacancy defects has been calculated to determine the stable charge state of the
vacancy and the results are summarised in Table 6.5. The formation energy is calculated using equation (6.1)
and is with respect to the chemical potential of the element and the electrons.

E f (µX ,EF) = (Ev−q∆V )−EB + µX + qEV BM + qEF (6.1)

here, E f is the formation energy, Ev is the energy of the cell containing the vacancy, qΔV is the potential
alignment correction,[57] EB is the energy of the cell without the defect, µX is the chemical potential of the
isolated element in a vacuum (µX = EX , with the oxygen atom in a triplet state), EV BM is the energy of the
valence band maximum and EF is the Fermi level which acts as an electron reservoir and is set to the valence
band maximum in these calculations.

As table 6.5 shows the different defect structures calculated using the two methods have an effect on the
defect formation energies obtained. The higher lattice energy predicted by DFT-D3, compared to the value from
DFT simulations, results in a constant shift in the vacancy formation energies of around 3 eV. The lower lattice
energy in the previous calculation was due to the local minimum located during the cell optimisation, with a
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Table 6.6: Frenkel pair energies of the species within zirconolite. * denotes the energy of the Zr interstitial
located in <010> channel used to calculate the Frenkel pair energy.

Frenkel pair Defect energy (eV)
With correction Without correction

O0 + two 6-fold coordinated Ti bridging V0
O 1.15 1.15

O− + two 6-fold coordinated Ti bridging V+
O -1.60 -1.68

O0 + Ti Zr short bridging V0
O 3.18 3.18

O− + Ti Zr short bridging V+
O 0.28 0.19

O0 + Ti Zr long bridging V0
O 2.44 2.44

O− + Ti Zr long bridging V+
O -0.13 -0.21

O0 + 3-fold coordinated bridging V0
O 2.83 2.83

O− + 3-fold coordinated bridging V+
O -1.28 -1.36

Ca2+ + V2−
Ca 1.97 2.31

Zr2+* + V2−
Zr 8.22 7.01

Ti2 + 1st 6-fold coordinated V2−
Ti 5.11 5.37

Ti2+ + 2nd 6-fold coordinated V2−
Ti 3.98 4.12

Ti2+ + 4-fold coordinated V2−
Ti 6.03 6.29

difference in lattice energy of 7.27 eV per unit cell between the structures. The bulk structure obtained from the
DFT-D3 calculations was used to calculate the neutral oxygen vacancy in VASP, using the same set-up used in
the other DFT calculations. The oxygen vacancy formation energy was 7.33 eV, in agreement with the DFT-D3
values.

Table 6.5 shows that, for this position of the EF , the neutral defects are the least stable for all species, apart
from the Zr vacancy which is 0.5 eV more stable than the singly charged defect. The chemical environment of
the 6-fold coordinated Ti has an effect on the stable vacancy charge state with the Ti in the 6-fold coordinated
row favouring the triple charged state, while Ti in the alternating row favours the doubly charged state. The
value of E f for the oxygen vacancies are in good agreement with that for the formation of oxygen vacancies in
ZrO2.[159]

6.3.3 Frenkel defects

The energies of the isolated interstitials and vacancies were used to calculate the Frenkel pair energies,
equation (6.2), for each species present in zirconolite using DFT. The Frenkel pair energies are summarised in
table 6.6.

EFP = (Ev−qv∆V )+(Ei−qi∆V )−2Ep (6.2)

where EFP is the Frenkel defect energy, Ev is the energy of the cell containing the vacancy, Ei is the energy
of the cell containing the interstitial, qΔV is the potential alignment correction[57] and Ep is the energy of the
bulk cell.

Table 6.6 shows that the Frenkel defect energies are relatively low and that they are consistent with other
complex materials, with the oxygen Frenkel pair energies ranging from 2.8-5.3 eV in pyrochlores[160] and a
Zr Frenkel pair energy of 11.16 eV in zircon.[41] The low value for the Ca Frenkel pair supports results from
Chappell et al., who found that there was a significantly larger fraction of Ca defects when the damage was
normalised to the amount of each ion in the formula unit, 2106 Ca defects compared to 542 O defects.[115] It
was also observed that there was no recovery for the Ca ion in the early stages of the cascade, unlike that seen
for the other species. The high number of defects created and the lack of healing by the Ca seen by Chappell et

al. shows that the Ca defects are relatively stable compared to the lattice and this is what the Frenkel pair energy
calculated here shows. The low Frenkel pair formation energy of the defects in zirconolite is the reason for the
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low self-healing of the lattice, as the defects are relatively stable compared to the lattice. The neutral oxygen
Frenkel pair defect energy in MgO, which undergoes significant self-healing of the lattice to leave only point
defects, has an defect energy of 10.28 eV compared to 1-3 eV in zirconolite, supporting the conclusion that the
low energy of the Frenkel pairs prevents self-healing from occurring in the zirconolite lattice.

The negative values for the singly charged oxygen Frenkel pairs are unphysical and are caused by the local
minimum from which the DFT structure is located. This was shown by using DFT to calculate the Frenkel
pair defect energy with the bulk structure used in the DFT-D3 simulations. The Frenkel defect for the singly
charged two 6-fold coordinated Ti bridge oxygen pair has a defect formation energy of 3.92 eV, proving that the
local minimum is the cause of the unphysical result. However, in the experimental synthesis of the monoclinic
structure, the addition of excess TiO2 and ZrO2 is required to form the monoclinic phase. It can therefore be
implied that the monoclinic crystal structure is not the most stable phase of zirconolite. This could result in the
creation of defects allow the reorientation of the structure towards a lower energy structure.

6.4 Conclusions

DFT has been used to study intrinsic defects in zirconolite, a complex ceramic that is a promising candi-
date for encapsulating high-level radioactive waste. The complex crystal structure and the range of possible
defect oxidation states means that this material is challenging to study using both experimental and modelling
techniques.

We have used an efficient random search technique to identify the lowest energy conformation for intersti-
tials in the zirconolite unit cell. This method enabled the identification of stable defect structures that would
have been difficult to predict by traditional methods. The neutral O interstitial resulted in the removal of the
4-fold coordinated Ti polyhedra, whereas the O− interstitial increased the coordination of a Ti ion from 4 to
5. The Ca and Ti interstitials favour sites in the <010> channels between the ions, whereas the Zr interstitial
displaced a Ti ion from its lattice site to form a substitutional Zr ion and a Ti interstitial.

Vacancies in zirconolite were also shown to have interesting structures, which were sometimes strongly
dependent on the oxidation state and size of the simulation cell. In particular, the neutral Zr vacancy resulted
in the formation of an O2 molecule, whereas the singly charged vacancy did not result in molecule formation,
but it did cause significant displacement of one oxygen atom on a neighbouring 6-fold coordinated Ti ion in the
larger cell. Oxygen molecules were also observed to form near some Ti vacancies, those associated with the
6-fold coordinated Ti ion, but not in others.

The chemical environment of the O vacancies was found to have a strong effect on the formation energies
of oxygen Frenkel pairs, which range between 1.15 eV and 3.18 eV for different chemical environments. The
low Frenkel pair formation energies could explain why zirconolite requires a small number of displacements
per atom (dpa) to become amorphous[11] as the defects are relatively stable.
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Chapter 7

He in zirconolite

7.1 Introduction

The formation of He inside the waste form is caused by the α particle, emitted from a decaying encapsulated
actinide element, localising two electrons. Therefore, every α decay event will lead to the production of a He
atom. The proposed plutonium loading of a zirconolite waste form is 10 wt%[23] and this is equivalent to
one Pu ion per zirconolite unit cell. Nuclear waste generates Pu in a number of different isotopes, which have
different half lives and decay paths, therefore the production of He will occur at different rates over time as each
Pu isotope decays. However, Pu239 decay sequence involves eight α decays and therefore, eight He atoms will
eventually be produced over 108 years.

Pu239 α−→ U235 α−→ Th231 β−→ Pa231 α−→ Ac227 β−→ Th227 α−→ Ra233 α−→ Rn219 α−→ Po215 α−→ Pb211 β−→
Bi211 α−→ Tl207 β−→ Pb207

The produced He atoms will be confined within the waste form, either in the bulk, localised at grain bound-
aries or in the form of He bubbles. The accumulation of He will have an effect on the performance of the waste
form, as the strain caused by the He bubbles can lead to cracking of the waste form. The He atoms tend to
cluster into bubbles to maximise the van der Waals interactions. As the bubbles grow in size the lattice must
distort to accommodate the bubble. These distortions lead to the creation of the strain which eventually leads
to the cracking of the waste form. The HIPing method of synthesising the zirconolite waste form leads to a
polycrystalline material, which contains a large number of grain boundaries in which He could aggregate and
form bubbles, resulting in large stress fields through the waste form.

The closed shell configuration of the He atom means that He will only interact through van der Waals
interactions. The small electron density around the He atom means that no permanent-induced dipoles will be
created, unlike the larger noble gas atoms, such as Xe.[161] Therefore, instantaneous-induced dipoles (London
dispersion) will dominate the behaviour of the He atom. Standard DFT is unable to describe the instantaneous
fluctuations in the charge distribution as two atoms get closer. This has the effect of overbinding noble gas
atoms.[162]

In order to model He interactions in zirconolite accurately DFT with the dispersion correction (DFT-D) is
needed. The DFT-D method implemented in the VASP code adds the energy from classical potentials to the
total energy calculated at each self consistent cycle.[162] However, as DFT over estimates the bonding for the
noble gases, the addition of another energy term has no effect on the results for the noble gases. Grimme et al.
have developed a more sophisticated method for calculating the dispersion forces in DFT-D.[62] The long range
interactions of the DFT potentials have been removed, leaving the potential only acting on or near the atom.
The long range interactions have been modelled through interatomic potentials and the total energy is the sum
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of the short range and long range energies (DFT-D3). This implementation of DFT-D is available in the CP2K
code. CP2K is a periodic DFT code that uses Gaussian basis sets, as well as plane waves, to efficiently treat
the electrostatic interactions, which leads to a linear scaling computational cost with system size. The Gaussian
Plane Wave (GPW) representation of the Kohn-Sham energy is:

E[n] = ET [n]+ EV [n]+ EHartree [n]+ EXC [n]+ EII

= ∑
µν

Pµν

〈
ϕµ (r) | −1

2
∇
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〉
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here EII is interaction energies of the ionic cores with charge ZA and position RA, Pµν is the density matrix,
ϕµ (r) = ∑i diµ gi (r) with gi(r) as a primitive Gaussian function and corresponding contraction coefficient diµ ,
Ω is the volume of the unit cell, G is the reciprocal lattice vectors and ñ(G) is such that ñ(r) is equal to n(r)

on a regular grid in the unit cell.
DFT-D3 was used to locate the position of the He interstitial site using AIRSS. The incorporation energy of

He was calculated and compared to other nuclear ceramic materials. The migration barrier of the He interstitial
was calculated using the nudged elastic band method and compared to the limited experimental results. The
binding energy of the He atom to the vacancies was calculated, via a trapping energy, to see if there was a
tendency for He to localise in the lattice vacancies, where they can act as nucleation sites for bubble formation.
AIRSS was used to study if bubbles could form in the bulk of zirconolite, by inserting multiple He atoms at
once in the searches.

7.2 Computation method

Zirconolite 2M is comprised of layers of 6- and 5-fold coordinated Ti polyhedra separated by layers of
alternating Zr and Ca ions, with a monoclinic crystal structure (figure 7.1).[2] The 88 ion unit cell was used
in this work. The structure was relaxed using the periodic DFT CP2K code,[61] the revised PBE functional
along with Grimme’s D3 dispersion correction[62] and DZVP basis sets.[61] Structures were considered to be
relaxed when the forces on all atoms were less than 0.025 eV Å−1. The CP2K code uses Γ point sampling of
the Brillouin zone. The relaxed cell vectors were in good agreement to those obtained by Rossell using x-ray
diffraction (XRD) experiments (table 6.2).[2] The defects were then introduced into this simulation cell and all
ions relaxed with the cell parameters fixed. The 10 wt% loading proposed for zirconolite[23] is equivalent to a
Pu ion per 88 ion unit cell and this will eventually result in 8 He atoms per unit cell, after the decay of all Pu
and daughter ions after 108 years. Thus the cell size used in this work allows the behaviour of the maximum He
build up to be studied.

7.2.1 Interstitial He defects

The complicated crystal structure of zirconolite makes it difficult to predict the stable configurations of the
He interstitial defects and therefore AIRSS was employed in this study to identify energy minima. He atoms
were randomly placed within the simulation cell and the ionic positions were relaxed using CP2K. The process
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Figure 7.1: Structure of the unit cell of zirconolite projected in the [010] direction. The red spheres show oxygen
ions, white spheres show titanium ions, silver spheres show zirconium ions and blue spheres show calcium ions.

was repeated until 20 different local minima were found. The interstitial site was identified as the lowest energy
local minimum from the searches. A similar procedure was carried out for the multiple He interstitials, but in
this case a number of He atoms were inserted simultaneously at random positions in the simulation cell using
100 searches.

The He migration pathway was calculated using the climbing image nudged elastic band (CI-NEB) method-
ology. The CI-NEB calculations were performed using 18 and 17 images for the <010> and <110> paths
respectively, with a spring constant of 1.94 eV Å−2.

7.2.2 Vacancy defect

The vacancy structures were taken from those obtained using DFT-D3 in Chapter 6.

7.2.3 He trapping

The trapping energy of a He atom by a vacancy is defined as the energy difference between the He in the
vacancy and the vacancy and He interstitial separately. The trapped He energies were obtained by replacing the
vacancy ghost ion by a He atom in the relaxed vacancy structure. A ghost basis-set of the vacant species was
placed in the position of the He ghost in the vacancy calculation and the position of the ghost was fixed while
the 88 atomic positions were relaxed.

Etrap = EHe−B + Ev−EHe−v−EB (7.2)

here Etrap is the energy of locating a He atom inside a vacancy, EHe−B is the energy of the cell containing the
He atom located at the interstitial site within the bulk, Ev is the energy of the vacancy, EHe−v is the energy of
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Figure 7.2: a) The lowest energy configuration for the He interstitial. b) Showing the He resides in the plane
between the three ions. The purple sphere shows the helium atom.

the cell with the He placed inside the vacancy and EB is the energy of bulk zirconolite with the He ghost basis
set.

7.3 Results and discussion

7.3.1 Interstitial He defects

The lowest energy configuration for the He atom interstitial was located in <010> channels of the zirconolite
lattice. The interstitial site is located in the plane between a 6-fold coordinated Ti (2.76 Å), a 5-fold coordinated
Ti (2.74 Å) and a Zr ion (2.84 Å) (figure 7.2b). This position is the same interstitial site found using DFT
and a hundred AIRSS searches. This is the reason why only twenty AIRSS searches were performed using
DFT-D3. The interstitial He site is similar to that found in other ceramic materials studied, as the He interstitial
site in zircon is in the channel parallel to the c axis, with a Zr-He distance of 2.55 Å.[41] In UO2 the lowest
energy configuration for the He atom is the octahedral interstitial site. In some metals (bcc Fe for example) the
substitutional configuration, in which a He atom displaces a lattice ion and resides on the lattice site, causing the
metal ion to become an interstitial, has been found to be the lowest energy configuration.[163] In other metals,
such as bcc V metal, the favoured site for the He interstitial is the tetrahedral interstitial position.

The incorporation energy of He within zirconolite is calculated by eq (7.3), and gives a value of 1.08 eV.
This is similar to values calculated for other ceramic materials, with ZrSiO4 1.45 eV,[41] UO2±x 1.34 eV[38]
and ZrO2 1.35 eV.[33]

Eincorp=EHe−B− (EHe + EB) (7.3)

here Eincorp is the energy required to incorporate a He atom into zirconolite, EHe−B is the energy of the cell
containing the He atom located at the interstitial site within the bulk, EHe is the energy of the He atom in
vacuum and EB is the energy of bulk zirconolite with the He ghost basis set.
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7.3.1.1 He diffusion

The location of the He interstitial suggests that there will be two easy directions for diffusion, the <010>
and the <110> directions. The migration barriers were calculated by CI-NEB calculations for both pathways.
Figure 7.3 shows the migration barriers predicted for the each pathway.

The CI-NEB predicts the <010> pathway is favoured over the <110>, with barriers of 1.46 eV and 1.70 eV,
respectively. The calculated migration barrier is in reasonable agreement with the barrier of 1.05 eV obtained
through thermal diffusion data.[138] Figure 7.3 shows the complicated migration barrier for He migration in
both of the channels. The <010> barrier involves three potential barriers, while the <110> pathway involves
four. The four barriers are caused by the He atom displacing Ca ions out of the Ca row as it migrates along the
channel. The three barriers along the <010> path are caused by the He atom displacing 3, 2 and 1 oxygen ions,
respectively, which form the channel, as it passes. The complexity of the potential energy surface means that
lower energy pathways may be present but other computational methods (hyperdynamics[164] for example)
would be required to locate these paths.

7.3.2 He trapping

The trapping of He by lattice defects is an important factor when determining the durability of a waste form
because the trapped He could act as a nucleation site for the formation of bubbles within the lattice. The trapping
energy is calculated by eq (7.2) and the results are summarised in table 7.1.

Table 7.1 shows that the favoured trap charge state for each species is the charge which gives the lowest
electron density around the vacancy, which are the charged oxygen vacancies and the neutral cation vacancies.
This favoured charge state trend is in agreement with the understanding of the substitution configuration in
metals where the He atom favours low electron density sites, due to the closed shell electronic configuration.
This is the cause of the substitution defect configuration in metals as in metallic systems the low electron density
sites are on the vacant lattice sites.

The strongest trapping defect site in zirconolite is the neutral 5-fold coordinated Ti vacancy, followed by the
Ca vacancies. The neutral 5-fold coordinated Ti vacancy site is thought to be favoured because the four holes
associated with this defect reduce the charge on four of the five O ions surrounding the vacancy, which reduces
the electron density around the vacancy (figure 7.4). The Ca vacancy is favoured because this site creates a
large space within the lattice that easily accommodates the He atom. The trapping energy is independent of the
charge state of the vacancy because of the size of the vacancy site.

The doubly charged 3-fold coordinated bridging O is the only vacancy inside which it is unfavourable to
trap He, the reason being that the presence of the He atom inhibits the vacancy relaxation to its ground state
configuration. The lowest energy configuration of the vacancy is a rearrangement of the remaining 5 coordinated
O ions around a 6-fold coordinated Ti ion into a square pyramidal arrangement, with the bottom oxygen ion of
the octahedron being displaced into the position of the removed oxygen, where the He should be placed (figure
7.5). In contrast to the other calculations, where the He atom was added to the relaxed structure of the vacancy,
in this case the trapping energy was calculated by substituting the O atom with He in the bulk structure before
relaxation.

The presence of the He atom in the singly charged short Ti-Zr bridge vacancy, caused a shift in the position
of the defect level in the band gap by +0.44 eV, shown in figure 7.6. A shift of +0.77 eV was also observed in
the position of the defect level for the singly charged 3-fold coordinated O vacancy, while in the neutral vacancy
the defect level decreases in energy by 0.34 eV.

Similar shifts in the defect level position were also seen in the cation vacancy, with a small shift of +0.05
eV for the triply charged 2nd 6-fold coordinated Ti vacancy. The formation of a doublet defect level occurred
for the doubly charged vacancy, with peaks at 0.64 eV and 0.82 eV above the valence band maximum (VBM),
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Figure 7.4: Charge density of the neutral 5-fold coordinated Ti vacancy with a He atom localised inside, shown
at 0.08 e Å−3.

96



Figure 7.5: Relaxed configuration of the doubly charged 3-fold coordinated O vacancy, showing the square
pyramidal rearrangement of the oxygen ions.
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Figure 7.6: DOS of the singly charged short Ti-Zr bridge a) vacancy and b) vacancy with trapped He.
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compared to 0.57 eV above the VMB for the empty vacancy (figure 7.7). The split of the defect level is due
to the two holes becoming delocalised over three oxygen ions when the He atom is inside the vacancy. The
three oxygen ions are from the same 6-fold coordinated polyhedron in a different Ti layer than the vacancy site
(figure 7.8). The difference in chemical position of the localising oxygen ions gives rise to the different defect
level structure.

The strongest trapped, neutral 5-fold coordinated Ti caused the two defect level of the empty vacancy merge
to form a single defect level at 0.28 eV above the VBM. This is caused by the movement of a localised hole to a
singly coordinated oxygen ion, next to the vacancy site. The other three localised holes remain on oxygen ions
from the same polyhedron. The doubly charged vacancy behaved in a similar way, with the defect level doublet
in the empty vacancy (0.30 eV and 0.45 eV above the VBM) becoming a singlet with a peak at 0.41 eV above
the VBM when He is trapped.

The strongest effect that the trapping of He had on the electron properties of the vacancies was seen in the
neutral Zr vacancy, shown in figure 7.9. The vacancy had a single defect level in the down-spin state at 0.28 eV
above the VBM. However, when He is trapped in the vacancy, the down-spin defect level decreases in energy
and shoulders the valence band. This coincides with the formation of two defect levels in the up-spin state at
0.59 eV and 1.67 eV above the VMB, with the lower energy level occupied, while the higher energy level is
unoccupied. The shape of the valence band and conduction band edges are also changed with the presence of He
in the vacancy. These changes are because three of the localised holes have moved, from three Ti-O-Ti bridges
and a long Ti-Zr bridge to one Ti-O-Ti bridge and three long Ti-Zr bridges (figure 7.10). The localisation on
the Ti-Zr bridges means that the defect levels are generated from different levels in the valence band, than the
Ti-O bridges. Therefore, the energy increase of the level, by localising the hole, causes the defect levels to be
in different positions in the band gap than the defect levels from a Ti-O bridge. The hole that remains on the
Ti-O-Ti bridge changes orbital, from O px in the vacancy to an O pz orbital, as figure 7.10 shows.

Aside from the changes of the position of the defect levels when He is trapped by the vacancies, the trapping
of He causes the formation of a new level in the DOS. In the oxygen vacancies, this new level appears around
-13 eV, compared to around -8 eV for the cation vacancies.

7.3.3 Multiple He interstitials

The interaction of multiple He atoms in a zirconolite lattice is an important issue to understand as the
clustering of He will lead to the formation of bubbles and cracks within the waste form. To study whether He
would cluster in zirconolite, calculations were performed with 2, 3 and 4 He interstitials per unit cell and the
resulting structures were analysed.

The lowest energy configuration for the two He interstitial atoms was one in which the two He atoms sit 3.80
Å apart, with the two He atoms residing in interstitial sites that are equivalent to the site favoured by the single
He interstitial (figure 7.11). This configuration is 0.11 eV less stable than having two He atoms in different unit
cells, compared to 0.22 eV when the He atoms are separated by 4.03 Å and 2.08 eV with the two He atoms
located within the same channel clustered together.

The configuration with three He interstitial atoms in the unit cell has the same relaxed configuration with
the three He atoms occupying the lowest energy interstitial. These three He atoms are separated by a minimum
distance of 6.27 Å, which indicates that the strain imposed on the lattice prevents the He from interacting. This
configuration of the He atoms is 0.17 eV less stable than if the three He atoms were in different unit cells. It is
0.26 eV less stable in a configuration where two of the He atoms 3.38 Å apart and the third He in the interstitial
site one Ti row below, than three separated He atoms.

An organised arrangement of He atoms is the lowest energy configuration for the four interstitials, which
is lower in energy than the configuration AIRSS found, implying insufficient searches were carried out. The

99



Figure 7.7: DOS of the doubly charged 2nd 6-fold coordinated Ti a) vacancy and b) vacancy with trapped He.
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Figure 7.8: Charge density of the doubly charged 2nd 6-fold coordinated Ti a) vacancy and b) vacancy with
trapped He, with isosurface shown at 0.13 e Å−3.
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Figure 7.9: DOS of the neutral Zr a) vacancy and b) vacancy with trapped He.
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Figure 7.10: Charge density of the neutral Zr a) vacancy and b) vacancy with trapped He, with isosurface shown
at 0.12 e Å−3.

103



Figure 7.11: Lowest energy configuration of two He interstitials in bulk zirconolite.

Table 7.2: A summary of the % increase in the unit cell volume of zirconolite caused by the introduction of He
interstitials.

Number of He interstitials % volume increase
1 0.39
2 0.79
3 1.45
4 1.79

He in neutral 5-fold coordinated Ti vacancy 0.69

organised arrangement of He atoms involves the four interstitials located in the interstitial sites, with a minimal
separation of 3.31 Å and it is 0.43 less stable than four separated He atoms. The configuration predicted by
AIRSS is 0.68 eV less stable than isolated He atoms.

7.3.3.1 Volume expansion

The swelling of the lattice is an important aspect of radiation damage as this can lead to the formation of
cracks and reduce the structural stability of the waste form. A 5.4% volume swelling has been observed in
fully loaded (CaPuTi2O7) zirconolite which has a cubic structure,[14]] while the monoclinic zirconolite has a
reported swelling of 6%.[31] The observed swelling in a material is caused by either accumulation of point
defects or by the incorporation of gas bubbles, such as He. It is difficult to distinguish the contribution of each
cause to the overall swelling by experimental methods. To calculate the % volume increase as a function of He
interstitial concentration, cell optimisations were performed on the relaxed configuration of the He interstitials
and the results are summarised in table 7.2.

As table 7.2 shows, the incorporation of He into the bulk structure results in a significant swelling of the
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lattice volume. The swelling caused by the inclusion of three He atoms is 29% of the total swelling observed
in experiments, however the volume increases calculated in this study take no account of damage induced in
the experimental studies, which will create sites for He trapping. Table 7.2 shows that the He ion trapped in the
5-fold coordinated Ti vacancy results in a larger increase in volume than the interstitial He. This is because the
free space in the channels of the zirconolite crystal structure is greater than that associated with the vacancy site
and therefore the substitutional He displaces the surrounding atoms more than the interstitial He. The defects
created by the experimental techniques is likely to create defect clusters and the He may be incorporated into
these defects.

7.4 Conclusions

We have used DFT-D3 to study the He defects in zirconolite, a proposed encapsulation matrix for Pu. The
formation of He atoms inside the waste form can lead to a decrease in durability, as the formation of bubbles will
lead to cracks forming due to increased stress. Therefore, an understanding of the behaviour of He in zirconolite
is important if the long term performance of the waste form is to be predicted.

The position of the He interstitial in bulk zirconolite was found using AIRSS, due to the complex crystal
structure. The interstitial site located was in the <010> channel, in the plane of the 6-fold coordinated Ti, 5-fold
coordinated Ti and a Zr ion. The incorporation energy of the He is 1.08 eV, which is lower than for other nuclear
ceramics and is consistent with the observed He retention in zirconolite. The migration barriers of the He atom
were calculated using CI-NEB and found preferential migration down the <010> channel, with a barrier of 1.46
eV. The He atoms reside in low electron density sites within the zirconolite structure, this supports the current
understanding of the behaviour of He defects in materials.

The binding energies of the He atom with the vacancies were calculated as trapping energies to assess
possible bubble nucleation sites within zirconolite. It was found that the neutral 5-fold coordinated Ti site was
the strongest trap, with a binding energy of 1.11 eV, followed by the Ca vacancies. The Ti site is the preferred
trap due to the removal of electron density by the localisation of the holes associated with the vacancy on 4 of
the 5 oxygen ions.

Clustering of He interstitials was not observed in bulk zirconolite at the concentrations studied, as an organ-
ised arrangement of 4 He atoms had a lower energy than a clustered configuration. A clustered arrangement
may become favourable at higher concentrations than the concentration studied here.
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Chapter 8

Summary

The effect of charge localisation on the properties of defects has been investigated in two ceramic materials,
magnesium oxide and zirconolite. The charge state variation in the O defect structures and migration barriers
were investigated in magnesium oxide, while in zirconolite the effect of charge state on the structure and binding
energy of He atoms to the vacancies was studied.

DFT can describe the localisation of charge on the oxygen defects in MgO, as shown through the study of
vacancies and interstitials. The magnesium defects are not described accurately by DFT, as the localisation of
the holes around the vacancy cannot be correctly modelled. Alternative methods have been proposed to describe
the charge trapping of the magnesium vacancies, such as hybrid functionals or DFT+U, but these methods are
beyond standard DFT and also have their own associated problems, such as the U affecting all the species to
which it is applied and not just the ion the holes are localised on. This research has shown that localisation of
charge on defects in MgO has a significant effect on the structure and migration barriers of the O vacancies and
interstitials. The structural changes associated with the oxygen interstitials as the charge state changes show
that different extended defect configurations could be possible. These observed structural changes corrected
experimental results into the orientation of the O2

2−, from the <110> configuration observed by Halliburton
and Kapper[132] to the lowest energy <111> configuration. The interstitial cluster showed that the effects
observed in isolated defects are also present in larger defect clusters. The structure and migration of the hexa-
interstitial cluster was affected by the localisation of charge. It was of interest that the singly charged interstitial
cluster had the smallest migration barrier, in agreement with the isolated interstitial.

Zirconolite is a proposed ceramic waste host for the long term storage of waste plutonium in a geological
repository. The results from this research support the use of zirconolite as an encapsulation ceramic due to
the behaviour of He interstitials. This research has shown that the He will not cluster in the zirconolite bulk,
at a concentration related to over 108 years of storage, if a 10 wt% loading is used. If He bubbles form, they
could result in large stress fields in the solid and possibly the formation of cracks through the waste form.
However, our results have indicated that the clustering is not likely to be a problem that will affect the long
timescale integrity of the ceramic. An additional issue is that radiation damage, caused by the decay of the
actinde elements, may cause amorphorisation of the lattice. The displacement of the lattice ions caused by
collisions with the recoil (daughter) ion results in the creation of a large number of Frenkel pairs, which can
lead to the eventual failure of the material. Although the DFT results have shown that the zirconolite lattice is
easy to amorphise, with low Frenkel pair defect formation energies, experimental results have shown that this
is not an issue for zirconolite encapsulation. Experimental results for leaching from an amorphous zirconolite
lattice shows that the waste form still retains a good retention of the actinides species and is comparable to the
crystalline results, unlike zircon. The performance of the amorphous system is one of the key factors in the use
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of zirconolite as a ceramic waste form, as the time scales involved in the disposal of nuclear waste mean that
the waste form will remain crystalline for an insignificant amount of time in the repository.

In summary, we have demonstrated that charge localisation effects are significant for a wide range of pro-
cesses and need to be considered if the evolution of defects are to be accurately described in ceramic materials.
The observed radiation enhanced diffusion of the interstitials and the changes in structure of the vacancies mean
that the predictions from kinetic Monte Carlo simulations, that neglect these effects, will be incorrect. The
overestimation is unable to be quantified without further work.
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Chapter 9

Future work

This chapter looks at the topics that could not be investigated in this research due to time restraints. However,
discussed below is the research I would have liked to have done if I had sufficient time. This work could be
carried out in future by someone wishing to extend the work I have produced.

As this research has focused on oxygen vacancies in MgO, it would be of interest to see whether similar
effects were present for the magnesium defects. As discussed in this work, standard DFT methods cannot be
used for this study. The localisation of a hole on the Mg vacancies can be described correctly using hybrid
functionals (B3LYP, PBE0, etc.) or using the Hubbard U method (DFT+U). The migration barriers could then
be calculated in the different charge states and compared to the O vacancies. This would show whether charge
localisation had a larger effect on the cation or anion. The Mg interstitial may be more problematic as the
conduction band of MgO is constructed from Mg s orbitals, so the localisation of electrons on to the interstitial
may not be possible. This is because the electron would have to be localised on a delocalised state. Therefore,
the interstitial state must be lower in energy than the conduction band to allow the electron to localise on the
interstitial or it would be more energetic to delocalise the electron, as seen in these calculations.

The hexa-interstitial cluster has been studied in three charge states: neutral, singly- and doubly-charged.
However, as there are three oxide ions in this interstitial cluster, there is the possibility of localising six holes,
two on each oxide ion. The first three charge states were only studied due to the limited size of the simulation
cell. This restricted the charge we could study without excess charge interactions occurring between periodic
images. A larger supercell would be needed to study the higher charged clusters but the computational expense
of this is currently excessive. It would be of interest to study whether the trends in the charge dependence already
identified continue in the higher charge states, when large supercells become computationally accessible.

The interstitial cluster has only been studied with the localisation of holes, however electrons should also
localise on the cluster. A test calculation was run with an extra electron using DFT but the electron delocalised
over the whole cell. Therefore, to study the localisation of up to six electrons on the cluster, a computational
method similar to that used for the magnesium interstitial would be needed. Studying the localised electron
would be interesting to see if a similar change occurred in the barrier height of the interstitial cluster. This
would allow a comparison between the effects on mobility of localised holes and electrons.

The structure of the intrinsic defects in zirconolite was studied in different charge states but the migration
barriers were not calculated. As the defects seemed to have simple migration pathways, it would be useful to
calculate these and compare to the results from the constituent oxides. This would allow an extra test of the
suitability of comparing the results in zirconolite and the oxides, due to the limited available data for zirconolite.
The migration barriers of the defects are also inportant to allow predictions on the defect evolution over time.
If the migration barriers are high, this may also explain why little self-healing of an irradiation event occurs. I
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have shown that the low Frenkel pair energies of the defects may be the cause of the low structural recovery but
high defect migration barriers would also contribute to this. It would also be interesting to understand the effect
of the O2 molecules on the diffusion of the vacancies, as this would have an effect on the evolution of damage
within the crystal and affect the long time durability of the waste form. The effect of He atoms trapped in the
vacancies are also of interest as these would have similar effects to the O2 molecules, they would prevent the
predicted diffusion pathway of the vacancies, which would likely increase the migration barriers.

The migration barrier will play an important role in the formation of bubbles within the zirconolite lattice,
therefore an accurate description of the barrier is important. The multi-barrier migration of He through zircono-
lite means that other low energy pathways are likely to be present, but the expense of the NEB method means
that it is not feasible to search for other pathways. I believe it would be interesting to use a different methodol-
ogy that would allow basin searches to identify other pathways and possibly give a calculated barrier in closer
agreement to the experimentally observed value. Also, the effect of He accumulation has on the migration of a
He atom would be of interest. Would the build up of He interstitials and the distortions created, aid or hinder
the migration of one of the He atoms through the lattice? This combined with the effect that vacancies have
on the migration pathway would allow an understanding of how He would migrate towards bubbles and grain
boundaries. This would allow calculations of bubble growth rates and other factors that would have an effect on
the durability of the zirconolite structure.

The National Nuclear Laboratory (NNL) is favouring a composite waste form for the disposal of Pu because
it means that impure PuO2 can be encapsulated. An understanding of the interface between the zirconolite and
glass is important. A fundamental understanding of the basic defect properties at the interface would allow
predictions of the durability of the waste form to be made. The properties of the He interstitials at the interface
would have a significant effect on the durability of the waste form, if He atoms clustered at the interface it would
cause a large amount of stress in the system and lead to cracking of the waste form. There has been previous
work on charge localisation in amorphous SiO2 using B3LYP, with the amount of exact exchange altered. This
provides results against which part of the model can be tested. The result of a decay event at the interface would
be of interest to study as it would show the amount of mixing of the interface and the effect that this may have on
the erosion of the interface. However, this would require classical methods and it would be difficult to develop
accurate potentials for the interface region. To find the lowest energy interface structure would require a large
amount of computational time because there is currently no experimental investigation of the glass-zirconolite
interface to aid modellers. Therefore, more experimental studies on the interface are needed, such as AFM, to
help limit the number of interfaces that would need to be investigated. To make an accurate description of the
interface region would require an experimental-computational collaboration, where the results would feed into
each other’s research due to the complexity of the interface.
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