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#### Abstract

In this paper, we study the approximation of solutions of the homogeneous Helmholtz equation $\Delta u+\omega^{2} u=0$ by linear combinations of plane waves with different directions. We combine approximation estimates for homogeneous Helmholtz solutions by generalized harmonic polynomials, obtained from Vekua's theory, with estimates for the approximation of generalized harmonic polynomials by plane waves. The latter is the focus of this paper. We establish best approximation error estimates in Sobolev norms which are explicit in terms of the degree of the generalized polynomial to be approximated, the domain size, and the number of plane waves used in the approximations.
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## 1. Introduction

This article is motivated by the recent surge in interest in numerical methods employing non-polynomial trial spaces for solutions of wave propagation problems. We focus our attention on the homogeneous Helmholtz equation $\Delta u+\omega^{2} u=0$ in $\mathbb{R}^{N}$ with constant coefficients and wave number $\omega>0$. In this context, a popular choice is to approximate $u$ locally or globally in spaces spanned by plane wave functions with different directions ${ }^{1} \boldsymbol{d}_{l} \in \mathbb{S}^{N-1}, l=1, \ldots, p$,

$$
P W_{\omega, p}\left(\mathbb{R}^{N}\right):=\left\{u \in C^{\infty}\left(\mathbb{R}^{N}\right): u(\boldsymbol{x})=\sum_{k=1}^{p} \alpha_{l} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{l}}, \alpha_{l} \in \mathbb{C}\right\}, \quad p \in \mathbb{N}
$$

Examples of such numerical methods are the Plane Wave Partition of Unity Method (PW-PUM; see [1]), the Ultra Weak Variational Formulation (UWVF; see [5]), the Discontinuous Enrichment Method (DEM; see [7]), and the Plane Wave Discontinuous Galerkin Method (PWDG; see [4, 11,13]), which generalizes the UWVF.

Numerical analysis of these methods often manages to establish quasi-optimality in the sense that the discretization error is closely linked to the best approximation error for $u$ in the trial spaces. Thus, convergence results for plane wave based approaches require best approximation estimates in Sobolev norms for homogeneous Helmholtz solutions by plane waves which are explicit in terms of the mesh size $h$ ( $h$-version), and in the number $p$ of plane waves within each element in the approximating spaces ( $p$-version).

Our objective is to derive approximation estimates of the form

$$
\begin{equation*}
\inf _{w \in P W_{\omega, p}\left(\mathbb{R}^{N}\right)}\|u-w\|_{j, \omega, D} \leq \varepsilon\|u\|_{k, \omega, D} \quad \forall u \in H^{k}(D), \Delta u+\omega^{2} u=0 \text { in } D, \tag{1}
\end{equation*}
$$

[^0]for $0 \leq j<k$, where $D \subset \mathbb{R}^{N}, N=2,3$, is a bounded domain, and wavenumber weighted norms
$$
\|u\|_{k, \omega, \Omega}^{2}=\sum_{j=0}^{k} \omega^{2(k-j)}|u|_{j, \Omega}^{2} .
$$

Of course, in (1) we will establish the dependence of $\varepsilon$ on the size and the geometry of $D$, the number $p$ of directions $\boldsymbol{d}_{k}$ of plane waves, the regularity indices $j$ and $k$ as explicitly as possible. Moreover, as illustrated by the bound in (1), our principal interest is in the case of limited smoothness of $u$.

To tackle (1) we take a detour via spaces of so-called generalized harmonic polynomials

$$
H P_{\omega, L}\left(\mathbb{R}^{N}\right):= \begin{cases}\operatorname{span}\left\{\boldsymbol{x} \mapsto e^{i l \psi} J_{|l|}(\omega r)\right\}_{l=-L}^{L} & \text { for } N=2  \tag{2}\\ \operatorname{span}\left\{\boldsymbol{x} \mapsto Y_{l, m}\left(\frac{\boldsymbol{x}}{\mid \boldsymbol{x})}\right) j_{l}(\omega|\boldsymbol{x}|)\right\}_{\substack{l=0, \ldots, L \\ m=-l, \ldots, l}} & \text { for } N=3,\end{cases}
$$

where we used polar coordinates $(r, \psi)$ in two dimensions ${ }^{2}$. Generalized harmonic polynomials owe their pivotal role to Vekua's theory [23]. It supplies so-called Vekua operators, integral operators that map harmonic functions to solutions of the homogeneous Helmholtz equation and vice versa. In particular, they take harmonic polynomials to generalized harmonic polynomials. Using the continuity of Vekua operators [18], approximation estimates for homogeneous Helmholtz solutions in the spaces $H P_{\omega, L}\left(\mathbb{R}^{N}\right)$ can be obtained from approximation estimates of harmonic functions by harmonic polynomials. In [12], we have proved $h$-version approximation estimates for harmonic functions by harmonic polynomials in any space dimension, using a simple Bramble-Hilbert argument. Sharp two dimensional $p$-estimates were proved in [16], heavily relying on complex analysis techniques. For the $p$-estimates in higher space dimensions, relying on the result of [2], in [12] we have proved algebraic convergence, but with order of convergence depending on the shape of the domain in an unknown way. All these results are reviewed in Section 3.

By introducing generalized harmonic polynomials, the task apparently reduces to estimating how well they can be approximated by plane waves:

$$
\begin{equation*}
\inf _{w \in P W_{\omega, p}\left(\mathbb{R}^{N}\right)}\|u-w\|_{j, \omega, D} \leq\|u-Q\|_{j, \omega, D}+\inf _{w \in P W_{\omega, p}\left(\mathbb{R}^{N}\right)}\|Q-w\|_{j, \omega, D}, \tag{3}
\end{equation*}
$$

for some judiciously chosen $Q \in H P_{\omega, L}\left(\mathbb{R}^{N}\right)$, which is "close" to $u$. Our chief target is to estimate the second term. In order to do this, in Section 4, we prove algebraic orders of convergence in $h$ and more than exponential speed in $p$, the number of plane waves used in the approximation. The argument is based on the truncation and the inversion of the Jacobi-Anger expansion. In two space dimensions, any choice of propagation directions for the plane waves used in the approximation is allowed, while in three space dimensions, we ask a mild requirement for the $h$-convergence and a much stronger one for the $p$-convergence.

However, we eventually have to arrive at bounds in terms of $u$, which entails scrutinizing the link between $u$ and $Q$ in (3). This link is provided by Vekua's theory and, hence, we cannot avoid delving into it. In Section 5, we will combine all the results obtained or reported in the previous sections and write the final best approximation estimates for homogeneous Helmholtz solutions by plane waves (see Theorems 5.2 and 5.3, and Corollary 5.5).

## 2. Vekua's theory

In this section we briefly summarize the main results concerning Vekua's theory and the generalized harmonic polynomials proved in [12] and [18].

We will always consider a domain that satisfies the following assumption.
Assumption 2.1. Let $D \subset \mathbb{R}^{N}, N=2,3$, be a bounded open set such that

[^1]- $\partial D$ is Lipschitz,
- there exists $\rho \in(0,1 / 2]$ such that ${ }^{3} B_{\rho h} \subseteq D, h:=\operatorname{diam} D$,
- there exists $0<\rho_{0} \leq \rho$ such that $D$ is star-shaped with respect to $B_{\rho_{0} h}$.

These assumptions, stronger than those of [18], are needed in order to prove approximation results.

Definition 2.2. Given a positive number $\omega$, we define the Vekua operator $V_{1}$ and the inverse Vekua operator $V_{2}$ for the Helmholtz equation:

$$
\begin{aligned}
& V_{1}, V_{2}: C(D) \rightarrow C(D), \\
& V_{j}[\phi](\boldsymbol{x})=\phi(\boldsymbol{x})+\int_{0}^{1} M_{j}(\boldsymbol{x}, t) \phi(t \boldsymbol{x}) \mathrm{d} t \quad \forall \phi \in C(D), \forall \boldsymbol{x} \in D, j=1,2,
\end{aligned}
$$

where $C(D)$ is the space of the complex-valued continuous functions on $D$. The two continuous functions

$$
M_{1}, M_{2}: D \times[0,1) \rightarrow \mathbb{R}
$$

are defined as

$$
\begin{aligned}
& M_{1}(\boldsymbol{x}, t)=-\frac{\omega|\boldsymbol{x}|}{2} \frac{\sqrt{t}^{N-2}}{\sqrt{1-t}} J_{1}(\omega|\boldsymbol{x}| \sqrt{1-t}) \\
& M_{2}(\boldsymbol{x}, t)=-\frac{i \omega|\boldsymbol{x}|}{2} \frac{\sqrt{t}^{N-3}}{\sqrt{1-t}} J_{1}(i \omega|\boldsymbol{x}| \sqrt{t(1-t)})
\end{aligned}
$$

and $J_{1}$ denotes the 1-st order Bessel function of the first kind.
Theorem 2.5 of [18] proves that these operators map harmonic functions into solutions of the Helmholtz equation and vice versa.
Theorem 2.3. Let $D$ be a domain as in Assumption 2.1; the Vekua operators satisfy:
(i) $V_{2}$ is the inverse of $V_{1}$ :

$$
V_{1}\left[V_{2}[\phi]\right]=V_{2}\left[V_{1}[\phi]\right]=\phi \quad \forall \phi \in C(D)
$$

(ii) If $\phi$ is harmonic in $D$, i.e. $\Delta \phi=0$ in $D$, then

$$
\Delta V_{1}[\phi]+\omega^{2} V_{1}[\phi]=0 \quad \text { in } D ;
$$

if $u$ is a solution of the homogeneous Helmholtz equation with wavenumber $\omega>0$ in D, i.e. $\Delta u+$ $\omega^{2} u=0$ in $D$, then

$$
\Delta V_{2}[u]=0 \quad \text { in } D
$$

We summarize the continuity properties of the operators $V_{1}$ and $V_{2}$ that we will use in the following. For the proofs, we refer to Theorem 1.2.1 of [12] or Theorem 3.1 of [18].

Theorem 2.4. Let $D$ be a domain as in the Assumption 2.1; the Vekua operators satisfy the following continuity bounds:

$$
\begin{gather*}
\left\|V_{1}[\phi]\right\|_{j, \omega, D} \leq C_{N} \rho^{\frac{1-N}{2}}(1+j)^{\frac{3}{2} N+\frac{1}{2}} e^{j}\left(1+(\omega h)^{2}\right)\|\phi\|_{j, \omega, D},  \tag{4}\\
\forall \phi \in H^{j}(D), \Delta \phi=0, j \geq 0 ; \\
\left\|V_{2}[u]\right\|_{0, D} \leq C_{N} \rho^{\frac{1-N}{2}}\left(1+(\omega h)^{4}\right) e^{\frac{1}{2}(1-\rho) \omega h}\left(\|u\|_{0, D}+h|u|_{1, D}\right)  \tag{5}\\
\forall u \in H^{1}(D), \Delta u+\omega^{2} u=0 ; \\
\left\|V_{2}[u]\right\|_{j, \omega, D} \leq C_{N} \rho^{\frac{1-N}{2}}(1+j)^{2 N-1} e^{j}\left(1+(\omega h)^{4}\right) e^{\frac{3}{4}(1-\rho) \omega h}\|u\|_{j, \omega, D} \tag{6}
\end{gather*}
$$

[^2]\[

$$
\begin{gather*}
\forall u \in H^{j}(D), \Delta u+\omega^{2} u=0, j \geq 1 ; \\
\left\|V_{2}[u]\right\|_{L^{\infty}(D)} \leq\left(1+\frac{((1-\rho) \omega h)^{2}}{4} e^{\frac{1}{2}(1-\rho) \omega h}\right)\|u\|_{L^{\infty}(D)}  \tag{7}\\
\forall u \in L^{\infty}(D), \Delta u+\omega^{2} u=0,
\end{gather*}
$$
\]

where the constant $C_{N}$ depends only on the space dimension $N=2,3$.
These operators and their continuity properties can be generalized to complex $\omega$, i.e. Helmholtz equation in lossy materials, see [12, Remarks 1.1.6 and 1.2.6].

We use the Vekua operators to define a class of functions that will act as intermediate elements in our approximation theory: they will approximate the general solutions of the Helmholtz equation (Section 3) and, in turn, will be approximated by plane waves (Section 4).

Definition 2.5. A function $u \in C(D)$ is called a generalized harmonic polynomial of degree $L$ if its inverse Vekua transform $V_{2}[u]$ is a harmonic polynomial of degree $L$.

In Section 1.3 of [12] the explicit expressions of the generalized harmonic polynomial are computed. If $N=2$, identifying $\mathbb{R}^{2}=\mathbb{C}$ and using the complex variable $z=r e^{i \psi}$, we have

$$
\begin{equation*}
P(z)=\sum_{l=-L}^{L} a_{l} r^{|l|} e^{i l \psi} \Rightarrow V_{1}[P](z)=\sum_{l=-L}^{L} a_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} e^{i l \psi} J_{|l|}(\omega r) . \tag{8}
\end{equation*}
$$

If $N=3$, using the spherical Bessel function $j_{\nu}(z)=\sqrt{\frac{\pi}{2 z}} J_{\nu+\frac{1}{2}}(z)$, we have

$$
\begin{align*}
P(\boldsymbol{x}) & =\sum_{l=0}^{L} \sum_{m=-l}^{l} a_{l, m}|\boldsymbol{x}|^{l} Y_{l, m}\left(\frac{\boldsymbol{x}}{|\boldsymbol{x}|}\right), \\
\Rightarrow \quad V_{1}[P](\boldsymbol{x}) & =\sum_{l=0}^{L} \sum_{m=-l}^{l} a_{l, m} \frac{(2 l+1)!}{l!}\left(\frac{1}{2 \omega}\right)^{l} Y_{l, m}\left(\frac{\boldsymbol{x}}{|\boldsymbol{x}|}\right) j_{l}(\omega|\boldsymbol{x}|), \tag{9}
\end{align*}
$$

where $\left\{Y_{l, m}\right\}_{m=-l, \ldots, l}$ are a basis of spherical harmonics of order $l$ (see $[6,14,19]$ or the Appendix of [12]). This means that the generalized harmonic polynomials in 2D and 3D are the well-known circular and spherical waves, respectively.

## 3. Approximation of Helmholtz solutions by generalized harmonic polynomials

Vekua's theory can be used to transfer the approximation properties of harmonic functions by harmonic polynomials to Helmholtz solutions by generalized harmonic polynomials.

In order to write explicitly the orders of convergence for two-dimensional domains, we introduce the following definition.

Definition 3.1. We say that the domain $D \subset \mathbb{R}^{2}=\mathbb{C}$ satisfies the exterior cone condition with angle $\lambda \pi, \lambda \in(0,1]$ if for every $z \in \mathbb{C} \backslash D$ there is a cone $C \subset \mathbb{C} \backslash D$ with vertex in $z$ and congruent to

$$
C_{0}(\lambda \pi, r)=\{w \in \mathbb{C}|0<\arg w<\lambda \pi,|w|<r\} .
$$

It can be seen that if a domain $D$ satisfies Assumption 2.1, then it satisfies also the exterior cone condition with parameter $\lambda \geq \frac{2}{\pi} \arcsin \left(\frac{\rho_{0}}{1-\rho}\right)$. Any convex domain satisfies the exterior cone condition with angle $\pi(\lambda=1)$ while for a general smooth $\left(C^{1}\right)$ domain $\lambda=1-\epsilon$ is required.

Vekua's theory allows to reduce the problem of the approximation of Helmholtz solutions by generalized harmonic polynomials to the simpler case of the approximation of harmonic functions by harmonic polynomials. Concerning this problem, Theorem 2.9 of [16] provides convergence both in $h$ and $p$ in Sobolev norms for two-dimensional domains. The proof of this result is strongly based on
complex analysis techniques, so it can not be directly extended to higher dimensions. In Chapter 2 of [12], we have generalized that estimate to higher space dimensions. We summarize these results in the following theorem.

Theorem 3.2. Let $D$ be a domain as in Assumption 2.1, $k \in \mathbb{N}$ and $u \in H^{k+1}(D)$ be a solution of the homogeneous Helmholtz equation $\Delta u+\omega^{2} u=0$ in $D$. Then the following results hold.
(i) If $N=2$ and $D$ satisfies the exterior cone condition with angle $\lambda \pi$, then for every $L \geq k$ there exists a generalized harmonic polynomial $Q_{L}^{\prime}$ of degree at most $L$ such that, for every $j \leq k+1$, it holds

$$
\begin{align*}
\| u & -Q_{L}^{\prime} \|_{j, \omega, D} \\
\leq & \leq\left(1+(\omega h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \omega h}\left(\frac{\log (L+2)}{L+2}\right)^{\lambda(k+1-j)} h^{k+1-j}\|u\|_{k+1, \omega, D} \tag{10}
\end{align*}
$$

where the constant $C$ depends only on the shape of $D, j$ and $k$, but is independent of $h, \omega, L$ and $u$.
(ii) If $N=3$, there exists a constant $\lambda>0$ depending only on the shape of $D$, such that for every $L \geq \max \left\{k, 2^{1 / \lambda}\right\}$ there exists a generalized harmonic polynomial $Q_{L}^{\prime \prime}$ of degree at most $L$ such that, for every $j \leq k+1$, it holds

$$
\begin{align*}
& \left\|u-Q_{L}^{\prime \prime}\right\|_{j, \omega, D} \\
& \quad \leq C\left(1+(\omega h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \omega h} L^{-\lambda(k+1-j)} h^{k+1-j}\|u\|_{k+1, \omega, D} \tag{11}
\end{align*}
$$

where the constant $C$ depends only on the shape of $D, j$, and $k$, but is independent of $h, \omega, L$ and $u$.

Part (i) of Theorem 3.2 is a simple consequence of (4), Theorem 2.9 of [16] and (6); the proof of part (ii) is given in the Appendix.

Theorem 3.2 shows that a solution of the Helmholtz equation with Sobolev regularity $k+1$ can be approximated by generalized harmonic polynomials with algebraic convergence both in the mesh size $h$ and in the degree $L$. The order of convergence in $h$ is $k+1-j$ and the order of convergence in $L$ is $\lambda(k+1-j)$, where $\lambda$ is a parameter depending on the domain shape.

The two-dimensional result comes from [16]; in this case, we have complete control of the speed of convergence, since $\pi \lambda$ is the opening of the smallest re-entrant corner of the domain; estimate (10) has been shown in [16] to be sharp.

In three dimensions, the result is much less powerful because an explicit lower bound to the parameter $\lambda$ in (11) is not available. This means that the convergence rate in $L$ is not fully explicit: this is the main gap in the approximation theory presented here. So far, we could not prove an explicit bound for $\lambda$ even in the simple cases where $D$ is a cube or a regular tetrahedron.

Remark 3.3. If $u$ with $\Delta u+\omega^{2} u=0$ possesses an analytic extension beyond $\partial D$, then, thanks to Theorem A.1, we can expect exponentially accurate approximation by generalized harmonic polynomials, in the sense that

$$
\begin{equation*}
\exists \gamma=\gamma(u, D, j, \omega)>0: \inf _{Q \in H P_{\omega, L}}\|u-Q\|_{j, \omega, D} \leq C(u, D, j, \omega) \exp (-\gamma L) \quad \forall L \in \mathbb{N}, \tag{12}
\end{equation*}
$$

see [16, Cor. 2.7]. Below we will show that also the second term in (3) converges exponentially in $p$ (see Lemmas 4.3 and 4.7), so that overall exponential convergence of plane wave approximation is guaranteed.

## 4. Approximation of generalized harmonic polynomials by plane waves

Now we want to approximate the generalized harmonic polynomials using linear combinations of plane waves. The link between plane and circular/spherical waves is given by the Jacobi-Anger expansion,
combined with the addition theorem for spherical harmonics (see (2.29), (2.45) and (3.66) in [6]):

$$
\begin{array}{lll}
2 D: & e^{i r \cos \theta}=\sum_{l \in \mathbb{Z}} i^{l} J_{l}(r) e^{i l \theta} & \forall r \geq 0, \theta \in[0,2 \pi], \\
3 D: & e^{i r \boldsymbol{\xi} \cdot \boldsymbol{\eta}}=4 \pi \sum_{l \geq 0} i^{l} j_{l}(r) \sum_{m=-l}^{l} Y_{l, m}(\boldsymbol{\xi}) \overline{Y_{l, m}(\boldsymbol{\eta})} & \forall r \geq 0, \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbb{S}^{2} . \tag{14}
\end{array}
$$

In what follows we will always consider plane wave spaces with dimension $p$ chosen according to

$$
p=\operatorname{dim} H P_{\omega, q}\left(\mathbb{R}^{N}\right)= \begin{cases}2 q+1 & \text { in two dimensions } \\ (q+1)^{2} & \text { in three dimensions }\end{cases}
$$

for some $q \in \mathbb{N}$.
We pursue the following policy: given a generalized harmonic polynomial to be approximated, we represent it as a (finite) linear combination of circular/spherical waves (see (8) and (9)); then we truncate the Jacobi-Anger expansion of the generic element $\sum_{k=1}^{p} \alpha_{k} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{k}}$ of $P W_{\omega, p}\left(\mathbb{R}^{N}\right)$, "solve" the resulting linear system with the $\alpha_{k}$ 's as unknowns and thus define the approximating function in $P W_{\omega, p}\left(\mathbb{R}^{N}\right)$. Error bounds will be obtained by estimating the residual error produced by the truncation of the Jacobi-Anger expansions. We will do this in Lemma 4.3 (two dimensions) and Lemma 4.7 (three dimensions): this entails bounding the norm of the inverse of a matrix defined by the generalized harmonic polynomials. The proof will be fairly technical, because we need a very precise estimate of all the terms involved; on the other hand, we obtain a sharp algebraic order of convergence in $h$, the diameter of the domain, and a faster than exponential speed of convergence in $p$, the number of plane waves used. In the two-dimensional case, this result holds for any choice of the plane wave directions, while in three dimensions, we will have to choose them carefully.

### 4.1. Tool: stable bases

Our analysis relies on the existence of a basis of the plane wave space that does not degenerate for small wavenumbers. Yet, it is well-known that the plane wave Galerkin matrix associated with the $L^{2}(D)$ inner product (mass matrix) is very ill-conditioned when the wave number is small or when the size of the domain is small, because in these cases the plane waves tend to be linearly dependent. In order to cope with this problem, it is possible to introduce a basis for the space $P W_{\omega, p}\left(\mathbb{R}^{N}\right)$ that is stable with respect to this limit.

In 2D a stable basis was introduced in [11, Sec. 3.1]. Here, we give a simpler construction:

$$
\begin{equation*}
b_{l}(\boldsymbol{x}):=(-i)^{l} \gamma_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} \sum_{l^{\prime}=-q}^{q}\left(\boldsymbol{A}^{-t}\right)_{l ; l^{\prime}} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{l^{\prime}}} \quad l=-q, \ldots, q, \tag{15}
\end{equation*}
$$

where $\gamma_{l}=1$ if $l \geq 0$ and $\gamma_{l}=(-1)^{l}$ if $l<0$. The plane waves directions are

$$
\boldsymbol{d}_{l}=\left(\cos \theta_{l}, \sin \theta_{l}\right) \quad l=-q, \ldots, q, \quad \boldsymbol{d}_{l} \neq \boldsymbol{d}_{k} \quad \forall l \neq k,
$$

and the matrix $\boldsymbol{A}$ is

$$
\boldsymbol{A}=\left\{\boldsymbol{A}_{l ; l^{\prime}}\right\}_{\substack{l=-q, \ldots, q \\ l^{\prime}=-q, \ldots, q}}=\left\{e^{-i l \theta_{l^{\prime}}}\right\}_{l=-q, \ldots, q}^{l^{\prime}=-q, \ldots, q}<t \mathbb{C}^{2 q+1,2 q+1}
$$

With this definition, using the polar coordinates $\boldsymbol{x}=r(\cos \psi, \sin \psi)$, we have

$$
\begin{aligned}
& b_{l}(\boldsymbol{x})=(-i)^{l} \gamma_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} \sum_{l^{\prime}=-q}^{q}\left(\boldsymbol{A}^{-t}\right)_{l ; l^{\prime}} e^{i \omega r \cos \left(\psi-\theta_{l^{\prime}}\right)} \\
& \stackrel{(13)}{=}(-i)^{l} \gamma_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} \sum_{\tilde{l} \in \mathbb{Z}} i^{\tilde{l}} J_{\bar{l}}(\omega r) e^{i \tilde{l} \psi} \sum_{l^{\prime}=-q}^{q}\left(\boldsymbol{A}^{-t}\right)_{l ; l^{\prime}} e^{-i \tilde{i} \theta_{l^{\prime}}}
\end{aligned}
$$

$$
\begin{aligned}
& =(-i)^{l} \gamma_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|}\left(i^{l} J_{l}(\omega r) e^{i l \psi}+\sum_{|\tilde{l}|>q} i^{\tilde{l}} J_{\tilde{l}}(\omega r) e^{i \tilde{l} \psi} \sum_{l^{\prime}=-q}^{q}\left(\boldsymbol{A}^{-t}\right)_{l ; l^{\prime}} e^{-i \tilde{l} \theta_{l^{\prime}}}\right) \\
& \stackrel{(8)}{=} V_{1}\left[r^{|l|} e^{i l \psi}\right]+O\left(\omega^{q+1-|l|}\right)_{\omega \rightarrow 0}
\end{aligned}
$$

where we used the property $J_{-k}(z)=(-1)^{k} J_{k}(z) \forall k \in \mathbb{Z}$.
In three dimensions, thanks to the Jacobi-Anger expansion and the definition of the generalized harmonic polynomials, we can easily find a stable basis for $P W_{\omega, p}\left(\mathbb{R}^{3}\right)$.

We fix $q \in \mathbb{N}, p=(q+1)^{2}$ and the $p$ directions $\left\{\boldsymbol{d}_{l, m}\right\}_{l=0, \ldots, q ;|m| \leq l}$ which define $P W_{\omega, p}\left(\mathbb{R}^{3}\right)$ in such a way that the $p \times p$ matrix ${ }^{4}$

$$
\begin{equation*}
\boldsymbol{M}=\left\{\boldsymbol{M}_{l, m ; l^{\prime}, m^{\prime}}\right\}_{\substack{l=0, \ldots, q,|m| \leq l, l^{\prime}=0, \ldots, q,\left|m^{\prime}\right| \leq l^{\prime}}}=\left\{Y_{l, m}\left(\boldsymbol{d}_{l^{\prime}, m^{\prime}}\right)\right\}_{\substack{l=0, \ldots, q,|m| \leq l, l^{\prime}=0, \ldots, q,\left|m^{\prime}\right| \leq l^{\prime}}} \tag{16}
\end{equation*}
$$

is invertible. We define $p$ elements of $P W_{\omega, p}\left(\mathbb{R}^{3}\right)$

$$
\begin{align*}
& b_{l, m}(\boldsymbol{x})=\frac{\Gamma\left(l+\frac{3}{2}\right)}{2 \pi^{\frac{3}{2}}}\left(\frac{2}{i \omega}\right)^{l} \sum_{\substack{l^{\prime}=0, \ldots, q,\left|m^{\prime}\right| \leq l^{\prime}}}\left(\overline{\boldsymbol{M}^{-t}}\right)_{l, m ; l^{\prime}, m^{\prime}} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{l^{\prime}, m^{\prime}}}  \tag{17}\\
& l=0, \ldots, q,|m| \leq l
\end{align*}
$$

Relying on the Jacobi-Anger expansion (14), we obtain:

$$
\begin{aligned}
& b_{l, m}(\boldsymbol{x})=4 \pi \frac{\Gamma\left(l+\frac{3}{2}\right)}{2 \pi^{\frac{3}{2}}}\left(\frac{2}{i \omega}\right)^{l} \sum_{\substack{\tilde{l} \in \mathbb{N},|\tilde{m}| \leq \tilde{l}}} i^{\tilde{l}} j_{\tilde{l}}(\omega|\boldsymbol{x}|) Y_{\tilde{l}, \tilde{m}}\left(\frac{\boldsymbol{x}}{|\boldsymbol{x}|}\right) \\
& \cdot \sum_{\substack{l^{\prime}=0, \ldots, q,\left|m^{\prime}\right| \leq l^{\prime}}}\left(\overline{M^{-1}}\right)_{l^{\prime}, m^{\prime} ; l, m} \overline{Y_{\tilde{l}, \tilde{m}}\left(\boldsymbol{d}_{l^{\prime}, m^{\prime}}\right)} \\
& =\frac{2 \Gamma\left(l+\frac{3}{2}\right)}{\sqrt{\pi}}\left(\frac{2}{i \omega}\right)^{l}\left[i^{l} j_{l}(\omega|\boldsymbol{x}|) Y_{l, m}\left(\frac{\boldsymbol{x}}{|\boldsymbol{x}|}\right)\right. \\
& \left.\left.+\sum_{\substack{\tilde{l}>q,|\tilde{m}| \leq \tilde{l}}} i^{\tilde{l}} j_{\tilde{l}}(\omega|x|) Y_{\tilde{l}, \tilde{m}}\left(\frac{\boldsymbol{x}}{|\boldsymbol{x}|}\right) \sum_{\substack{l^{\prime}=0, \ldots, q,\left|m^{\prime}\right| \leq l^{\prime}}}\left(\overline{\boldsymbol{M}^{-1}}\right) l^{l^{\prime}, m^{\prime} ; l, m} \right\rvert\, \overline{Y_{\tilde{l}, \tilde{m}}\left(\boldsymbol{d}_{l^{\prime}, m^{\prime}}\right)}\right] \\
& \stackrel{(9)}{=} V_{1}\left[|\boldsymbol{x}|^{l} Y_{l, m}\left(\frac{\boldsymbol{x}}{|\boldsymbol{x}|}\right)\right]+O\left(\omega^{q+1-l}\right)_{\omega \rightarrow 0},
\end{aligned}
$$

thanks to to the asymptotic properties of the spherical Bessel functions for small arguments

$$
j_{k}(z) \approx \frac{2^{k} k!}{(2 k+1)!} z^{k} \quad|z| \ll 1, k \in \mathbb{Z}
$$

and to

$$
\begin{aligned}
\sum_{\substack{l^{\prime}=0, \ldots, q,\left|m^{\prime}\right| \leq l^{\prime}}}\left(\boldsymbol{M}^{-1}\right)_{l^{\prime}, m^{\prime} ; l, m} Y_{\tilde{l}, \tilde{m}}\left(\boldsymbol{d}_{l^{\prime}, m^{\prime}}\right) & =\sum_{\substack{l^{\prime}=0, \ldots, q,\left|m^{\prime}\right| \leq l^{\prime}}}\left(\boldsymbol{M}^{-1}\right)_{l^{\prime}, m^{\prime} ; l, m}(\boldsymbol{M})_{\tilde{l}, \tilde{m} ; l^{\prime}, m^{\prime}} \\
& =\delta_{l, \tilde{l}} \delta_{m, \tilde{m}, \quad \text { if }|\tilde{m}| \leq \tilde{l} \leq q}
\end{aligned}
$$

[^3]The functions $b_{l, m}$ constitute a basis in $P W_{\omega, p}\left(\mathbb{R}^{3}\right)$; since

$$
b_{l, m}(\boldsymbol{x}) \xrightarrow{\omega \rightarrow 0}|\boldsymbol{x}|^{l} Y_{l, m}\left(\frac{\boldsymbol{x}}{|\boldsymbol{x}|}\right)
$$

uniformly on compact sets, this basis does not degenerate for small positive $\omega$ and its associated mass matrix is well conditioned.

The existence of a stable basis and the proof of the convergence of the plane wave approximation require the matrices $\boldsymbol{A}$ and $\boldsymbol{M}$ to be invertible. This is the case if and only if the sets of directions $\left\{\boldsymbol{d}_{l}\right\}$ or $\left\{\boldsymbol{d}_{l, m}\right\}$ (in two or three dimensions, respectively) constitute a fundamental system for the harmonic polynomials of degree at most $q$. In two dimensions, if the directions $\boldsymbol{d}_{l}$ are all different from each other, this is always true, as we will see in the proof of Lemma 4.3. In three dimensions, we prove that there exist many configurations of directions that make $\boldsymbol{M}$ invertible in the following two lemmas and provide an example.

Lemma 4.1. Let the matrix $\boldsymbol{M}$ be defined as in (16). The set of the configurations of directions $\left\{\boldsymbol{d}_{l, m}\right\}_{l=0, \ldots, q,|m| \leq l}$ that makes $\boldsymbol{M}$ invertible is a dense open subset of $\left(\mathbb{S}^{2}\right)^{p}$.

Proof. The spherical harmonics $Y_{l, m}=Y_{l, m}(\sin \theta \cos \varphi, \sin \theta \sin \varphi, \cos \theta)$, and thus the determinant $\operatorname{det}(\boldsymbol{M}):\left(\mathbb{S}^{2}\right)^{p} \rightarrow \mathbb{C}$, are polynomial functions of $\sin \theta, \cos \theta, \sin \varphi, \cos \varphi$. This implies that $\operatorname{det}(\boldsymbol{M})$ is continuous and then its pre-image $[\operatorname{det}(\boldsymbol{M})]^{-1}\{\mathbb{C} \backslash 0\}$ is an open set.

The existence of at least one configuration of directions $\left\{\boldsymbol{d}_{l, m}\right\}_{l=0, \ldots, q ;|m| \leq l}$ such that $\boldsymbol{M}$ is invertible is guaranteed by a simple generalization (to non constant degrees $n$ ) of Lemma 6 of [19], or by Lemma 4.2 below. Since a trigonometric polynomial is equal to zero in an open set of $\mathbb{R}^{2 p}$ if and only if it is zero everywhere, then $\operatorname{det}(\boldsymbol{M})$ is zero only in a closed subset of $\left(\mathbb{S}^{2}\right)^{p}$ with empty interior, which means that $\boldsymbol{M}$ is invertible on a dense set.

Lemma 4.2. Given $q \in \mathbb{N}$, let the $p=(q+1)^{2}$ directions on $\mathbb{S}^{2}$ be chosen as

$$
\boldsymbol{d}_{l, m}=\left(\sin \theta_{l} \cos \varphi_{l, m}, \sin \theta_{l} \sin \varphi_{l, m}, \cos \theta_{l}\right)
$$

for all $l=0, \ldots, q,|m| \leq l$, where the $q+1$ colatitude angles $\left\{\theta_{l}\right\}_{l=0, \ldots, q} \subset(0, \pi)$ are all different from each other, and the azimuths $\left\{\varphi_{l, m}\right\}_{l=0, \ldots, q ;|m| \leq l} \subset[0,2 \pi)$ satisfy $\varphi_{l, m} \neq \varphi_{l, m^{\prime}}$ for every $m \neq m^{\prime}$. Then the matrix $\boldsymbol{M}$ defined in (16) is invertible.

Proof. The proof is quite technical and we refer the interested reader to [12] (see Lemma 3.1.2).
Lemma 4.2 provides a quite general class of configurations of plane wave propagation directions $\left\{\boldsymbol{d}_{l, m}\right\}_{l=0, \ldots, q ;|m| \leq l}$ that renders the matrix $\boldsymbol{M}$ invertible. This implies the existence of a stable basis in $P W_{\omega, p}\left(\mathbb{R}^{3}\right)$ and allows to prove the approximation estimates in $h$ in Section 4.3. To prove estimates in $p$, we will need a smarter choice of the directions. In order to fulfill the hypotheses of Lemma 4.2 , the directions only have to satisfy the following geometric requirement: there exists $q+1$ different heights $z_{j} \in(-1,1)$ such that exactly $2 j+1$ different vectors $\boldsymbol{d}_{l, m}$ belong to $\mathbb{S}^{2} \cap\left\{(x, y, z), z=z_{j}\right\}_{j=0, \ldots, q}$.

An example of directions satisfying this condition with $q=3$ is shown in Figure 1.

### 4.2. The two-dimensional case

In two space dimensions, thanks to the Jacobi-Anger expansion and the special properties of the circular harmonics $Y_{l}(\theta)=e^{i l \theta}$, we can approximate a generalized harmonic polynomial in $P W_{\omega, p}\left(\mathbb{R}^{2}\right)$, with completely explicit error estimates both in $h$ and in $p$. The order of convergence with respect to $h$ is sharp, as it can be seen from simple numerical experiments [ $4,10,11,17$ ]. The proof given below improves considerably the one given in [17].

Lemma 4.3. Let $D \subset \mathbb{R}^{2}$ be a domain as in Assumption 2.1. Let $P$ be a harmonic polynomial of degree $L$ and let

$$
\left\{\boldsymbol{d}_{k}=\left(\cos \theta_{k}, \sin \theta_{k}\right)\right\}_{k=-q, \ldots, q}
$$

Figure 1. A choice of directions $\left\{\boldsymbol{d}_{l, m}\right\}_{l=0, \ldots, q ;|m| \leq l}$ that satisfies the hypothesis of Lemma 4.2 with $q=3, p=16$. Notice that 1 direction belongs to level 0,3 directions to level 1,5 to level 2 and 7 to level 3 .

be the different directions in the definition of $P W_{\omega, p}\left(\mathbb{R}^{2}\right), p=2 q+1$. We assume that there exists $0<\delta \leq 1$ such that

$$
\begin{equation*}
\min _{\substack{j, k=-q, \ldots, q \\ j \neq k}}\left|\theta_{j}-\theta_{k}\right| \geq \frac{2 \pi}{p} \delta . \tag{18}
\end{equation*}
$$

Let the conditions on the indices

$$
\begin{equation*}
0 \leq K \leq L \leq q, \quad L-K \leq\left\lfloor\frac{q-1}{2}\right\rfloor \tag{19}
\end{equation*}
$$

be satisfied. Then there exists a vector $\vec{\alpha} \in \mathbb{C}^{p}$ such that, for every $R>0$,

$$
\begin{equation*}
\left\|V_{1}[P]-\sum_{k=-q}^{q} \alpha_{k} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{k}}\right\|_{L^{\infty}\left(B_{R}\right)} \leq C(\omega, \delta, \rho, h, R, q, K, L)\|P\|_{K, \omega, D}, \tag{20}
\end{equation*}
$$

where we have set, for brevity,

$$
\begin{aligned}
C(\omega, \delta, \rho, h, R, q, K, L)= & \frac{e^{3}}{\pi^{\frac{3}{2}} \rho^{L-K+1}}\left(\frac{e^{\frac{5}{2}}}{2 \sqrt{2} \delta^{2}}\right)^{q}\left(2^{L} \sqrt{L+1}\right) \\
& \cdot(\omega R)^{q+1-K}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}} \frac{R^{K}}{h} \frac{1}{(q+1)^{\frac{q+1}{2}}} .
\end{aligned}
$$

Proof. We write the polynomial

$$
\begin{equation*}
P(z)=\sum_{l=-L}^{L} a_{l} r^{|l|} e^{i l \psi} \tag{21}
\end{equation*}
$$

with the usual identification $\mathbb{R}^{2}=\mathbb{C}$ and $z=r e^{i \psi}$. We have

$$
V_{1}[P](z)-\sum_{k=-q}^{q} \alpha_{k} e^{i \omega(r \cos \psi, r \sin \psi) \cdot d_{k}}
$$

$$
\begin{aligned}
& \stackrel{(8)}{=} \sum_{l=-L}^{L} a_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} e^{i l \psi} J_{|l|}(\omega r)-\sum_{k=-q}^{q} \alpha_{k} e^{i \omega r \cos \left(\psi-\theta_{k}\right)} \\
& \stackrel{(13)}{=} \sum_{l=-L}^{L} a_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} e^{i l \psi} \gamma_{l} J_{l}(\omega r)-\sum_{l \in \mathbb{Z}} i^{l} J_{l}(\omega r) e^{i l \psi} \sum_{k=-q}^{q} \alpha_{k} e^{-i l \theta_{k}},
\end{aligned}
$$

where $\gamma_{l}=1$ if $l \geq 0$ and $\gamma_{l}=(-1)^{l}$ if $l<0$ because $J_{-l}(\omega r)=(-1)^{l} J_{l}(\omega r)$. Define the $p \times p$ matrix $A$ by

$$
\boldsymbol{A}=\left\{\boldsymbol{A}_{l ; k}\right\}_{l, k=-q, \ldots, q}=\left\{e^{-i l \theta_{k}}\right\}_{l, k=-q, \ldots, q},
$$

and the vector $\vec{\beta} \in \mathbb{C}^{p}$ by

$$
\beta_{l}= \begin{cases}a_{l}|l|!\left(\frac{2}{\omega}\right)^{|l|} i^{-l} \gamma_{l}, & l=-L, \ldots, L, \\ 0, & l=-q, \ldots,-L-1, L+1, \ldots, q .\end{cases}
$$

The matrix $\boldsymbol{A}$ is non-singular because it is the product of a Vandermonde matrix and a diagonal matrix:

$$
\boldsymbol{A}=\left\{e^{-i j \theta_{k}}\right\}_{\substack{j=0, \ldots, 2 q \\ k=-q, \ldots, q}} \cdot \operatorname{diag}\left(\left\{e^{i q \theta_{k}}\right\}_{k=-q, \ldots, q}\right)=\boldsymbol{V}_{A} \cdot \boldsymbol{D}_{A} .
$$

By choosing the $p$-dimensional vector $\vec{\alpha}$ as the solution of the linear system $\boldsymbol{A} \vec{\alpha}=\vec{\beta}$, we have

$$
V_{1}[P](z)-\sum_{k=-q}^{q} \alpha_{k} e^{i \omega(r \cos \psi, r \sin \psi) \cdot \boldsymbol{d}_{k}}=-\sum_{|l|>q} i^{l} J_{l}(\omega r) e^{i l \psi} \sum_{k=-q}^{q} \alpha_{k} e^{-i l \theta_{k}},
$$

and thus the $L^{\infty}$-norm of the error is controlled by

$$
\begin{equation*}
\left\|V_{1}[P]-\sum_{k=-q}^{q} \alpha_{k} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{k}}\right\|_{L^{\infty}\left(B_{R}\right)} \leq\left(\sup _{t \in[0, \omega R]} 2 \sum_{l>q}\left|J_{l}(t)\right|\right)\left\|\boldsymbol{A}^{-1}\right\|_{1}\|\vec{\beta}\|_{1} . \tag{22}
\end{equation*}
$$

We have to bound each of the three factors on the right-hand side of (22).
Using the well-known bound for the Bessel functions

$$
\begin{equation*}
\left|J_{\nu}(z)\right| \leq \frac{e^{|\operatorname{Im} z|}}{\Gamma(\nu+1)}\left(\frac{|z|}{2}\right)^{\nu} \quad \forall \nu>-\frac{1}{2}, z \in \mathbb{C}, \tag{23}
\end{equation*}
$$

we have, for the first factor,

$$
\begin{align*}
\sup _{t \in[0, \omega R]} \sum_{l>q}\left|J_{l}(t)\right| \stackrel{(23)}{\leq} \sup _{t \in[0, \omega R]} & \sum_{l>q}\left(\frac{t}{2}\right)^{l} \frac{1}{l!} \\
& \leq \sup _{t \in[0, \omega R]}\left(\frac{t}{2}\right)^{q+1} \frac{1}{(q+1)!} \sum_{j \geq 0}\left(\frac{t}{2}\right)^{j} \frac{1}{j!}=\left(\frac{\omega R}{2}\right)^{q+1} \frac{e^{\frac{\omega R}{2}}}{(q+1)!} . \tag{24}
\end{align*}
$$

For $\left\|\boldsymbol{A}^{-1}\right\|_{1}$, we observe that the 1-norm of the inverse of the diagonal matrix $\boldsymbol{D}_{A}$ is one, while the norm of the inverse of the Vandermonde matrix $\boldsymbol{V}_{A}$ can be bounded using Theorem 1 of [8]:

$$
\left\|\boldsymbol{A}^{-1}\right\|_{1} \leq\left\|\boldsymbol{V}_{A}^{-1}\right\|_{1}\left\|\boldsymbol{D}_{A}^{-1}\right\|_{1} \leq p\left\|\boldsymbol{V}_{A}^{-1}\right\|_{\infty} \leq p \max _{k=-q, \ldots, q} \prod_{\substack{s=-q, \ldots, q \\ s \neq k}} \frac{1+\left|e^{-i \theta_{s}}\right|}{\left|e^{-i \theta_{s}}-e^{-i \theta_{k}}\right|}
$$

With simple geometric considerations, it is easy to see that, under the constraint (18), the product on the right-hand side is bounded by its value when

$$
\theta_{s}^{*}=\theta_{0}^{*}+\frac{2 \pi}{p} \delta s \quad s=-q, \ldots, q
$$

and the maximum is obtained for $k=0$. A simple trigonometric calculation gives

$$
\left|e^{-i \theta_{s}^{*}}-e^{-i \theta_{0}^{*}}\right|=\sqrt{2} \sqrt{1-\cos \left(\theta_{s}^{*}-\theta_{0}^{*}\right)} \geq \sqrt{2} \frac{\sqrt{2}}{\pi}\left|\theta_{s}^{*}-\theta_{0}^{*}\right|=\frac{4}{p} \delta|s|
$$

because $1-\cos t \geq \frac{2}{\pi^{2}} t^{2}$ for every $t \in[-\pi, \pi]$. This leads to the bound

$$
\begin{equation*}
\left\|\boldsymbol{A}^{-1}\right\|_{1} \leq p \prod_{\substack{s=-q, \ldots, q \\ s \neq k}} \frac{2 p}{4 \delta|s|} \leq \frac{p^{p}}{(2 \delta)^{2 q}(q!)^{2}} \tag{25}
\end{equation*}
$$

In order to bound $\|\vec{\beta}\|_{1}$, we need to bound from below the Sobolev seminorm of order $\mu$ of $P$ for every $\mu=0, \ldots, L$. Recalling that $B_{\rho h} \subseteq D$ and taking into account the expression of $P$ in (21), we have

$$
\begin{align*}
|P|_{\mu, D}^{2} & \geq\left\|\frac{\partial^{\mu}}{\partial r^{\mu}} P\right\|_{0, B_{\rho h}}^{2}=\left\|\sum_{|j|=\mu}^{L} a_{j} \frac{|j|!}{(|j|-K)!} r^{|j|-K} e^{i j \psi}\right\|_{0, B_{\rho h}}^{2} \\
& =\int_{0}^{\rho h} \sum_{|j|,\left|j^{\prime}\right|=\mu}^{L} \frac{a_{j} \overline{a_{j^{\prime}}}|j|!| | j^{\prime} \mid!}{(|j|-\mu)!\left(\left|j^{\prime}\right|-\mu\right)!} r^{|j|+\left|j^{\prime}\right|-2 \mu} \int_{0}^{2 \pi} e^{i\left(j-j^{\prime}\right) \psi} \mathrm{d} \psi r \mathrm{~d} r \\
& =2 \pi \sum_{|j|=\mu}^{L}\left|a_{j}\right|^{2} \frac{(|j|!)^{2}}{((|j|-\mu)!)^{2}} \frac{(\rho h)^{2(|j|-\mu+1)}}{2(|j|-\mu+1)}, \tag{26}
\end{align*}
$$

where in the last step we have used the identity

$$
\int_{0}^{2 \pi} e^{i\left(j-j^{\prime}\right) \psi} \mathrm{d} \psi=2 \pi \delta_{j j^{\prime}}
$$

All the terms in the sum on the right-hand side of (26) are non-negative, so we can invert the estimate. Thus, considering (26) for $\mu=|l|$ and $\mu=K$, we obtain, respectively,

$$
\begin{array}{ll}
\left|a_{l}\right| \leq \frac{1}{\sqrt{\pi}} \frac{1}{|l|!(\rho h)}|P|_{|l|, D} & 0 \leq|l| \leq L \\
\left|a_{l}\right| \leq \frac{1}{\sqrt{\pi}} \frac{(|l|-K)!\sqrt{|l|-K+1}}{|l|!(\rho h)^{|l|-K+1}}|P|_{K, D} & K \leq|l| \leq L .
\end{array}
$$

We plug these bounds into the definition of the coefficients of $\vec{\beta}$, with $K \leq L$ :

$$
\begin{align*}
&\|\vec{\beta}\|_{1}=\sum_{l=-L}^{L}\left|a_{l}\right|\left(\frac{2}{\omega}\right)^{|l|}|l|! \\
& \leq \sum_{l=-K}^{K} \frac{1}{\sqrt{\pi} \rho h}\left(\frac{2}{\omega}\right)^{|l|}|P|_{|l|, D}+\sum_{|l|=K+1}^{L} \frac{1}{\sqrt{\pi}}\left(\frac{2}{\omega}\right)^{|l|} \frac{(|l|-K)!\sqrt{|l|-K+1}}{(\rho h)^{|l|-K+1}}|P|_{K, D} \\
& \leq \frac{\sqrt{2 K+1} 2^{K+\frac{1}{2}}}{\sqrt{\pi} \rho h} \omega^{-K}\|P\|_{K, \omega, D}  \tag{27}\\
&+\frac{2^{L+1}}{\sqrt{\pi} \rho^{L-K+1} h} \omega^{-K}\left(\sum_{l=K+1}^{L} \frac{(l-K)!\sqrt{l-K+1}}{(\omega h)^{|l|-K}}\right)|P|_{K, D} \\
& \leq\left\{\frac{2^{L+1}}{\sqrt{\pi} \rho^{L-K+1}}\left(1+(\omega h)^{-L+K}\right) \frac{\omega^{-K}}{h}\right. \\
&\cdot(\sqrt{K+1}+(L-K)(L-K)!\sqrt{L-K+1})\}\|P\|_{K, \omega, D}
\end{align*}
$$

Inserting the bound on the sum of the Bessel functions (24), the one on $\left\|\boldsymbol{A}^{-1}\right\|_{1}$ given by (25) and the one on $\|\vec{\beta}\|_{1}$ given by (27) inside (22) gives

$$
\begin{align*}
\| V_{1}[P]- & \sum_{k=-q}^{q} \alpha_{k} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{k}} \|_{L^{\infty}\left(B_{R}\right)} \leq 2\left\{\left(\frac{\omega R}{2}\right)^{q+1} \frac{e^{\frac{\omega R}{2}}}{(q+1)!}\right\} \cdot\left\{\frac{p^{p}}{(2 \delta)^{2 q}(q!)^{2}}\right\} \\
& \cdot\left\{\frac{2^{L+1}}{\sqrt{\pi} \rho^{L-K+1}} \omega^{-K} h^{-1}\left(1+(\omega h)^{-L+K}\right) \sqrt{L+1}(L-K+1)!\right\}\|P\|_{K, \omega, D} \\
\leq & \left\{\left(\frac{1}{8 \delta^{2}}\right)^{q}(\omega R)^{q+1} e^{\frac{\omega R}{2}} \frac{p^{p}}{(q!)^{2}(q+1)!}\right\}  \tag{28}\\
& \cdot\left\{\frac{2^{L+1}}{\sqrt{\pi} \rho^{L-K+1}} \omega^{-K} h^{-1}\left(1+(\omega h)^{-L+K}\right) \sqrt{L+1}(L-K+1)!\right\}\|P\|_{K, \omega, D} \\
\leq & \frac{2}{\sqrt{\pi} \rho^{L-K+1}}\left(\frac{1}{8 \delta^{2}}\right)^{q}\left(2^{L} \sqrt{L+1}\right) \\
& \cdot(\omega R)^{q+1-K}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}} \frac{R^{K}}{h} \frac{p^{p}\left\lfloor\frac{q+1}{2}\right\rfloor!}{(q!)^{2}(q+1)!}\|P\|_{K, \omega, D}
\end{align*}
$$

From Stirling's formula we infer

$$
\begin{equation*}
\sqrt{2 \pi} \sqrt{n} n^{n} e^{-n} e^{\frac{1}{12 n+1}}<n!<\sqrt{2 \pi} \sqrt{n} n^{n} e^{-n} e^{\frac{1}{12 n}}, \quad n \geq 1 . \tag{29}
\end{equation*}
$$

We use this to bound

$$
\begin{aligned}
\frac{p^{p}\left\lfloor\frac{q+1}{2}\right\rfloor!}{(q!)^{2}(q+1)!} & \leq \frac{(2 q+2)^{2 q+1}\left\lfloor\frac{q+1}{2}\right\rfloor!}{((q+1)!)^{3}}(q+1)^{2} \\
& <\frac{2^{2 q+1}}{2 \pi} \frac{(q+1)^{2 q+3}\left(\frac{q+1}{2}\right)^{\left(\frac{q+1}{2}\right)+\frac{1}{2}}}{(q+1)^{3(q+1)+\frac{3}{2}}} e^{3(q+1)-\frac{q}{2}} e^{-\frac{3}{12(q+1)+1}+\frac{1}{6 q}} .
\end{aligned}
$$

For $q \geq 3$, since the exponent in the last factor on the right-hand side of the last inequality is negative, we get

$$
\frac{p^{p}\left\lfloor\frac{q+1}{2}\right\rfloor!}{(q!)^{2}(q+1)!} \leq \frac{e^{3}}{2 \pi}\left(2 \sqrt{2} e^{\frac{5}{2}}\right)^{q}(q+1)^{-\frac{q+1}{2}}
$$

For $q=1,2$, one can see directly that the same bound holds true, thus we can use it for any $q \geq 1$ and obtain

$$
\left\|V_{1}[P]-\sum_{k=-q}^{q} \alpha_{k} e^{i \omega x \cdot d_{k}}\right\|_{L^{\infty}\left(B_{R}\right)} \leq \frac{e^{3}}{\pi^{\frac{3}{2}} \rho^{L-K+1}}\left(\frac{e^{\frac{5}{2}}}{2 \sqrt{2} \delta^{2}}\right)^{q}\left(2^{L} \sqrt{L+1}\right), ~(\omega)^{q+1-K}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}} \frac{R^{K}}{h} \frac{1}{(q+1)^{\frac{q+1}{2}}}\|P\|_{K, \omega, D} ;
$$

this concludes the proof.
In Section 5 we will use the bound in Lemma 4.3 with $R=h$ in the derivation of $h p$-approximation error estimates of Helmholtz solutions by plane waves in the 2D case (see Theorem 5.2).

Remark 4.4. Notice that, in Lemma 4.3, the assumption (19), which basically means $L \lesssim q / 2$, has been used only once, i.e., in the inequalities chain (28).

We could modify the condition (19) into $L-K \leq \eta(q-1), \eta \in(0,1)$. This allows to choose higher order generalized harmonic polynomials in the final p-estimate and modify the constants in Theorem 5.2 and in Corollary 5.5. However, this does not affect the general order of convergence.

### 4.3. The three-dimensional case

Now we would like to prove an approximation estimate similar to Lemma 4.3 in a three-dimensional setting. The two-dimensional case has shown that the proof of the order of convergence with respect to $q$ requires a sharp bound on the norm of the inverse of the matrix $\boldsymbol{A}$. In three dimensions, the corresponding matrix is $\boldsymbol{M}$, defined in (16). This matrix is more complicated and it is not of Vandermonde type. As a consequence, we are not able to bound the norm of $M^{-1}$ with a reasonable dependence on $q$ in the general case, but we restrict ourselves to a particular choice of the directions $\boldsymbol{d}_{l, m}$.
Lemma 4.5. Given $q \in \mathbb{N}$, there exists a set of directions $\left\{\boldsymbol{d}_{l, m}\right\}_{0 \leq|m| \leq l \leq q} \subset \mathbb{S}^{2}$ such that

$$
\begin{equation*}
\left\|\boldsymbol{M}^{-1}\right\|_{1} \leq 2 \sqrt{\pi} p=2 \sqrt{\pi}(q+1)^{2} . \tag{30}
\end{equation*}
$$

Proof. Given a set of $p=(q+1)^{2}$ directions $\left\{\boldsymbol{d}_{l, m}\right\}$ we define the determinant

$$
\Delta:\left(\mathbb{S}^{2}\right)^{p} \mapsto \mathbb{C}, \quad \Delta\left(\left\{\boldsymbol{d}_{l, m}\right\}\right):=\operatorname{det}(\boldsymbol{M})
$$

This is a continuous function, so $|\Delta(\cdot)|$ achieves its maximum in, say,

$$
\left\{\boldsymbol{d}_{l, m}^{*}\right\}_{0 \leq|m| \leq l \leq q} \in\left(\mathbb{S}^{2}\right)^{p} .
$$

Thanks to Lemma 4.2, $\Delta(\cdot)$ is not identically zero, so it is possible to define the polynomials

$$
L_{l, m}(\boldsymbol{x}):=\frac{\left.\Delta\left(\boldsymbol{d}_{0,0}^{*}, \ldots, \boldsymbol{x}, \ldots, \boldsymbol{d}_{q, q}^{*}\right\}\right)}{\Delta\left(\left\{\boldsymbol{d}_{l, m}^{*}\right\}\right)}, \quad \boldsymbol{x} \in \mathbb{S}^{2}
$$

(in the numerator, the direction $\boldsymbol{d}_{l, m}^{*}$ is replaced by $\left.\boldsymbol{x}\right)$. From their definition, it is clear that these functions are spherical polynomials of degree at most $q$; they satisfy

$$
L_{l, m}\left(\boldsymbol{d}_{l^{\prime}, m^{\prime}}^{*}\right)=\delta_{l, l^{\prime}} \delta_{m, m^{\prime}}, \quad \begin{aligned}
& 0 \leq|m| \leq l \leq q, \\
& 0 \leq\left|m^{\prime}\right| \leq l^{\prime} \leq q,
\end{aligned}
$$

which means that they are the Lagrange polynomials of the set $\left\{\boldsymbol{d}_{l, m}^{*}\right\}$, and

$$
\left\|L_{l, m}\right\|_{L^{\infty}\left(\mathbb{S}^{2}\right)}=1 .
$$

Now we show that the set $\left\{\boldsymbol{d}_{l, m}^{*}\right\}$ is the one which satisfies (30). With the choice $\boldsymbol{d}_{l, m}=\boldsymbol{d}_{l, m}^{*}$, the entries of $\boldsymbol{M}^{-1}$ satisfy

$$
\sum_{0 \leq\left|m^{\prime}\right| \leq l^{\prime} \leq q}\left(\boldsymbol{M}^{-1}\right)_{l, m ; l^{\prime}, m^{\prime}} Y_{l^{\prime}, m^{\prime}}\left(\boldsymbol{d}_{l^{\prime \prime}, m^{\prime \prime}}\right)=\delta_{l, l^{\prime \prime}} \delta_{m, m^{\prime \prime}}, \quad \begin{gathered}
0 \leq|m| \leq l \leq q, \\
0 \leq\left|m^{\prime \prime}\right| \leq l^{\prime \prime} \leq q, \\
\hline
\end{gathered}
$$

that means $\left(\boldsymbol{M}^{-1}\right)_{l, m ; l^{\prime}, m^{\prime}}$ is the $\left(l^{\prime}, m^{\prime}\right)^{t h}$ coefficient of $L_{l, m}$ with respect to the standard spherical harmonic basis. This gives:

$$
\begin{aligned}
\left\|\boldsymbol{M}^{-1}\right\|_{1} & =\max _{0 \leq\left|m^{\prime}\right| \leq l^{\prime} \leq q} \sum_{0 \leq|m| \leq l \leq q} \mid\left(\boldsymbol{M}^{-1}\right)_{l, m ; l^{\prime}, m^{\prime} \mid} \\
& \leq p \max _{0 \leq\left|m^{\prime}\right| \leq l^{\prime} \leq q} \max _{0 \leq|m| \leq l \leq q}\left|\left(\boldsymbol{M}^{-1}\right)_{l, m ; l^{\prime}, m^{\prime}}\right| \\
& \leq p \max _{0 \leq|m| \leq l \leq q}\left(\sum_{0 \leq\left|m^{\prime}\right| \leq l^{\prime} \leq q} \mid\left(\boldsymbol{M}^{-1}\right)_{l, m ; l^{\prime},\left.m^{\prime}\right|^{2}}\right)^{\frac{1}{2}} \\
& =p \max _{0 \leq|m| \leq l \leq q}\left\|L_{l, m}\right\|_{L^{2}\left(\mathbb{S}^{2}\right)} \\
& \leq p \sqrt{4 \pi} \max _{0 \leq|m| \leq l \leq q}\left\|L_{l, m}\right\|_{L^{\infty}\left(\mathbb{S}^{2}\right)}=2 \sqrt{\pi} p,
\end{aligned}
$$

where we used the orthonormality of the spherical harmonics in $L^{2}\left(\mathbb{S}^{2}\right)$.
The first part of this proof is adapted from that of [21, Theorem 14.1], which is a special case of the Auerbach theorem.

Remark 4.6. Lemma 4.5 does not provide a way of computing the set of directions satisfying (30). However, an efficient algorithm that computes systems of directions which satisfy a bound close to (30) is introduced in [22]. The computed directions can be downloaded from the website [24]. The table presented on that website shows that the Lebesgue constant for $p=(q+1)^{2}$ computed directions is smaller than $2 q$, which gives the slightly worse bound $\left\|\boldsymbol{M}^{-1}\right\|_{1} \leq 4 \sqrt{\pi} p q$.

Now we can prove the three-dimensional counterpart of Lemma 4.3.
Lemma 4.7. Let $D \subset \mathbb{R}^{3}$ be a domain that satisfies Assumption 2.1, $q \in \mathbb{N}$, $p=(q+1)^{2}$, and let $\left\{\boldsymbol{d}_{l, m}\right\}_{0 \leq|m| \leq l \leq q} \subset \mathbb{S}^{2}$ be a set of directions for which the matrix $\boldsymbol{M}$ is invertible. Then, for every harmonic polynomial $P$ of degree $L \leq q$ and for every $R>0$ and $K \in \mathbb{N}$ satisfying

$$
\begin{equation*}
0 \leq K \leq L \leq q, \quad L-K \leq\left\lfloor\frac{q-1}{2}\right\rfloor, \tag{31}
\end{equation*}
$$

there exists a vector $\vec{\alpha} \in \mathbb{C}^{p}$ such that

$$
\begin{equation*}
\left\|V_{1}[P]-\sum_{\substack{l=0, \ldots, q ; \\|m| \leq l}} \alpha_{l, m} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{l}_{l, m}}\right\|_{L^{\infty}\left(B_{R}\right)} \leq C(\omega, \rho, h, R, q, K, L)\left\|\boldsymbol{M}^{-1}\right\|_{1}\|P\|_{K, \omega, D} \tag{32}
\end{equation*}
$$

where

$$
\begin{aligned}
& C(\omega, \rho, h, R, q, K, L)=\frac{1}{\rho^{L-K+\frac{3}{2}}} \frac{(L+1)^{2} e^{K+1}}{\sqrt{2}^{L}} \\
& \quad \cdot(\omega R)^{q+1-K} \frac{R^{K}}{h^{\frac{3}{2}}}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}} \frac{1}{q^{\frac{q-3}{2}}} \frac{1}{2 \sqrt{\pi}(q+1)^{2}} .
\end{aligned}
$$

Proof. As in two dimensions, we write the polynomial

$$
P(\boldsymbol{x})=\sum_{l=0}^{L} \sum_{m=-l}^{l} a_{l, m}|\boldsymbol{x}|^{l} Y_{l, m}\left(\frac{\boldsymbol{x}}{|\boldsymbol{x}|}\right),
$$

and we use the Jacobi-Anger expansion:

$$
\begin{align*}
& V_{1}[P](\boldsymbol{x})-\sum_{\substack{l^{\prime}=0, \ldots, q ; \\
\left|m^{\prime}\right| \leq l^{\prime}}} \alpha_{l^{\prime}, m^{\prime}} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{l^{\prime}, m^{\prime}}} \\
& \stackrel{\stackrel{(9)}{(9),} L}{=} \sum_{l=0}^{L} \sum_{m=-l}^{l} a_{l, m}\left(\frac{1}{2 \omega}\right)^{l} \frac{(2 l+1)!}{l!} Y_{l, m}\left(\frac{\boldsymbol{x}}{|\boldsymbol{x}|}\right) j_{l}(\omega|\boldsymbol{x}|) \\
&  \tag{33}\\
& \quad-4 \pi \sum_{l \geq 0} i^{l} j_{l}(\omega|\boldsymbol{x}|) \sum_{m=-l}^{l} Y_{l, m}\left(\frac{\boldsymbol{x}}{|\boldsymbol{x}|}\right) \sum_{\substack{l^{\prime}=0, \ldots, q ; \\
\left|m^{\prime}\right| \leq l^{l^{\prime}}}} \alpha_{l^{\prime}, m^{\prime}} \overline{Y_{l, m}\left(\boldsymbol{d}_{l^{\prime}, m^{\prime}}\right)} \\
& =-4 \pi \sum_{l \geq q+1} i^{l} j_{l}(\omega|\boldsymbol{x}|) \sum_{m=-l}^{l} Y_{l, m}\left(\frac{\boldsymbol{x}}{|\boldsymbol{x}|}\right) \sum_{\substack{l^{\prime}=0, \ldots, q ; \\
\left|m^{\prime}\right| \leq l^{l^{\prime}}}} \alpha_{l^{\prime}, m^{\prime}} \overline{Y_{l, m}\left(\boldsymbol{d}_{l^{\prime}, m^{\prime}}\right)}
\end{align*}
$$

provided that the vector $\vec{\alpha} \in \mathbb{C}^{p}$ is the solution of the linear system $\boldsymbol{M} \cdot \vec{\alpha}=\vec{\beta}$ with

$$
\beta_{l, m}= \begin{cases}\frac{1}{4 \pi}\left(\frac{1}{2 i \omega}\right)^{l} \frac{(2 l+1)!}{l!} a_{l, m}, & l=0, \ldots, L ;|m| \leq l  \tag{34}\\ 0, & l=L+1, \ldots, q ;|m| \leq l\end{cases}
$$

and $\boldsymbol{M}$ is the $p \times p$ matrix defined in (16).

Now we can bound the coefficients $a_{l, m}$ with the norms of the polynomial $P$, denoting $r=|x|$ :

$$
\begin{array}{rlr}
|P|_{\mu, D}^{2} \geq & \left\|\frac{\partial^{\mu}}{\partial r^{\mu}} P\right\|_{0, B_{\rho h}}^{2}=\left\|\sum_{l=\mu}^{L} \sum_{m=-l}^{l} a_{l, m} \frac{l!}{(l-\mu)!} r^{l-\mu} Y_{l, m}\left(\frac{\boldsymbol{x}}{|\boldsymbol{x}|}\right)\right\|_{0, B_{\rho h}}^{2} & \\
= & \int_{0}^{\rho h} \sum_{l=\mu}^{L} \sum_{m=-l}^{l} \sum_{l^{\prime}=\mu}^{L} \sum_{m^{\prime}=-l^{\prime}}^{l^{\prime}} a_{l, m} \overline{a_{l^{\prime}, m^{\prime}}} \frac{l!l^{\prime}!}{(l-\mu)!\left(l^{\prime}-\mu\right)!} r^{l+l^{\prime}-2 \mu} & \\
& \cdot \int_{\mathbb{S}^{2}} Y_{l, m}(\boldsymbol{d}) \overline{Y_{l^{\prime}, m^{\prime}}(\boldsymbol{d})} \mathrm{d} \boldsymbol{d} r^{2} \mathrm{~d} r & \\
= & \sum_{l=\mu}^{L} \sum_{m=-l}^{l}\left|a_{l, m}\right|^{2} \frac{(l!)^{2}}{((l-\mu)!)^{2}} \frac{(\rho h)^{2(l-\mu)+3}}{2(l-\mu)+3} & 0 \leq \mu \leq L
\end{array}
$$

thanks to the orthonormality of the spherical harmonics. Choosing $\mu=l$ and $\mu=K$, this gives:

$$
\begin{array}{rlr}
\sum_{m=-l}^{l}\left|a_{l, m}\right| & \leq \sqrt{2 l+1}\left(\sum_{m=-l}^{l}\left|a_{l, m}\right|^{2}\right)^{\frac{1}{2}} & \\
& \leq \sqrt{2 l+1} \frac{\sqrt{3}}{l!(\rho h)^{\frac{3}{2}}}|P|_{l, D} &  \tag{35}\\
\sum_{m=-l}^{l}\left|a_{l, m}\right| & \leq \sqrt{2 l+1} \frac{(l-K)!\sqrt{2(l-K)+3}}{l!(\rho h)^{l-K+\frac{3}{2}}}|P|_{K, D} & \\
& \leq \frac{(l-K)!(2 l+2)}{l!(\rho h)^{l-K+\frac{3}{2}}}|P|_{K, D} &
\end{array}
$$

Now, for every $\boldsymbol{d}_{l^{\prime}, m^{\prime}}$ and for every $\boldsymbol{x} \in B_{R}$, we have

$$
\begin{align*}
& \left|4 \pi \sum_{l \geq q+1} i^{l} j_{l}(\omega|\boldsymbol{x}|) \sum_{m=-l}^{l} Y_{l, m}\left(\frac{\boldsymbol{x}}{|\boldsymbol{x}|}\right) \overline{Y_{l, m}\left(\boldsymbol{d}_{l^{\prime}, m^{\prime}}\right)}\right| \\
& \quad \leq 4 \pi \sum_{l \geq q+1} \sqrt{\frac{\pi}{2 \omega|\boldsymbol{x}|}}\left|J_{l+\frac{1}{2}}(\omega|\boldsymbol{x}|)\right| \sqrt{\sum_{m=-l}^{l}\left|Y_{l, m}\left(\frac{\boldsymbol{x}}{|\boldsymbol{x}|}\right)\right|^{2}} \sqrt{\sum_{m=-l}^{l}\left|Y_{l, m}\left(\boldsymbol{d}_{l^{\prime}, m^{\prime}}\right)\right|^{2}} \\
& \quad \begin{array}{l}
(23) \\
\leq
\end{array} \pi \sqrt{\frac{\pi}{2 \omega|\boldsymbol{x}|}} \sum_{l \geq q+1} \frac{(\omega|\boldsymbol{x}|)^{l+\frac{1}{2}}}{\Gamma\left(l+\frac{3}{2}\right) 2^{l+\frac{1}{2}}} \frac{2 l+1}{4 \pi}  \tag{36}\\
& \stackrel{j=l-q-1}{\leq} \frac{\sqrt{\pi}}{2}\left(\frac{\omega|\boldsymbol{x}|}{2}\right)^{q+1} \sum_{j=0}^{\infty} \frac{\left(\frac{\omega|\boldsymbol{x}|}{2}\right)^{j} 2\left(q+j+1+\frac{1}{2}\right)}{\Gamma\left(q+j+1+\frac{3}{2}\right)} \\
& \quad \leq \sqrt{\pi}\left(\frac{\omega|\boldsymbol{x}|}{2}\right)^{q+1} \frac{q!2^{2 q+1}}{\sqrt{\pi}(2 q+1)!} \sum_{j=0}^{\infty} \frac{\left(\frac{\omega|\boldsymbol{x}|}{2}\right)^{j}}{j!} \leq \frac{q!2^{q}}{(2 q+1)!}(\omega R)^{q+1} e^{\frac{\omega R}{2}},
\end{align*}
$$

where, in the second inequality, we have bounded the sum of the spherical harmonics with (2.4.105) of [20], and in the fourth inequality we have used

$$
\frac{\left(q+j+\frac{3}{2}\right)}{\Gamma\left(q+j+1+\frac{3}{2}\right)}=\frac{1}{\Gamma\left(q+j+\frac{3}{2}\right)} \leq \frac{1}{\Gamma\left(q+\frac{3}{2}\right) \Gamma(j+1)}=\frac{q!2^{2 q+1}}{\sqrt{\pi}(2 q+1)!j!} .
$$

We will also need the following bound. When $q \geq 3$, using the Stirling formula (29), $e<2 \sqrt{2}$ and the hypothesis on the indices, we have

$$
\begin{align*}
\frac{(L-K)!}{2^{q-L} q!} & \leq \frac{(L-K)^{L-K+\frac{1}{2}} e^{q+1}}{2^{q-L} q^{q+\frac{1}{2}} e^{L-K}} \\
& \stackrel{(31)}{\leq} e^{K+1}\left(\frac{e}{2}\right)^{q-L} \frac{\left.\left\lfloor\frac{q-1}{2}\right\rfloor\right\rfloor^{\left.\frac{q-1}{2}\right\rfloor+\frac{1}{2}}}{q^{q+\frac{1}{2}}}  \tag{37}\\
& \leq \sqrt{2}^{-L} e^{K+1}\left(\frac{e}{2 \sqrt{2}}\right)^{q-L} \frac{(q-1)^{\frac{q}{2}}}{q^{q+\frac{1}{2}}} \\
& \leq \sqrt{2}^{-L} e^{K+1} q^{-\frac{q}{2}+\frac{3}{2}} \frac{1}{(q+1)^{2}}
\end{align*}
$$

The same bound holds true also for $q=1,2$.
We plug (36) in (33) with the definition of $\vec{\beta}$ and the bound (35) on the coefficients $a_{l, m}$ with $K=l$, and obtain

$$
\begin{aligned}
& \left\|V_{1}[P]-\sum_{\substack{l=0, \ldots, q ; \\
|m| \leq l}} \alpha_{l, m} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{l, m}}\right\|_{L^{\infty}\left(B_{R}\right)} \\
& \stackrel{(33)}{\leq} \sup _{\substack{x \in B_{R} \\
l^{\prime}=0, q^{\prime}, m^{\prime}=-l^{\prime}, \ldots, l^{\prime}}}\left|4 \pi \sum_{l \geq q+1} i^{l} j_{l}(\omega|\boldsymbol{x}|) \sum_{m=-l}^{l} Y_{l, m}\left(\frac{\boldsymbol{x}}{|\boldsymbol{x}|}\right) \overline{Y_{l, m}\left(\boldsymbol{d}_{l^{\prime}, m^{\prime}}\right)}\right| \cdot\|\vec{\alpha}\|_{1} \\
& \stackrel{(36)}{\leq} \frac{q!2^{q}}{(2 q+1)!}(\omega R)^{q+1} e^{\frac{\omega R}{2}}\left\|M^{-1}\right\|_{1}\|\vec{\beta}\|_{1} \\
& \stackrel{(34)}{\leq}\left\|\boldsymbol{M}^{-1}\right\|_{1} \frac{q!2^{q}}{(2 q+1)!}(\omega R)^{q+1} e^{\frac{\omega R}{2}} \sum_{l=0}^{L} \sum_{m=-l}^{l} \frac{1}{4 \pi}\left(\frac{1}{2 \omega}\right)^{l} \frac{(2 l+1)!}{l!}\left|a_{l, m}\right| \\
& \stackrel{(35)}{\leq} \frac{\left\|\boldsymbol{M}^{-1}\right\|_{1}}{4 \pi} \frac{q!2^{q}}{(2 q+1)!}(\omega R)^{q+1} e^{\frac{\omega R}{2}}\left[\sum_{l=0}^{K-1}\left(\frac{1}{2 \omega}\right)^{l} \frac{(2 l+1)!\sqrt{3} \sqrt{2 l+1}}{l!l!(\rho h)^{\frac{3}{2}}}|P|_{l, D}\right. \\
& \left.+\sum_{l=K}^{L}\left(\frac{1}{2 \omega}\right)^{l} \frac{(2 l+1)!(l-K)!(2 l+2)}{l!l!(\rho h)^{l-K+\frac{3}{2}}}|P|_{K, D}\right] \\
& \leq \sqrt{\frac{3}{\pi}} \frac{\left\|\boldsymbol{M}^{-1}\right\|_{1}}{4 \sqrt{\pi}} \frac{q!2^{q}}{\rho^{L-K+\frac{3}{2}}(2 q+1)!} \frac{(\omega R)^{q+1}}{h^{\frac{3}{2}}} e^{\frac{\omega R}{2}}\left[\sum_{l=0}^{K-1} \frac{(2 l+1)!\sqrt{2 l+1}}{2^{l} l!l!}\right. \\
& \left.+\sum_{l=K}^{L} \frac{(2 l+1)!(l-K)!(2 l+2)}{2^{l} l!l!(\omega h)^{l-K}}\right] \omega^{-K}\|P\|_{K,, \omega, D} \\
& \leq \frac{\left\|\boldsymbol{M}^{-1}\right\|_{1}}{4 \sqrt{\pi}} \frac{1}{\rho^{L-K+\frac{3}{2}}} \frac{q!2^{q}}{(2 q+1)!}\left[\frac{(2 L+1)!}{2^{L} L!L!}((L+1)(L-K)!(2 L+2))\right] \\
& \cdot(\omega R)^{q+1-K} \frac{R^{K}}{h^{\frac{3}{2}}}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}}\|P\|_{K, \omega, D} \\
& \leq \frac{\left\|M^{-1}\right\|_{1}}{2 \sqrt{\pi}} \frac{1}{\rho^{L-K+\frac{3}{2}}} \frac{1}{q!2^{q}} \frac{q!q!4^{q}}{(2 q+1)!} \frac{(2 L+1)!}{4^{L} L!L!} 2^{L}(L+1)^{2}(L-K)! \\
& \cdot(\omega R)^{q+1-K} \frac{R^{K}}{h^{\frac{3}{2}}}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}}\|P\|_{K, \omega, D}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{\left\|\boldsymbol{M}^{-1}\right\|_{1}}{2 \sqrt{\pi}} \frac{1}{\rho^{L-K+\frac{3}{2}}} \frac{(L-K)!}{q!2^{q-L}}(L+1)^{2} \\
& \quad \cdot(\omega R)^{q+1-K} \frac{R^{K}}{h^{\frac{3}{2}}}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}}\|P\|_{K, \omega, D} \\
& \begin{array}{l}
(37) \\
\leq \\
2 \sqrt{\pi}(q+1)^{2}
\end{array} \frac{\left\|\boldsymbol{M}^{-1}\right\|_{1}}{} \frac{(L+1)^{2} e^{K+1}}{\rho^{L-K+\frac{3}{2}} \sqrt{2}^{L}} q^{-\frac{q}{2}+\frac{3}{2}} \\
& \quad \cdot(\omega R)^{q+1-K} \frac{R^{K}}{h^{\frac{3}{2}}}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}}\|P\|_{K, \omega, D}
\end{aligned}
$$

where we have used the monotonicity of the increasing sequences $l \mapsto \frac{(2 l+1)!}{2^{l} l!!!}$ and $l \mapsto \frac{(2 l+1)!}{4^{l} l!!!}=$ $\frac{2 \Gamma(l+3 / 2)}{\sqrt{\pi} \Gamma(l+1)}$.

Combining Lemma 4.7 and Lemma 4.5 immediately gives the following result.
Corollary 4.8. Let $D \subset \mathbb{R}^{3}$ be a domain that satisfies Assumption 2.1, $q \in \mathbb{N}$ and $p=(q+1)^{2}$. Then there exists a set of directions $\left\{\boldsymbol{d}_{l, m}\right\}_{0 \leq|m| \leq l \leq q} \subset \mathbb{S}^{2}$ such that for every harmonic polynomial $P$ of degree $L \leq q$ and for every $R>0$ and $\bar{K} \in \mathbb{N}$ satisfying (31), there exists a vector $\vec{\alpha} \in \mathbb{C}^{p}$ such that

$$
\begin{equation*}
\left\|V_{1}[P]-\sum_{\substack{l=0, \ldots, q ; \\|m| \leq l}} \alpha_{l, m} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{l, m}}\right\|_{L^{\infty}\left(B_{R}\right)} \leq C(\omega, \rho, h, R, q, K, L)\|P\|_{K, \omega, D} \tag{38}
\end{equation*}
$$

where

$$
\begin{aligned}
C(\omega, \rho, h, R, q, K, L)= & \frac{1}{\rho^{L-K+\frac{3}{2}}} \frac{(L+1)^{2} e^{K+1}}{\sqrt{2}^{L}} \\
& \cdot(\omega R)^{q+1-K} \frac{R^{K}}{h^{\frac{3}{2}}}\left(1+(\omega h)^{-L+K}\right) e^{\frac{\omega R}{2}} \frac{1}{q^{\frac{q-3}{2}}} .
\end{aligned}
$$

Lemma 4.7 provides a way to compute a plane wave approximation of a given generalized harmonic polynomial. Solving the linear system $\boldsymbol{M} \cdot \vec{\alpha}=\vec{\beta}$, with the matrix $\boldsymbol{M}$ defined in (16) and the right-hand side $\vec{\beta}$ as in (34), gives the coefficient vector $\vec{\alpha}$ of the approximating linear combination of plane waves. Since $M$ is independent of $\omega$ and $h$, the conditioning of this problem depends only on the choice of the directions. Hence, in terms of stability, approximation with plane waves is no less stable with respect to $\omega$ than approximation by generalized harmonic polynomials.

## 5. Approximation of Helmholtz solutions by plane waves

In order to use Lemma 4.3 and Lemma 4.7 to derive error estimates for the approximation of homogeneous Helmholtz solutions in $P W_{\omega, p}\left(\mathbb{R}^{N}\right)$, we need to link the Sobolev norms to the $L^{\infty}$-norm of the error. This is done in the following lemma, that generalizes the usual Cauchy estimates for harmonic functions to the Helmholtz case. The result is a simple consequence of the continuity of the Vekua transform.

Lemma 5.1. Let $D \subset \mathbb{R}^{N}, N=2,3$, be a domain as in Assumption 2.1, and let $u \in H^{j}\left(B_{h}\right), j \in \mathbb{N}$, be a solution to the homogeneous Helmholtz equation with $\omega>0$. Then we have

$$
\begin{equation*}
\|u\|_{j, \omega, D} \leq C_{N, j} \rho^{\frac{1-N}{2}-j}\left(1+(\omega h)^{j+4}\right) e^{\frac{1}{2} \omega h} h^{\frac{N}{2}-j}\|u\|_{L^{\infty}\left(B_{h}\right)} . \tag{39}
\end{equation*}
$$

where the constant $C$ depends only on $N$ and $j$.

Proof. Assumption 2.1 implies that $D \subset B_{(1-\rho) h}$ and henceforth $d\left(D, \partial B_{h}\right) \geq \rho h$. Using the Cauchy estimates for harmonic functions and the continuity of the Vekua operators, we have

$$
\begin{aligned}
&\|u\|_{j, \omega, D} \stackrel{(4)}{\leq} C_{N} \rho^{\frac{1-N}{2}}(1+j)^{\frac{3}{2} N+\frac{1}{2}} e^{j}\left(1+(\omega h)^{2}\right)\left\|V_{2}[u]\right\|_{j, \omega, D} \\
& \leq C_{N, j} \rho^{\frac{1-N}{2}}\left(1+(\omega h)^{2}\right) \sum_{l=0}^{j} \omega^{j-l}\left|V_{2}[u]\right|_{l, D} \\
& \leq C_{N, j} \rho^{\frac{1-N}{2}}\left(1+(\omega h)^{2}\right) \sum_{l=0}^{j} \omega^{j-l} h^{\frac{N}{2}}\left|V_{2}[u]\right|_{W^{l, \infty}(D)} \\
& \quad \begin{array}{l}
\text { [9, Th. 2.10] } \\
\leq
\end{array} C_{N, j} \rho^{\frac{1-N}{2}}\left(1+(\omega h)^{2}\right) \sum_{l=0}^{j} \omega^{j-l} h^{\frac{N}{2}}(\rho h)^{-l}\left\|V_{2}[u]\right\|_{L^{\infty}\left(B_{h}\right)} \\
& \leq C_{N, j} \rho^{\frac{1-N}{2}-j}\left(1+(\omega h)^{j+2}\right) h^{\frac{N}{2}-j}\left\|V_{2}[u]\right\|_{L^{\infty}\left(B_{h}\right)} \\
& \quad \begin{array}{l}
\text { (7) on } B_{h} \\
\leq
\end{array} C_{N, j} \rho^{\frac{1-N}{2}-j}\left(1+(\omega h)^{j+4}\right) e^{\frac{1}{2} \omega h} h^{\frac{N}{2}-j}\|u\|_{L^{\infty}\left(B_{h}\right)},
\end{aligned}
$$

where, in the last step, the exponential has coefficient $1 / 2$ because the ball $B_{h}$ has diameter $2 h$ and shape parameter $\rho\left(B_{h}\right)=1 / 2$.

Now we can state the main results: the $h p$-approximation estimates for homogeneous Helmholtz solutions in $H^{j}(D)$ with plane waves in $P W_{\omega, p}(D)$. We consider the two cases $N=2$ and $N=3$ separately in Theorem 5.2 and Theorem 5.3, respectively; we will write a simpler (and probably more useful) version in Corollary 5.5.

Theorem 5.2 (hp-estimates, $N=2$ ). Let $u \in H^{K+1}(D)$ be a solution of the homogeneous Helmholtz equation in a domain $D \subset \mathbb{R}^{2}$ satisfying Assumption 2.1 and the exterior cone condition with angle $\lambda \pi$ (see Definition 3.1). Fix $q \geq 1$, set $p=2 q+1$ and let the directions $\left\{\boldsymbol{d}_{k}=\left(\cos \theta_{k}, \sin \theta_{k}\right)\right\}_{k=-q, \ldots, q}$ satisfy the condition (18).

Then for every integer $L$ satisfying

$$
0 \leq K \leq L \leq q, \quad L-K \leq\left\lfloor\frac{q-1}{2}\right\rfloor,
$$

there exists $\vec{\alpha} \in \mathbb{C}^{p}$ such that, for every $0 \leq j \leq K$,

$$
\begin{align*}
& \left\|u-\sum_{k=1}^{p} \alpha_{k} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{k}}\right\|_{j, \omega, D} \leq C e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \omega h}\left(1+(\omega h)^{q+j-K+8}\right) h^{K+1-j}  \tag{40}\\
& \cdot\left\{\left(\frac{\log (L+2)}{L+2}\right)^{\lambda(K+1-j)}+\left(\frac{2}{\rho}\right)^{L} \sqrt{\frac{L+1}{q+1}}\left(\frac{e^{\frac{5}{2}}}{2 \sqrt{2} \delta^{2} \sqrt{q+1}}\right)^{q}\right\}\|u\|_{K+1, \omega, D}
\end{align*}
$$

where the constant $C>0$ depends only on $j, K$ and the shape of $D$, but is independent of $q, L, \delta, \omega$, $h$ and $u$.

Proof. Let $Q$ be the generalized harmonic polynomial of degree at most $L$ equal to $Q_{L}^{\prime}$ from Theorem 3.2, item (i).

Since $V_{2}[Q]$ approximates $V_{2}[u]$, we notice that, for $K \geq 1$,

$$
\begin{align*}
&\left\|V_{2}[Q]\right\|_{K, \omega, D} \leq\left\|V_{2}[u]\right\|_{K, \omega, D}+\left\|V_{2}[u]-V_{2}[Q]\right\|_{K, \omega, D} \\
& \stackrel{(55)}{\leq}(1+C)\left\|V_{2}[u]\right\|_{K, \omega, D}  \tag{41}\\
& \stackrel{(6)}{\leq} C\left(1+(\omega h)^{4}\right) e^{\frac{3}{4}(1-\rho) \omega h}\|u\|_{K, \omega, D},
\end{align*}
$$

where $C$ depends only on $K$ and the shape of $D$. In the second step we could use the stability bound (55) with $j=k+1=K$ and $\phi=V_{2}[u]$ because $Q=Q_{L}^{\prime}=V_{1}[P]$, with $P$ from Theorem A.3.

We combine all the ingredients and obtain, in the case $K \geq 1$,

$$
\begin{aligned}
& \left\|u-\sum_{k=1}^{p} \alpha_{k} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{k}}\right\|_{j, \omega, D} \leq\|u-Q\|_{j, \omega, D}+\left\|Q-\sum_{k=1}^{p} \alpha_{k} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{k}}\right\|_{j, \omega, D} \\
& \stackrel{(10),}{(39)} \leq C\left(1+(\omega h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \omega h}\left(\frac{\log (L+2)}{L+2}\right)^{\lambda(K+1-j)} h^{K+1-j}\|u\|_{K+1, \omega, D} \\
& +C\left(1+(\omega h)^{j+4}\right) e^{\frac{1}{2} \omega h} h^{1-j}\left\|Q-\sum_{k=1}^{p} \alpha_{k} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{k}}\right\|_{L^{\infty}\left(B_{h}\right)} \\
& \stackrel{(20),}{R=h} C\left(1+(\omega h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \omega h}\left(\frac{\log (L+2)}{L+2}\right)^{\lambda(K+1-j)} h^{K+1-j}\|u\|_{K+1, \omega, D} \\
& +C \rho^{-L+K-1}\left(\frac{e^{\frac{5}{2}}}{2 \sqrt{2} \delta^{2}}\right)^{q}\left(2^{L} \sqrt{L+1}\right)\left(1+(\omega h)^{q-K+j+4}\right) e^{\omega h} \\
& \cdot h^{K+1-j} \frac{1}{(q+1)^{\frac{q+1}{2}}} \omega\left\|V_{2}[Q]\right\|_{K, \omega, D} \\
& \stackrel{(41)}{\leq} C e^{\left(1+\frac{3}{4}(1-\rho)\right) \omega h}\left(1+(\omega h)^{q-K+j+8}\right) h^{K+1-j} \\
& \cdot\left\{\left(\frac{\log (L+2)}{L+2}\right)^{\lambda(K+1-j)}+\frac{2^{L}}{\rho^{L-K+1}} \sqrt{\frac{L+1}{q+1}}\left(\frac{e^{\frac{5}{2}}}{2 \sqrt{2} \delta^{2} \sqrt{q+1}}\right)^{q}\right\}\|u\|_{K+1, \omega, D},
\end{aligned}
$$

where the constant $C>0$ only depends on $\mathrm{j}, \mathrm{K}$ and the shape of $D$. If $K=j=0$, we have to use (5) instead of (6) in (41), so that (41) becomes

$$
\left\|V_{2}[Q]\right\|_{0, D} \leq C\left(1+(\omega h)^{4}\right) e^{\frac{1}{2}(1-\rho) \omega h}\left(\|u\|_{0, D}+h|u|_{1, D}\right) .
$$

The rest of the proof continues as in the case $K \geq 1$ until the last but one step. For the last step, since

$$
\begin{aligned}
\omega\left\|V_{2}[Q]\right\|_{0, D} & \leq C\left(1+(\omega h)^{4}\right) e^{\frac{1}{2}(1-\rho) \omega h} \omega\left(\|u\|_{0, D}+h|u|_{1, D}\right) \\
& \leq C\left(1+(\omega h)^{4}\right) e^{\frac{1}{2}(1-\rho) \omega h}(1+\omega h)\|u\|_{1, \omega, D} \\
& \leq C\left(1+(\omega h)^{4}\right) e^{\frac{3}{4}(1-\rho) \omega h}\|u\|_{1, \omega, D},
\end{aligned}
$$

we get exactly the same conclusion as in the case $K \geq 1$.
Theorem 5.3 ( $h p$-estimates, $N=3$ ). Let $u \in H^{K+1}(D)$ be a solution of the homogeneous Helmholtz equation in a domain $D \subset \mathbb{R}^{3}$ satisfying Assumption 2.1. Fix $q \geq 1$, set $p=(q+1)^{2}$ and let the directions $\left\{\boldsymbol{d}_{l, m}\right\}_{0 \leq|m| \leq l \leq q} \subset S^{2}$ be such that the matrix $\boldsymbol{M}$ defined by (16) is invertible.

Then for every integer $L$ satisfying

$$
0 \leq K \leq L \leq q, \quad L-K \leq\left\lfloor\frac{q-1}{2}\right\rfloor, \quad L \geq 2^{1 / \lambda}
$$

where $\lambda>0$ is the constant that depends only on the shape of $D$ from Theorem 3.2, item (ii), there exists $\vec{\alpha} \in \mathbb{C}^{p}$ such that, for every $0 \leq j \leq K$,

$$
\begin{align*}
\left\|u-\sum_{0 \leq|m| \leq l \leq q} \alpha_{l, m} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{l, m}}\right\|_{j, \omega, D} \leq C\left(1+(\omega h)^{q+j-K+8}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \omega h} h^{K+1-j}  \tag{42}\\
\cdot\left\{L^{-\lambda(K+1-j)}+\frac{(L+1)^{2}\left\|\boldsymbol{M}^{-1}\right\|_{1}}{(\sqrt{2} \rho)^{L-K} q^{q+1}}\right\}\|u\|_{K+1, \omega, D}
\end{align*}
$$

where the constant $C>0$ depends only on $j, K$ and the shape of $D$, but is independent of $q, L, \omega, h$, $u$ and the directions.

Proof. Let $Q$ be the generalized harmonic polynomial of degree at most $L$ equal to $Q_{L}^{\prime \prime}$ from Theorem 3.2, item (ii).

We proceed as we did in two dimensions: for $K \geq 1$,

$$
\begin{align*}
&\left\|V_{2}[Q]\right\|_{K, \omega, D} \leq\left\|V_{2}[u]\right\|_{K, \omega, D}+\left\|V_{2}[u]-V_{2}[Q]\right\|_{K, \omega, D} \\
& \stackrel{(55)}{\leq}(1+C)\left\|V_{2}[u]\right\|_{K, \omega, D}  \tag{43}\\
& \stackrel{(6)}{\leq} C\left(1+(\omega h)^{4}\right) e^{\frac{3}{4}(1-\rho) \omega h}\|u\|_{K, \omega, D},
\end{align*}
$$

where $C$ depends only on $K$ and the shape of $D$.

$$
\begin{aligned}
& \left\|u-\sum_{0 \leq|m| \leq l \leq q} \alpha_{l, m} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{l, m}}\right\|_{j, \omega, D} \leq\|u-Q\|_{j, \omega, D}+\left\|Q-\sum_{0 \leq|m| \leq l \leq q} \alpha_{l, m} e^{i \omega x \cdot d_{l, m}}\right\|_{j, \omega, D} \\
& \stackrel{(11),}{(39)} \leq C\left(1+(\omega h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \omega h} L^{-\lambda(K+1-j)} h^{K+1-j}\|u\|_{K+1, \omega, D} \\
& \quad+C\left(1+(\omega h)^{j+4}\right) e^{\frac{1}{2} \omega h} h^{\frac{3}{2}-j}\left\|Q-\sum_{0 \leq|m| \leq l \leq q} \alpha_{l, m} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{l, m}}\right\|_{L^{\infty}\left(B_{h}\right)} \\
& \quad \stackrel{(32),}{R=h} C\left(1+(\omega h)^{j+6}\right) e^{\frac{3}{4}(1-\rho) \omega h} L^{-\lambda(K+1-j)} h^{K+1-j}\|u\|_{K+1, \omega, D} \\
& \quad+C \rho^{-L+K}\left(1+(\omega h)^{q+j-K+4}\right) e^{\omega h} h^{K+1-j} \frac{(L+1)^{2}\left\|\boldsymbol{M}^{-1}\right\|_{1}}{\sqrt{2}^{L} q^{\frac{q-3}{2}}(q+1)^{2}}\left\|V_{2}[Q]\right\|_{K, \omega, D} \\
& \quad \stackrel{(43)}{\leq} C\left(1+(\omega h)^{q+j-K+8}\right) e^{\left(1+\frac{3}{4}(1-\rho)\right) \omega h} h^{K+1-j} \\
& \quad \cdot\left\{L^{-\lambda(K+1-j)}+\frac{(L+1)^{2}\left\|\boldsymbol{M}^{-1}\right\|_{1}}{\left.\rho^{L-K} \sqrt{2}^{L} q^{\frac{q+1}{2}}\right\}\|u\|_{K+1, \omega, D},}\right.
\end{aligned}
$$

where $C>0$ only depends on $j, K$ and the shape of $D$.
If $K=j=0$, (43) becomes

$$
\begin{align*}
& \omega\left\|V_{2}[Q]\right\|_{0, D} \leq \omega\left\|V_{2}[u]\right\|_{0, D}+\omega\left\|V_{2}[u]-V_{2}[Q]\right\|_{0, D} \\
&(55), \mathrm{j}=\mathrm{k}=0 \\
& \leq\left\|V_{2}[u]\right\|_{0, D}+\omega C h\left|V_{2}[u]\right|_{1, D}  \tag{44}\\
& \leq C(1+\omega h)\left\|V_{2}[u]\right\|_{1, \omega, D} \\
& \stackrel{(6)}{\leq} C\left(1+(\omega h)^{5}\right) e^{\frac{3}{4}(1-\rho) \omega h}\|u\|_{1, \omega, D}
\end{align*}
$$

where the constant $C$ depends only on the shape of $D$. We continue as before:

$$
\begin{aligned}
& \left\|u-\sum_{\substack{0 \leq|m| \leq l \leq q \\
(11), k=j=0}} \alpha_{l, m} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{l, m}}\right\|_{0, D} \leq\|u-Q\|_{0, D}+\left\|Q-\sum_{0 \leq|m| \leq l \leq q} \alpha_{l, m} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{l, m}}\right\|_{0, D} \\
& \left.\quad+(\omega h)^{6}\right) e^{\frac{3}{4}(1-\rho) \omega h} L^{-\lambda} h\|u\|_{1, \omega, D} \\
& +|D|^{\frac{1}{2}}\left\|Q-\sum_{0 \leq|m| \leq l \leq q} \alpha_{l, m} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{l, m}}\right\|_{L^{\infty}\left(B_{h}\right)}
\end{aligned}
$$

$$
\left.\begin{array}{l}
\stackrel{\substack{(32), \\
\hline h=K=0}}{\leq} C(1
\end{array}+(\omega h)^{6}\right) e^{\frac{3}{4}(1-\rho) \omega h} L^{-\lambda} h\|u\|_{1, \omega, D} .
$$

where $C>0$ only depends on the shape of $D$; this estimate completes the assertion of the theorem.
Remark 5.4. If the directions $\left\{\boldsymbol{d}_{l, m}\right\}_{0 \leq|m| \leq l \leq q} \subset S^{2}$ in Theorem 5.3 are chosen as in Lemma 4.5, using the bound (38) of Corollary 4.8, instead of (32), the estimate (42) becomes

$$
\begin{gathered}
\left\|u-\sum_{0 \leq|m| \leq l \leq q} \alpha_{l, m} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{l, m}}\right\|_{j, \omega, D} \leq C\left(1+(\omega h)^{q+j-K+8}\right) e^{\left(\frac{7}{4}-\frac{3}{4}(1-\rho)\right) \omega h} h^{K+1-j} \\
\cdot\left\{L^{-\lambda(K+1-j)}+\frac{(L+1)^{2}}{(\sqrt{2} \rho)^{L-K} q^{\frac{q-3}{2}}}\right\}\|u\|_{K+1, \omega, D} \cdot
\end{gathered}
$$

with $C>0$ depending only on $j, K$ and the shape of $D$, but is independent of $q, L, \omega, h$ and $u$.
For $q \geq 2 K+1$, we can rewrite the the error bounds of the two previous theorems in a simpler fashion.

Corollary 5.5. Let $u \in H^{K+1}(D)$ be a solution of the homogeneous Helmholtz equation and fix

$$
q \geq 2 K+1
$$

We consider the same assumptions on the domain $D$ and on the directions $\left\{\boldsymbol{d}_{k}\right\}_{k=1, \ldots, p}$ (in 3D, we relabel the directions $\left\{\boldsymbol{d}_{l, m}\right\}$ as $\left\{\boldsymbol{d}_{k}\right\}_{k=1, \ldots, p}$ ) as in Theorem 5.2 and Theorem 5.3 for $N=2$ and $N=3$, respectively. In the three-dimensional case, we assume also $q \geq 2\left(1+2^{\frac{1}{\lambda}}\right)$, where $\lambda>0$ is the constant that depends only on the shape of $D$ from Theorem 3.2, item (ii).

Then, there exists $\vec{\alpha} \in \mathbb{C}^{p}$ such that, for every $0 \leq j \leq K$,

$$
\begin{align*}
& \left\|u-\sum_{k=1}^{p} \alpha_{k} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{k}}\right\|_{j, \omega, D} \leq C\left(1+(\omega h)^{q+j-K+8}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \omega h} h^{K+1-j} \\
& \qquad\left\{\begin{array}{l}
{\left[\left(\frac{2 \log (q+2)}{q+2}\right)^{\lambda(K+1-j)}+\left(c_{0}(q+1)\right)^{-\frac{q}{2}}\right]\|u\|_{K+1, \omega, D},} \\
{\left[\left(\frac{q-2}{2}\right)^{-\lambda(K+1-j)}+(\sqrt{2} \rho q)^{-\frac{q-3}{2}}\left\|M^{-1}\right\|_{1}\right]\|u\|_{K+1, \omega, D},}
\end{array} \quad D \subset \mathbb{R}^{2},\right. \tag{45}
\end{align*}
$$

where $C>0$ depends only on $j, K$ and the shape of $D$, and, in two dimensions,

$$
c_{0}= \begin{cases}4 e^{-5} \rho \delta^{4} & \text { general }\left\{\boldsymbol{d}_{k}\right\} \text { as in }(18) \\ 4 e^{-1} \rho & \text { uniformly spaced }\left\{\boldsymbol{d}_{k}\right\}\end{cases}
$$

Proof. Choose $L=\left\lfloor\frac{q-1}{2}\right\rfloor$ in Theorems 5.2 and 5.3 and see [12, Rem. 3.1.4] for the uniformly spaced case in two dimensions.

If we do not care about the dependence on $p$, in order to obtain a $h$-estimate with optimal order it is enough to require $q \geq K$ and, in three dimensions, to assume $\boldsymbol{M}$ invertible. This gives

$$
\begin{equation*}
\left\|u-\sum_{k=1}^{p} \alpha_{k} e^{i \omega \boldsymbol{x} \cdot \boldsymbol{d}_{k}}\right\|_{j, \omega, D} \leq C\left(1+(\omega h)^{q+j-K+8}\right) e^{\left(\frac{7}{4}-\frac{3}{4} \rho\right) \omega h} h^{K+1-j}\|u\|_{K+1, \omega, D} \tag{46}
\end{equation*}
$$

where the constant $C$ does not depend on $h, \omega$ and $u$. No requirement depending on $\lambda$ is needed, because we can simply use the Bramble Hilbert theorem instead of Theorem A.3; see [12, Th. 3.2.2].
Remark 5.6. The estimates in Corollary 5.5 look very similar in two and in three spatial dimensions, but few important differences must be pointed out.

If $D \subset \mathbb{R}^{2}$, any choice of (different) directions $\boldsymbol{d}_{k}$ guarantees the estimate and the convergence. The parameter $\lambda$, which provides the actual rate of convergence, can be computed explicitly by "measuring" the re-entrant corners of $D$.

If $D \subset \mathbb{R}^{3}$, the estimate, as it is stated, which is valid provided that $\boldsymbol{M}$ is invertible, guarantees the convergence in $q$ only if the growth of the norm of $\boldsymbol{M}^{-1}$ is controlled. This is true, for instance, for the optimal set of directions introduced in Lemma 4.5 and for Sloan's directions. Moreover, the rate $\lambda$ is not known. If a generalized harmonic polynomial approximation estimate like (11) with explicit order were available, then we could plug this coefficient in place of $\lambda$ in (45).

Remark 5.7. If $N=3$, assume that the norm of $\boldsymbol{M}^{-1}$ is controlled (see Remark 5.6). The second term within the square brackets in the estimates of Corollary 5.5 converges to zero faster than exponentially, while the first one only algebraically. This gives the algebraic convergence of the best approximation, if $u$ has limited Sobolev regularity in $D$. On the other hand, the order of convergence of these estimates is given by the harmonic approximation problem described in Section 3. Thus, if the function u is solution of the homogeneous Helmholtz equation in a domain $D^{\prime}$ such that $D \subset D^{\prime}, d\left(D, \partial D^{\prime}\right)=\delta>0$, we will have exponential convergence in $D$ (recall Remark 3.3). The speed will depend on $\delta$; see [16, Cor. 2.7] (2D) and [2] (3D).

## Appendix A. Proof of Theorem 3.2, part (ii)

The fundamental approximation result by harmonic polynomials in more than two space dimensions is Theorem 1 of [2]. Assumption 2.1 guarantees that the hypotheses of this theorem are verified; see [12, Rem. 2.1.6].
Theorem A. 1 ( $\left[\mathbf{2 ,}\right.$ Theorem 1]). Let $D \subset \mathbb{R}^{N}$ satisfy Assumption 2.1. Then there exist constants $p>0, b>1, q>0$ and $C>0$ depending only on $D$, such that, for every $\delta \in(0,1)$, for every $\phi$ harmonic in

$$
D^{\delta}=\left\{\boldsymbol{x} \in \mathbb{R}^{N}: d(\boldsymbol{x}, D)<\delta h\right\}=D+B_{\delta h}
$$

and for every integer $L>0$, there exists a harmonic polynomial $P$ of degree at most $L$ such that

$$
\begin{equation*}
\|\phi-P\|_{L^{\infty}(D)} \leq C(\delta h)^{-p} b^{-L(\delta h)^{q}}\|\phi\|_{L^{\infty}\left(D^{\delta}\right)} \tag{47}
\end{equation*}
$$

We cannot expect that the function $\phi$ we want to approximate can be extended outside the domain $D$ because a singularity can be present on the boundary of $D$. In order to use Theorem A.1, we need to introduce a function $T \phi$ defined on a neighborhood of $D$ such that: i) $T \phi$ has the same Sobolev regularity of $\phi$; ii) $T \phi$ is harmonic; iii) $T \phi$ approximates $\phi$ in the relevant Sobolev norms. In the next lemma we build a function that satisfies these requirements using a technique analogous to the one used in [16, Lemma 2.11].
Lemma A.2. Let $D \subset \mathbb{R}^{N}$ be a domain as in Assumption 2.1, $\phi \in H^{k+1}(D), k \in \mathbb{N}, \epsilon \in(0,1 / 2)$. Denote by $D_{\epsilon} \supset D$ the enlarged domain

$$
D_{\epsilon}:=\frac{1}{1-\epsilon} D=\left(1+\frac{\epsilon}{1-\epsilon}\right) D
$$

and by $T_{l}[\phi](x)$ the functions defined on $D_{\epsilon}$ by

$$
T_{l}[\phi](\boldsymbol{x}):= \begin{cases}\sum_{|\boldsymbol{\alpha}| \leq l} \frac{1}{\boldsymbol{\alpha}!} D^{\boldsymbol{\alpha}} \phi((1-\epsilon) \boldsymbol{x})(\epsilon \boldsymbol{x})^{\boldsymbol{\alpha}} & l=0, \ldots, k  \tag{48}\\ 0 & l=-1\end{cases}
$$

Then:
(i)

$$
\begin{equation*}
\rho_{0} h \epsilon \leq d\left(D, \partial D_{\epsilon}\right) \leq 2 h \epsilon ; \tag{49}
\end{equation*}
$$

(ii) there exist a constant $C_{N, k}$ independent of $\epsilon, D$ and $\phi$ such that

$$
\begin{equation*}
\left\|T_{k}[\phi]\right\|_{0, D_{\epsilon}} \leq C_{N, k} \sum_{l=0}^{k}(\epsilon h)^{l}|\phi|_{l, D} \tag{50}
\end{equation*}
$$

(iii) for every multi-index $\boldsymbol{\beta},|\boldsymbol{\beta}| \leq k+1$

$$
\begin{equation*}
D^{\boldsymbol{\beta}} T_{k}[\phi]=\sum_{l=0}^{|\boldsymbol{\beta}|}\binom{|\boldsymbol{\beta}|}{l} \epsilon^{l}(1-\epsilon)^{|\boldsymbol{\beta}|-l} T_{k-l}\left[D^{\boldsymbol{\beta}} \phi\right], \tag{51}
\end{equation*}
$$

which also implies that if $\phi$ is harmonic in $D$ then $T_{k}[\phi]$ is harmonic in $D_{\epsilon}$;
(iv) if $\phi$ is harmonic in $D$, there exist a constant $C_{N, k}$ independent of $\epsilon, D$ and $\phi$ such that

$$
\begin{equation*}
\left|\phi-T_{k}[\phi]\right|_{j, D} \leq C_{N, k} \rho_{0}^{-j}(\epsilon h)^{k+1-j}|\phi|_{k+1, D} \quad \forall j=0, \ldots, k+1 . \tag{52}
\end{equation*}
$$

Proof. The bounds in (i) follow from the bounds

$$
\rho_{0} h \epsilon \leq \frac{\rho_{0} h \epsilon}{1-\epsilon} \leq d\left(D, \partial D_{\epsilon}\right) \leq \sup _{x \in D} d\left(\boldsymbol{x}, \frac{1}{1-\epsilon} \boldsymbol{x}\right) \leq h\left(\frac{1}{1-\epsilon}-1\right)=\frac{h \epsilon}{1-\epsilon} \leq 2 h \epsilon
$$

where the second inequality is proved in [15, Appendix A.3] (due to the slightly different definitions of $D_{\epsilon}$, the $\epsilon$ of [15, Appendix A.3] corresponds to our $\frac{\epsilon}{1-\epsilon}$ ).

The bound (50) in (ii) is straightforward:

$$
\begin{aligned}
\left\|T_{k}[\phi]\right\|_{0, D_{\epsilon}}^{2} & \leq \int_{D_{\epsilon}} \sum_{|\boldsymbol{\alpha}| \leq k} \frac{1}{(\boldsymbol{\alpha}!)^{2}}\left|D^{\boldsymbol{\alpha}} \phi((1-\epsilon) \boldsymbol{x})\right|^{2}|\epsilon \boldsymbol{x}|^{2|\boldsymbol{\alpha}|} \mathrm{d} \boldsymbol{x}(\#\{\boldsymbol{\alpha}:|\boldsymbol{\alpha}| \leq k\}) \\
& \quad \begin{array}{l}
\boldsymbol{y}=(1-\epsilon) \boldsymbol{x} \\
\leq
\end{array} \int_{D} \sum_{|\boldsymbol{\alpha}| \leq k} \frac{1}{(\boldsymbol{\alpha}!)^{2}}\left|D^{\boldsymbol{\alpha}} \phi(\boldsymbol{y})\right|^{2}\left|\frac{\epsilon h}{1-\epsilon}\right|^{2|\boldsymbol{\alpha}|} \frac{\mathrm{d} \boldsymbol{y}}{(1-\epsilon)^{N}}(\#\{\boldsymbol{\alpha}:|\boldsymbol{\alpha}| \leq k\}) \\
& \quad l=|\boldsymbol{\alpha}| \\
& \leq C_{N, k} \sum_{l=0}^{k}(\epsilon h)^{2 l}|\phi|_{l, D}^{2} .
\end{aligned}
$$

For (iii), we proceed by induction on $|\boldsymbol{\beta}|$. For the case $|\boldsymbol{\beta}|=1, k>0$, given $m \in\{1, \ldots, N\}$, we set

$$
\boldsymbol{e}_{m}=(\underbrace{0, \ldots, 0}_{m-1}, 1,0, \ldots, 0) \in \mathbb{N}^{N}
$$

and denote by $\boldsymbol{\alpha}_{m}$ the $m$-th component of $\boldsymbol{\alpha}$; then

$$
\begin{align*}
& D_{\boldsymbol{x}_{m}} T_{k}[\phi](x)= \sum_{|\boldsymbol{\alpha}| \leq k} \frac{(1-\epsilon)}{\boldsymbol{\alpha}!}\left(D_{\boldsymbol{x}_{m}} D^{\boldsymbol{\alpha}}\right) \phi((1-\epsilon) \boldsymbol{x})(\epsilon \boldsymbol{x})^{\boldsymbol{\alpha}} \\
&+\sum_{\substack{|\boldsymbol{\alpha}| \leq k \\
\boldsymbol{\alpha _ { m } \geq 1}}} \frac{1}{\boldsymbol{\alpha}!} D^{\boldsymbol{\alpha}} \phi((1-\epsilon) \boldsymbol{x}) \epsilon \boldsymbol{\alpha}_{m}(\epsilon \boldsymbol{x})^{\boldsymbol{\alpha}-\boldsymbol{e}_{m}}  \tag{53}\\
& \stackrel{\gamma=\boldsymbol{\alpha}-\boldsymbol{e}_{m}}{=}(1-\epsilon) T_{k}\left[D_{x_{m}} \phi\right](\boldsymbol{x})+\sum_{|\boldsymbol{\gamma}| \leq k-1} \frac{\epsilon\left(\gamma_{m}+1\right)}{\left(\gamma_{m}+1\right) \gamma!} D^{\gamma+\boldsymbol{e}_{m}} \phi((1-\epsilon) \boldsymbol{x})(\epsilon \boldsymbol{x})^{\gamma} \\
&=(1-\epsilon) T_{k}\left[D_{\boldsymbol{x}_{m}} \phi\right](\boldsymbol{x})+\epsilon T_{k-1}\left[D_{\boldsymbol{x}_{m}} \phi\right](\boldsymbol{x}) .
\end{align*}
$$

The case $|\beta|=1, k=0$, is given by

$$
D_{\boldsymbol{x}_{m}} T_{0}[\phi](\boldsymbol{x})=D_{\boldsymbol{x}_{m}}(\phi((1-\epsilon) \boldsymbol{x}))=(1-\epsilon) D_{\boldsymbol{x}_{m}} \phi((1-\epsilon) \boldsymbol{x})=(1-\epsilon) T_{0}\left[D_{\boldsymbol{x}_{m}} \phi\right](\boldsymbol{x}) ;
$$

this proves (51) in the case $|\boldsymbol{\beta}|=1$. Now we proceed by induction for $2 \leq|\boldsymbol{\beta}| \leq k+1$. Let assume that (51) holds for every multi-index $\boldsymbol{\gamma}$ such that $1 \leq|\boldsymbol{\gamma}|<|\boldsymbol{\beta}| \leq k+1$. Given $\boldsymbol{\beta}$, there exists $m \in\{1, \ldots, N\}$ and $\boldsymbol{\gamma} \in \mathbb{N}^{N}$ such that $\boldsymbol{\beta}=\boldsymbol{\gamma}+\boldsymbol{e}_{m}$; then

$$
\begin{aligned}
D^{\boldsymbol{\beta}} T_{k}[\phi] & =D_{\boldsymbol{x}_{m}} D^{\boldsymbol{\gamma}} T_{k}[\phi] \stackrel{\text { induction }}{\stackrel{(51)}{=}} \sum_{l=0}^{|\boldsymbol{\beta}|-1}\binom{|\boldsymbol{\beta}|-1}{l} \epsilon^{l}(1-\epsilon)^{|\boldsymbol{\beta}|-1-l} D_{\boldsymbol{x}_{m}} T_{k-l}\left[D^{\boldsymbol{\gamma}} \phi\right] \\
& \stackrel{(53)}{=} \sum_{l=0}^{|\boldsymbol{\beta}|-1}\binom{|\boldsymbol{\beta}|-1}{l} \epsilon^{l}(1-\epsilon)^{|\boldsymbol{\beta}|-1-l}\left[(1-\epsilon) T_{k-l}\left[D^{\boldsymbol{\beta}} \phi\right]+\epsilon T_{k-l-1}\left[D^{\boldsymbol{\beta}} \phi\right]\right] \\
& =\sum_{l=0}^{|\boldsymbol{\beta}|}\binom{|\boldsymbol{\beta}|}{l} \epsilon^{l}(1-\epsilon)^{|\boldsymbol{\beta}|-l} T_{k-l}\left[D^{\boldsymbol{\beta}} \phi\right]
\end{aligned}
$$

where the last identity follows from Pascal's rule $\binom{j-1}{l}+\binom{j-1}{l-1}=\binom{j}{l}$.
In order to prove (52) of (iv), we write the Cauchy estimates for harmonic functions (see [18, eq. (36)])

$$
\begin{equation*}
|\phi|_{j+k, \Omega} \leq C \nu^{-k}|\phi|_{j, \Omega+B_{\nu}} \quad \forall \phi \text { harmonic in } \Omega+B_{\nu}, j, k \in \mathbb{N}, \nu>0, \tag{54}
\end{equation*}
$$

for each open Lipschitz domain $\Omega \subset \mathbb{R}^{N}$. We fix a multi-index $\boldsymbol{\beta}$ and an integer $l, 0 \leq l \leq|\boldsymbol{\beta}|=j \leq$ $k+1$. From the formula for the remainder of the multivariate Taylor polynomial, we have

$$
\begin{aligned}
& \left\|D^{\boldsymbol{\beta}} \phi-T_{k-l}\left[D^{\boldsymbol{\beta}} \phi\right]\right\|_{0, D}^{2} \\
& \quad=\left.\left.\int_{D}\right|_{|\boldsymbol{\alpha}|=k-l+1} \frac{k-l+1}{\boldsymbol{\alpha}!}(\boldsymbol{x} \epsilon)^{\boldsymbol{\alpha}} \int_{0}^{1}(1-t)^{k-l} D^{\boldsymbol{\alpha}} D^{\boldsymbol{\beta}} \phi((1-\epsilon+t \epsilon) \boldsymbol{x}) \mathrm{d} t\right|^{2} \mathrm{~d} \boldsymbol{x} \\
& \quad \leq C_{k, N}(h \epsilon)^{2(k-l+1)} \int_{0}^{1}(1-t)^{2(k-l)} \sum_{|\boldsymbol{\alpha}|=k-l+1} \int_{D}\left|D^{\boldsymbol{\alpha}} D^{\boldsymbol{\beta}} \phi((1-\epsilon+t \epsilon) \boldsymbol{x})\right|^{2} \mathrm{~d} \boldsymbol{x} \mathrm{~d} t \\
& \quad \leq C_{k, N}(h \epsilon)^{2(k-l+1)} \int_{0}^{1}(1-t)^{2(k-l)}|\phi|_{k-l+1+j,(1-\epsilon+t \epsilon) D}^{2} \mathrm{~d} t,
\end{aligned}
$$

where the seminorm on the right-hand side is well defined, though $\phi$ belongs only to $H^{k+1}(D)$, because since it is harmonic, it is $C^{\infty}$ in the interior of $D$. Thus,

$$
\begin{aligned}
& \left\|D^{\boldsymbol{\beta}} \phi-T_{k-l}\left[D^{\boldsymbol{\beta}} \phi\right]\right\|_{0, D}^{2} \\
& \quad \stackrel{(54)}{\leq} C_{k, N}(h \epsilon)^{2(k-l+1)} \int_{0}^{1}(1-t)^{2(k-l)} d((1-\epsilon+t \epsilon) D, \partial D)^{-2(j-l)}|\phi|_{k+1, D}^{2} \mathrm{~d} t \\
& \quad \leq C_{k, N} \rho_{0}^{-2 j}(h \epsilon)^{2(k-j+1)}|\phi|_{k+1, D}^{2},
\end{aligned}
$$

because $(1-\epsilon+t \epsilon) D$ is star-shaped with respect to $B_{\rho_{0} h(1-\epsilon+t \epsilon)}, d((1-\epsilon+t \epsilon) D, \partial D) \geq \rho_{0} h(1-t) \epsilon$ thanks to [15, Appendix A.3], and the remaining integral is $\int_{0}^{1}(1-t)^{2(k-j)} \mathrm{d} t \leq 1$.

Finally we use the fact that the sum of the coefficients in (51) is equal to 1 and obtain

$$
\begin{aligned}
\left|\phi-T_{k}[\phi]\right|_{j, D} & \leq \sum_{|\boldsymbol{\beta}|=j}\left\|D^{\boldsymbol{\beta}} \phi-D^{\boldsymbol{\beta}} T_{k}[\phi]\right\|_{0, D} \\
& \stackrel{(51)}{=} \sum_{|\boldsymbol{\beta}|=j}\left\|\sum_{l=0}^{j}\binom{j}{l} \epsilon^{l}(1-\epsilon)^{j-l}\left(D^{\boldsymbol{\beta}} \phi-T_{k-l}\left[D^{\boldsymbol{\beta}} \phi\right]\right)\right\|_{0, D} \\
& \leq \sum_{|\boldsymbol{\beta}|=j} \sum_{l=0}^{j}\binom{j}{l} \epsilon^{l}(1-\epsilon)^{j-l}\left\|D^{\boldsymbol{\beta}} \phi-T_{k-l}\left[D^{\boldsymbol{\beta}} \phi\right]\right\|_{0, D} \\
& \leq C_{k, N} \rho_{0}^{-j}(h \epsilon)^{k+1-j}|\phi|_{k+1, D} .
\end{aligned}
$$

This lemma allows to apply Theorem A. 1 to harmonic functions with given Sobolev regularity in $D$, regardless of whether they can be extended outside this set. For $L$ large enough, the obtained order of convergence is algebraic and depends on the difference of the orders of the norms on the rightand left-hand sides (namely, $k+1-j$ ), and on a parameter $\lambda$ that depends on the geometry of the domain. Without any further assumption on $D$, we cannot expect to find an explicit value for $\lambda$. The following theorem is the three-dimensional analogue of Theorem 2.9 of [16].

Theorem A.3. Fix $k \in \mathbb{N}$ and let $D \subset \mathbb{R}^{N}, N \geq 2$, be a domain as in Assumption 2.1. Then there exist three constants:

$$
\begin{array}{r}
C>0 \text { depending only on } k, N \text { and the shape of } D, \\
q>0, b>1 \text { depending only on } N \text { and the shape of } D
\end{array}
$$

such that
for every $L \geq \max \left\{k, 2^{q}\right\}$ and for every $\phi \in H^{k+1}(D)$ harmonic in $D$,
there exists a harmonic polynomial $P$ of degree $L$ that satisfies

$$
\begin{align*}
&|\phi-P|_{j, D} \leq C h^{k+1-j}\left(L^{-\lambda(k+1-j)}+b^{-L^{1-\lambda q}} L^{\lambda\left(1+j+\frac{N}{2}\right)}\right)|\phi|_{k+1, D}  \tag{55}\\
& \forall 0 \leq j \leq k+1, \quad \forall \lambda \in(\log 2 / \log L, 1 / q) .
\end{align*}
$$

If the degree $L$ is large enough, since $1-\lambda q$ is positive, the second term on the right-hand side is smaller than the first one and the convergence in $L$ is algebraic with order $\lambda(k+1-j)$. The coefficient $\lambda$ depends only on the shape of $D$ (through the constant $q$ of Theorem A.1).

Proof of Theorem A.3. Firstly, we fix three small positive constants $\epsilon_{1}, \epsilon_{2}, \epsilon_{3}$ in the interval $(0,1 / 2)$ and define $\epsilon_{*}:=1-\left(1-\epsilon_{1}\right)\left(1-\epsilon_{2}\right)\left(1-\epsilon_{3}\right)<\epsilon_{1}+\epsilon_{2}+\epsilon_{3}$. For every domain $\Omega$, we can define

$$
\begin{gathered}
\hat{\Omega}:=\frac{1}{h} \Omega, \quad \Omega_{\epsilon}^{\prime}:=\frac{1}{1-\epsilon_{1}} \Omega, \quad \Omega_{\epsilon}^{\prime \prime}:=\frac{1}{1-\epsilon_{2}} \Omega_{\epsilon}^{\prime}=\frac{1}{\left(1-\epsilon_{1}\right)\left(1-\epsilon_{2}\right)} \Omega, \\
\Omega_{\epsilon}^{\prime \prime \prime}:=\frac{1}{1-\epsilon_{3}} \Omega_{\epsilon}^{\prime \prime}=\frac{1}{\left(1-\epsilon_{1}\right)\left(1-\epsilon_{2}\right)\left(1-\epsilon_{3}\right)} \Omega=\frac{1}{1-\epsilon_{*}} \Omega .
\end{gathered}
$$

For every function $f$ defined on $\Omega$, we also define $\hat{f}(\hat{\boldsymbol{x}})=f(h \hat{\boldsymbol{x}})$ on $\hat{\Omega}$.
We apply Theorem A.1: for every $T \in H^{j}\left(D_{\epsilon}^{\prime \prime \prime}\right)$ harmonic, there exists a harmonic polynomial $\tilde{P}^{L}$ of degree at most $L$ such that

$$
\begin{align*}
\left|T-\tilde{P}^{L}\right|_{j, D} & \leq C_{N, j} h^{\frac{N}{2}-j}\left|\hat{T}-\hat{\tilde{P}}^{L}\right|_{j, \hat{D}} \\
& \stackrel{(49)}{\leq} C_{N, j} h^{\frac{N}{2}-j}\left(\rho_{0} \epsilon_{1}\right)^{-j}\left\|\hat{T}-\hat{\tilde{P}}^{L}\right\|_{0, \hat{D}_{\epsilon}^{\prime}} \\
& \leq C_{N, j} h^{\frac{N}{2}-j} \left\lvert\, \hat{D}_{\epsilon}^{\prime} \epsilon^{\frac{1}{2}}\left(\rho_{0} \epsilon_{1}\right)^{-j}\left\|\hat{T}-\tilde{\tilde{P}}^{L}\right\|_{L^{\infty}\left(\hat{D}_{\epsilon}^{\prime}\right)}\right. \\
& \stackrel{(47)}{\leq} C_{N, j, \hat{D}} h^{\frac{N}{2}-j}\left(\frac{1}{1-\epsilon_{1}}\right)^{\frac{N}{2}}\left(\rho_{0} \epsilon_{1}\right)^{-j} \epsilon_{2}^{-p} b^{-L \epsilon_{2}^{q}}\|\hat{T}\|_{L^{\infty}\left(\hat{D}_{\epsilon}^{\prime \prime}\right)}  \tag{56}\\
& \leq C_{N, j, \hat{D}} h^{\frac{N}{2}-j}\left(\rho_{0} \epsilon_{1}\right)^{-j} \epsilon_{2}^{-p} b^{-L \epsilon_{2}^{q}} \epsilon_{3}^{-\frac{N}{2}}\|\hat{T}\|_{0, \hat{D}_{\epsilon}^{\prime \prime \prime}} \\
& \leq C_{N, j, \hat{D}} h^{-j} \epsilon_{1}^{-j} \epsilon_{2}^{-p} b^{-L \epsilon_{2}^{q}} \epsilon_{3}^{-\frac{N}{2}}\|T\|_{0, D_{\epsilon}^{\prime \prime \prime}},
\end{align*}
$$

where the bound in the second-last step follows from the mean value theorem for harmonic functions (see [18, eq. (33)]).

Now we define

$$
\tilde{\phi}:=\phi-Q^{k+1} \phi,
$$

where $Q^{k+1} \phi$ is the Taylor polynomial of $\phi$ (of degree $k$ ) averaged on $B_{\rho_{0} h}$ from Definition 4.1.3 of [3]. We choose

$$
T:=T_{k}[\tilde{\phi}]
$$

from Lemma A.2, using $\epsilon=\epsilon_{*}$. Let $\tilde{P}^{L}$ be the polynomial that approximate $T$ on $D$ from Theorem A. 1 as above, so that (56) is satisfied. Finally we define

$$
P^{L}:=\tilde{P}^{L}+Q^{k+1} \phi
$$

that is a harmonic polynomial of degree at most $L$, because $k \leq L$ and thanks to [3, Proposition 4.1.17] or [12, eq. (2.4)].

These definitions allow to gather all the approximation results proved so far in the following estimate:

$$
\begin{aligned}
&\left|\phi-P^{L}\right|_{j, D}=\left|\tilde{\phi}+Q^{k+1} \phi-\tilde{P}^{L}-Q^{k+1} \phi\right|_{j, D} \leq\left|\tilde{\phi}-T_{k}[\tilde{\phi}]\right|_{j, D}+\left|T_{k}[\tilde{\phi}]-\tilde{P}^{L}\right|_{j, D} \\
& \stackrel{(52)}{(56)} \leq C_{N, k} \rho_{0}^{-j}\left(\epsilon_{*} h\right)^{k+1-j}|\tilde{\phi}|_{k+1, D}+C_{N, j, \hat{D}} h^{-j} \frac{\epsilon_{1}^{-j} \epsilon_{2}^{-p} \epsilon_{3}^{-\frac{N}{2}}}{b^{L \epsilon_{2}^{q}}}\left\|T_{k}[\tilde{\phi}]\right\|_{0, D_{\epsilon}^{\prime \prime \prime}} \\
& \stackrel{(50)}{\leq} C_{N, j, k, \hat{D}}\left(\left(\epsilon_{*} h\right)^{k+1-j}|\tilde{\phi}|_{k+1, D}+\frac{\epsilon_{1}^{-j} \epsilon_{2}^{-p} \epsilon_{3}^{-\frac{N}{2}}}{b^{L \epsilon_{2}^{q}}} \sum_{l=0}^{k} \epsilon_{*}^{l} h^{l-j}|\tilde{\phi}|_{l, D}\right) \\
& {[3,(4.3 .9)] \text { or }[12,(2.5)] } \\
& C_{N, j, k, \hat{D}}\left(\epsilon_{*}^{k+1-j}+\frac{\epsilon_{1}^{-j} \epsilon_{2}^{-p} \epsilon_{3}^{-\frac{N}{2}}}{b^{L \epsilon_{2}^{q}}} \sum_{l=0}^{k} \epsilon_{*}^{l}\right) h^{k+1-j}|\phi|_{k+1, D} \\
& \leq C_{N, j, k, \hat{D}}\left(\epsilon_{*}^{k+1-j}+\frac{\epsilon_{1}^{-j} \epsilon_{2}^{-p} \epsilon_{3}^{-\frac{N}{2}}}{b^{L \epsilon_{2}^{q}}}\right) h^{k+1-j}|\phi|_{k+1, D}
\end{aligned}
$$

as $Q^{k+1} \phi$ is a polynomial of degree at most $k$. Now, for every $\lambda \in(\log 2 / \log L, 1 / q)$ we can fix $\epsilon_{1}=\epsilon_{2}=\epsilon_{3}=L^{-\lambda}<\frac{1}{2}$. This gives

$$
\left|\phi-P^{L}\right|_{j, D} \leq C_{N, j, k, \hat{D}}\left(L^{-\lambda(k+1-j)}+\frac{L^{\lambda\left(j+p+\frac{N}{2}\right)}}{b^{L^{1-\lambda q}}}\right) h^{k+1-j}|\phi|_{k+1, D},
$$

which completes the proof.
In order to prove the assertion of Theorem 3.2 it is enough to use the continuity of the Vekua operators to transfer the result of the previous theorem to the Helmholtz setting. We define $Q_{L}^{\prime \prime}=$ $V_{1}[P]$, where $P$ is the approximating polynomial of $\phi=V_{2}[u]$ in Theorem A.3:

$$
\begin{aligned}
& \left\|u-Q_{L}^{\prime \prime}\right\|_{j, \omega, D}^{2} \stackrel{(4)}{\leq} C_{\hat{D}}(1+j)^{3 N+1} e^{2 j}\left(1+(\omega h)^{2}\right)^{2} \sum_{l=0}^{j} \omega^{2(j-l)}\left|V_{2}[u]-P\right|_{l, D}^{2} \\
& \quad \stackrel{(55)}{\leq} C_{j, k, \hat{D}}\left(1+(\omega h)^{2}\right)^{2} \sum_{l=0}^{j} \omega^{2(j-l)} h^{2(k+1-l)} L^{-2 \lambda(k+1-l)}\left|V_{2}[u]\right|_{k+1, D}^{2} \\
& \quad \leq C_{j, k, \hat{D}}\left(1+(\omega h)^{j+2}\right)^{2} L^{-2 \lambda(k+1-j)} h^{2(k+1-j)}\left|V_{2}[u]\right|_{k+1, D}^{2} \\
& \quad \stackrel{(6)}{\leq} C_{j, k, \hat{D}}\left(1+(\omega h)^{j+6}\right)^{2} e^{\frac{3}{2}(1-\rho) \omega h} L^{-2 \lambda(k+1-j)} h^{2(k+1-j)}\|u\|_{k+1, \omega, D}^{2}
\end{aligned}
$$
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[^0]:    ${ }^{1}$ We write $\mathbb{S}^{N-1}:=\left\{\boldsymbol{x} \in \mathbb{R}^{N}:|\boldsymbol{x}|=1\right\}$ for the unit sphere.

[^1]:    ${ }^{2}$ In (2) we adopt the standard notation: $J_{l}$ stands for the Bessel functions of the first kind, $j_{l}$ designates the spherical Bessel functions, and $Y_{l, m}$ the spherical harmonics.

[^2]:    ${ }^{3}$ For balls we write $B_{r}\left(x_{0}\right):=\left\{x \in \mathbb{R}^{N},\left|x-x_{0}\right|<r\right\}, B_{r}:=B_{r}(0)$.

[^3]:    ${ }^{4}$ Since vector indices are often denoted by a pair of integers separated by a comma (e.g., $\boldsymbol{d}_{l, m}$ ), here and in the following we use the semicolon to separate the row and column indices of second order matrices (e.g., $\boldsymbol{M}_{l, m ; l^{\prime}, m^{\prime}}$ ). The components of vectors and matrices will be denoted by round brackets with subscripts, whenever their names are composite (e.g., $(\boldsymbol{M d})_{l, m}$ or $\left.\left(\overline{M^{-1}}\right)_{l, m ; l^{\prime}, m^{\prime}}\right)$. The superscript ${ }^{-t}$ will be used to denote the transpose of the inverse (i.e., $\boldsymbol{M}^{-t}=\left(\boldsymbol{M}^{-1}\right)^{t}$ ).

