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Abstract
Although major progress has been made in uncovering the machinery underlying individual
biological clocks, much less is known about how multiple clocks coordinate their oscillations. We
present a general framework that describes coupled cyclic processes in single cells and apply this
to the interaction between the circadian and cell-division cycles in the cyanobacterium
Synechococcus elongatus. We simultaneously track cell-division events and circadian phases of
individual cells and use this information to determine when cell-cycle progression is slowed down
as a function of circadian and cell-cycle phases. We infer that cell-cycle progression in
cyanobacteria slows down during a specific circadian interval, but is uniform across cell-cycle
phase. Our framework is applicable to the quantification of the coupling between any biological
oscillators in other organisms.

Cyclic processes in biology span a wide dynamic range from the sub-second periods of
neural spike trains to annual rhythms in animal and plant reproduction (1–3). Even an
individual cell exposed to a constant environment may exhibit many parallel periodic
activities with different frequencies such as glycolytic, cell cycle, and circadian oscillations
(4–8). Therefore it is important to elucidate how different oscillators couple to each other
(9). In several unicellular organisms and higher vertebrates it has been shown that the
circadian system affects whether cell division is permitted (10–15); similarly, the yeast
metabolic cycle restricts when the cell divides (16). In this work we integrate theoretical and
experimental approaches to investigate how the circadian and cell-division subsystems are
coupled together in single cells of the cyanobacterium Synechococcus elongatus.

In order to quantify how one clock couples to the other, we built a model by describing the
state of each cell with its circadian and cell cycle phases, θ(t) and ϕ(t), both periodic from 0
to 2π (17–18). Given the robustness of circadian oscillations to environmental and
intracellular variations, it is believed that the circadian system progresses independently of
cell cycle (19–20). Hence, we propose that the progression rate of the circadian phase is
constant except for some noise whereas the speed of cell-cycle progression could depend on
both the circadian and cell-cycle phases. We describe the time evolution of the phases of
these clocks by two Langevin equations
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where ξϕ and ξϕ are white-noise terms representative of intrinsic fluctuations, ν0 is the speed
of the circadian clock, ν roughly describes the average speed of cell cycle progression and γ
(ϕ, θ), the coupling, is a non-negative function describing how the state of the clocks affects
cell-cycle speed. Regions in (ϕ, θ) space where γ is close to zero indicate slowing down of
cell cycle progression and are usually referred to as “gates” (11).

This model can be simulated using Monte Carlo methods or solved using Fokker-Planck
techniques (21), to explore whether the cell-cycle gets synchronized to circadian signals and
how the timing of cell divisions is distributed throughout the day. A division event happens
as the variable ϕ crosses the 2π boundary (22). Without gating (γ = 1), the two clocks are
uncorrelated and cells divide uniformly throughout the day (Fig. 1, left column). However,
in the presence of a gate, cell-cycle states synchronize to the circadian signal (Fig. 1, middle
column), similarly to how nonlinear oscillators lock into periodic forcings (23–24). For cell-
cycle speeds comparable to that of the circadian clock, cells tend to divide at a single
circadian phase; however, as ν is increased, the number of times in the day at which
divisions are likely to take place also increases, leading to multimodal distributions of
division phases (Fig. 1, right column, Fig. S2) (25). This feature is generic and independent
of the specific shape of the coupling function used (17–18, 23) (Fig. S8).

To quantify this gating phenomenon experimentally, we investigated the interaction between
the circadian and cell cycle clocks in the cyanobacterium S. elongatus PCC 7942. A
previous study at the population level indicated the existence of circadian gating in this
organism (11). To explicitly explore how one clock gates the other, we took a single-cell
fluorescence microscopy approach and simultaneously tracked both clocks’ dynamics in
individual cyanobacteria as they proliferated under a constant light environment (Fig. 2A).
Circadian dynamics in each cell are faithfully reported by the SsrA-tagged yellow
fluorescent protein (YFP-SsrA) under the rhythmic kaiBC promoter (26). This promoter
drives the endogeneous expression of the kaiB and kaiC genes which, together with kaiA,
form the central protein circuit that orchestrates circadian rhythms in cyanobacteria. We
defined the circadian phase as the time from the nearest previous YFP peak normalized by
the circadian period (Fig. 2B); our proxy for cell-cycle phase progression involved tracking
individual cells’ growth over time (21). We detected nearly all cell divisions, recorded the
corresponding circadian phases θd, and measured each cell’s cell-cycle duration τ (Fig. 2C).

We first performed an experiment under a light intensity of about 25 µE m−2 s−1 (Fig. 3, left
column), which gave an average cell-cycle speed comparable to that of the circadian clock: τ
= (18 ± 7) h (mean ± s.d.). To test whether cell-cycle phases were indeed synchronized by
circadian signals, we collected all single-cell traces, aligned them based on their circadian
phases (21), and constructed histograms of the circadian phases at division (Fig. 3). Rather
than the distribution expected for uncorrelated clocks (21), we found a singly-peaked
distribution of divisions per circadian cycle, indicating that divisions happened mostly at an
specific circadian time.

In theory, we expect a similar locking if we double the relative speed of the cell cycle to that
of the circadian clock, with divisions taking place now at two specific circadian phases.
Although the period of the circadian clock is nearly constant over a range of growth
conditions, cell-cycle progression is sensitive to environmental light intensity. These
properties allowed us to tune the cell-cycle speed while keeping a constant circadian rate.
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With a light intensity of about 50 µE m−2 s−1 the average cell-cycle duration shortened to
(10 ± 4) h (mean ± s.d), whereas the average circadian period stayed around 24 h. Hence, we
obtained about a two-fold increase in the relative speed of the two oscillators. We observed
two peaks of cell divisions per circadian cycle (Fig. 3), in agreement with our theoretical
analysis (Fig. 1).

A better understanding of the gating phenomenon relies on a direct measurement of the
correlation between the two clocks for each single cell. We summarized such interaction in
scatter plots of the circadian phase at cell division, θd, and the cell-cycle duration of the
corresponding cell τ (Fig. 4A). We fit our model to both datasets simultaneously,
considering the same coupling function γ(ϕ, θ) and noise strengths for the two experiments.
We allowed only the parameter ν to vary across the two experimental conditions and
included only coupling functions representative of a single maximal gate (21). This
procedure yielded reasonable fits for both data sets (Fig. 4B), indicating that it is possible to
explain the interaction between the clocks in the two different conditions using the same
coupling function.

The inferred coupling function is shown in Fig. 4C. To relate the phase θ to the real
circadian phase, we considered that the YFP protein has a non-negligible lifetime, which
makes the reported signal lag behind the day-night cycle. Measurements on cell cultures that
had been synchronized by three 12:12 light-dark cycles indicate that the signal peak
(identified as θ = 0) lags (19 h ± 1 h) behind the day start (21), in agreement with previous
studies (26). Considering this delay, the inferred coupling function shows a gate positioned
at 17 h after the day start, lasting for (6.1 ± 0.3) h (Fig. 4D) and distributed essentially
uniformly across cell cycle stages (Fig. 4E). We conclude that in this case the circadian
signal acts on the cell cycle by repressing essentially all its stages in the middle subjective
night.

This suggests that in Synechococcus regulation of cell cycle progression by the circadian
system may be more extensive than interactions between circadian signals and proteins
associated with specific cell cycle processes. The molecular mechanism coupling the two
oscillators in Synechococcus might be fundamentally different than that found in
mammalian cells in which the expression of several key cell cycle regulators, including
Wee1 and Cdc2, was found to be regulated by the circadian oscillator (12). Recent data start
to reveal molecular interactions responsible for coupling the cell-cycle and circadian
oscillator in cyanobacteria (27). Our results suggest that it is unlikely that gating is
exclusively regulated by just one mechanism that imposes a checkpoint at a specific cell-
cycle stage. Instead, it might involve a more overarching regulation scheme, perhaps
analogous to how circadian clocks coordinate genomewide gene expression at specific
circadian times (28).

The gating phenomenon seems to be universally conserved from some prokaryotes to
mammals. It would be interesting to understand why gating is important to cells. In
cyanobacteria, cells enhance their fitness when their circadian period resonates with external
light-dark cycles (29) and perhaps a similar resonance between circadian and cell-cycle
clocks might lead to a fitness increase. Consistent with this, our results suggest that cell
growth is prohibited during the middle of the night when energy is most limited.

The proposed theoretical approach is generally applicable to any set of coupled cyclic
processes in which some information about the phases of each clock could be independently
measured and will lead to a deeper understanding of how multiple periodic processes
coordinate to control the dynamic state of the cell.
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Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Fig. 1. Synchronization of cell cycle phases to circadian signals
Monte Carlo simulations of the evolution of a population of cells with an initially uniform
distribution of cell cycle phases and synchronous circadian signals. (A) Cosine projection of
cell cycle phases of 10 traces and average across 100 traces. The ratio of the average speed
of cell cycle progression and circadian speed ν/ν0 is 1.1 for the left and middle columns and
2.1 for the right column. The left column represents a situation in which there is no gating (γ
= 1) whereas in the other columns the shape of the coupling function is color coded. (B)
Color-coded coupling function and steady state organization of trajectories in (ϕ, θ) space. In
the no-gate case, straight lines show the deterministic behavior. (C) Steady-state probability
distribution of circadian phases at which divisions take place, p(θd); the bars are the results
of Monte-Carlo simulations whereas the solid line represents the result of a Fokker-Planck
computation (21). Parameters used: = Dθ = 0, Dϕ = 0.1ν0, and, for the last two columns, α =
β = 4, θ0 = ϕ0 = π, where Dθ and Dϕ correspond to the noise strengths of the circadian and
cell-cycle oscillators, α, β, θ0, and ϕ0 are parameters defining the shape and position of the
coupling function (21).
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Fig. 2. Timelapse microscopy allows single cell measurements of circadian and cell cycle states
(A) Phase contrast (upper panel) and YFP images (lower panel) of a colony tracked over a
few days. (B) YFP trace for the cell outlined in red in A (red dots: YFP intensity; black line:
10-point running average). (C) Length dynamics of the same cell; dots: instantaneous cell
length; black line: exponential fit; vertical arrows: circadian phases at cell divisions; the
horizontal double arrow illustrates the cell cycle lifespan τ for one cell.
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Fig. 3. Circadian gating as observed in single cells
(A) YFP traces for cells in 18 colonies shifted so as to maximize overlap. (B) Histogram of
the timing of division events. Blue trace: expectation for uncorrelated clocks. (C) Histogram
of the timing of division events across the circadian cycle (plot constructed as in B but
measuring time relative to the start of each circadian cycle). Left column: experiment
performed under a light intensity I ~ 25 µE m−2 s−1; right column: I ~ 50 µE m−2 s−1.

Yang et al. Page 7

Science. Author manuscript; available in PMC 2011 June 18.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Fig. 4. Inferred coupling function
(A) Joint distribution of circadian phase at division and lifetime of all tracked cells. The
color-coded density is a Gaussian-kernel average with a width corresponding to 2 hours
along each direction. (B) Same data as in A but with density corresponding to the best fit to
both data sets. For A and B, left column: I ~ 25 µE m−2 s−1, right column: I ~ 50 µE m−2

s−1. (C) Inferred coupling function obtained by averaging across parameters sampled
according to their likelihood. (D) Confidence bands (mean ± s.d.) for the inferred coupling
function across cuts parallel to the θ axis (corresponding cell cycle phases indicated with
arrows in C). Horizontal bar: width at half maximum which quantifies gate duration. (E) As
in D for cuts parallel to the ϕ axis (corresponding circadian phases indicated with dashed
lines in C).
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