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ABSTRACT

We present the first grid of 3D simulations for the pure-helium atmospheres of
DB white dwarfs. The simulations were computed with the CO5BOLD radiation-
hydrodynamics code and cover effective temperatures and surface gravities between
12 000 K . Teff . 34 000 K and 7.5 6 log g (cgs units) 6 9.0, respectively. In this
introductory work, synthetic spectra calculated from the 3D simulations are compared
to appropriate 1D model spectra under a differential approach. This results in the
derivation of 3D corrections for the spectroscopically derived atmospheric parameters
of DB stars with respect to the 1D ML2/α = 1.25 mixing-length parameterisation.
No significant Teff corrections are found for the V777 Her instability strip region, and
therefore no 3D revision is expected for the empirical blue and red edges of the strip.
However, large log g corrections are found in the range 12 000 K < Teff < 23 000 K
for all log g values covered by the 3D grid. These corrections indicate that 1D model
atmospheres overpredict log g, reminiscent of the results found from 3D simulations
of pure-hydrogen white dwarfs. The next step will be to compute 3D simulations with
mixed helium and hydrogen atmospheres to comprehend the full implications for the
stellar parameters of DB and DBA white dwarfs.

Key words: white dwarfs – stars: atmospheres – convection – hydrodynamics –
techniques: spectroscopic

1 INTRODUCTION

Most white dwarfs have hydrogen dominated atmospheres
as a result of gravitational settling (Schatzman 1948) due to
their large surface gravities. The atmospheres of a significant
number of degenerate stars is however dominated by helium,
which is understood to be the consequence of late thermal
pulses experienced by post-asymptotic giant branch (AGB)
progenitors (Althaus et al. 2005; Werner & Herwig 2006).
These white dwarfs are classified with spectral type DO if
He II lines dominate, DB if He I lines dominate, or DC if the
Teff is too low to allow any optical transition. Subtypes such
as DBA or DBZ are also employed to designate additional
hydrogen or metal lines, respectively. About 20% of white
dwarfs in magnitude limited samples (e.g. SDSS; Kleinman
et al. 2013; Kepler et al. 2015) are of DB or DO spectral
types. For volume-complete samples where the white dwarf
luminosity function peaks at much cooler temperatures, the
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fraction of helium-dominated atmospheres is as large as 50%
(Giammichele et al. 2012). This increase of helium-rich stars
below Teff ∼ 10 000 K is likely due to convective mixing
events in hydrogen-line (DA) white dwarfs, resulting in their
thin hydrogen blanket being fully mixed-in with the under-
lying helium layer (Tremblay & Bergeron 2008).

For the majority of DB and DBA white dwarfs, the
spectroscopic technique, which compares the observed line
profiles to predictions from model spectra (Bergeron et al.
2011, henceforth BW11), is used to determine their atmo-
spheric parameters (Teff , log g, and H/He). These parameters
coupled with evolutionary models allow for the determina-
tion of white dwarf masses and ages. While DB white dwarfs
are not quite as frequent as DA or DC spectral types, their
parameters are still essential to understand the local stel-
lar formation history (Kalirai 2012; Tremblay et al. 2014),
the late thermal pulses in post-AGB progenitors (Reindl
et al. 2014a,b), and the fraction of primordial hydrogen in
white dwarfs (BW11; Koester & Kepler 2015; Rolland et al.
2018). Furthermore, a large fraction of white dwarfs pol-
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luted by asteroids and planetary debris (Veras 2016) have
helium-dominated atmospheres (Kleinman et al. 2013). This
is expected from the much larger diffusion timescales for the
denser helium atmospheres (Paquette et al. 1986a,b; Koester
2009; Fontaine et al. 2015). As a consequence, DB white
dwarfs are important objects for the understanding of post-
main-sequence planetary system evolution, and in particu-
lar the detection of water-rich asteroids (Farihi et al. 2013;
Raddi et al. 2015; Gentile Fusillo et al. 2017).

In the last two decades, detailed spectroscopic analy-
ses of DB and DBA white dwarfs have resulted in exquisite
mass-Teff distributions, and sophisticated 1D model atmo-
sphere and spectral synthesis codes which incorporate de-
tailed line broadening schemes (see, e.g., Beauchamp et al.
1997; Voss et al. 2007; BW11; Koester & Kepler 2015).
The importance of hydrogen in the helium-dominated atmo-
sphere white dwarfs has also been made clear. These stud-
ies have determined that the fraction of DBAs in DB/DBA
samples is up to 75%, and that perhaps all DB white dwarfs
have traces of hydrogen with the abundance too low to cause
observable spectral features (Koester & Kepler 2015), illus-
trating the close link between the two spectral classifications.
The presence of hydrogen, even if not observed, can signifi-
cantly affect the derived Teff , especially for the boundaries of
the V777 Her instability strip (Beauchamp et al. 1999), the
region where pulsating DB/DBA white dwarfs are found.

Some issues remain in the spectroscopic analyses of
DB white dwarfs. One such problem is observed at Teff <

16 000 K, where the spectroscopically derived surface gravi-
ties are significantly higher than the predictions of evolu-
tionary models, possibly due to incomplete treatment of
line broadening by neutral helium (BW11; Koester & Ke-
pler 2015). Beauchamp et al. (1996) have shown that bet-
ter treatment of the van der Waals broadening implemented
from Deridder & van Renspergen (1976) does lower the sur-
face gravities at low effective temperatures, yet the authors
find that gravity is very sensitive to the exact treatment of
this broadening. A similar high-log g problem was known for
DA white dwarfs (Bergeron et al. 1990) for Teff < 12 000 K,
a temperature which corresponds to the onset of convective
energy transfer in the photosphere of DAs. This problem was
solved by computing the first-ever 3D model atmospheres of
DA white dwarfs (Tremblay et al. 2013a,c) and correspond-
ing 3D synthetic spectra, confirming the long-standing sus-
picion that convection is modelled in a too-crude manner in
1D model atmospheres.

Helium-atmosphere white dwarfs develop superficial
convection zones at temperatures as large as 50 000 K and
thus all currently known DB stars must rely on convective
model atmospheres. Consequently, the high-log g problem
for cool DB white dwarfs cannot be related to the onset of
convection, but it could be caused by changes in the prop-
erties of convection that 1D models do not consider. There-
fore, it is of great interest to look at the predictions of 3D
DB model atmospheres, especially because of the success of
modelling DA white dwarfs. In addition to the derivation
of masses and ages that are likely to be more precise, the
sizes of the convection zones and overshoot regions (Trem-
blay et al. 2015a; Kupka et al. 2018) are of particular impor-
tance, since they determine the total mass of hydrogen or
accreted metals in DBA and DBZ white dwarfs, respectively.
Another critical aspect is the revision of the spectroscopic

parameters to determine the empirical edges of the V777 Her
instability strip and the connection to asteroseismic models
(Van Grootel et al. 2017).

In 1D white dwarf model atmospheres, convection is
treated using the ML2 version (Tassoul et al. 1990; see also
Table 1 of Tremblay et al. 2013a) of the mixing-length ap-
proximation (Böhm-Vitense 1958). The mixing-length pa-
rameter, α, is usually set to 1.25 for DB stars (BW11;
Koester & Kepler 2015). BW11 derived this value by looking
at possibly unphysical clumping in the log g-Teff distribution
arising from the different α values and from the calibration
of the Teff derived from fits of optical and UV spectra. Al-
though ML2/α = 1.25 performed reasonably well in both
tests, BW11 suggested that an improvement needs to be
made in the treatment of convective transport itself, which
is exactly what 3D models can provide. Contrary to the mix-
ing length approximation which requires the variation of α
to reproduce even the basic properties of astrophysical ob-
servations, 3D numerical simulations do not require such fine
tuning.

In this paper, we present the first 3D radiation-
hydrodynamics simulations for pure-helium white dwarf at-
mospheres. From these simulations we compute synthetic
DB spectra that we compare with 1D spectra and selected
published observations. We postpone the full spectroscopic
analysis of existing data sets until grids of 3D model atmo-
spheres with mixed He/H compositions become available.
Nevertheless, our predictions with a pure-helium equation-
of-state (EOS) will be useful to interpret the independent
stellar parameters (Teff , radius, luminosity) revealed from
the Gaia Data Release 2 (Tremblay et al. 2017; Bédard et al.
2017; Hollands et al. 2018). Our study is restricted to the
atmospheric properties of DB white dwarfs; the calibration
of the mixing-length theory for structure calculations will
be presented elsewhere. In Section 2, the numerical setup of
the 3D simulations is explained and some brief description
of the structural differences between the 3D and 1D con-
vection models is given. The calculation of synthetic spectra
for both 3D and 1D structures is explained in Section 3.
Our proposed 3D corrections are presented and discussed in
Section 4. We conclude in Section 5.

2 MODEL ATMOSPHERES

2.1 Numerical setup for CO5BOLD simulations

The CO5BOLD radiation-hydrodynamics code (Freytag
et al. 2012) was used to compute 47 3D DB model atmo-
spheres with log g ranging between 7.5 and 9.0 in steps of
0.5 dex, and Teff between 12 000 K and 34 000 K in steps
of around 2000 K. Our grid is illustrated in Fig. 1 and pre-
sented in Table 1. When computing 3D simulations log g is
an input parameter. However, the effective temperature is
not, and is instead recovered after the model is calculated,
from the spatially and temporally averaged emergent stellar
flux. The temporal average is restricted to the last one-fourth
of the simulations. This results in the unevenly spaced Teff
values of our 3D models.

Apart from the EOS and opacities, our computational
setup is the same as that used for DA white dwarfs (Trem-
blay et al. 2013a,c). In brief, each model is computed in
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Figure 1. The Teff and log g of our 3D model atmospheres with

pure-helium compositions. Open and filled circles denote models

with bottom boundaries that are open and closed to convective
flows, respectively.

a box of 150 × 150 × 150 Cartesian (x × y × z) grid points,
where z-axis represents the vertical extent of the simula-
tion, pointing from the interior to the exterior of the white
dwarf. We use the local box-in-a-star CO5BOLD setup (see
Freytag et al. 2012 for more detail), where only a section
of the atmosphere is modelled. Each simulation has peri-
odic side boundaries and a top boundary that is open to
material and radiative flows. Radiative transfer is solved ev-
erywhere in the simulation with the diffusion approximation
applied at the bottom boundary. Depending on the size of
the convection zone, the bottom boundary is either open or
closed to convective flows. In Fig. 1, the models with open
and closed bottom boundaries are indicated by open and
filled circles, respectively. For most of the effective tempera-
tures considered in this study, the convection zones are too
large to fit inside the vertical extent of the simulation. In-
stead, enough of the convection zone is included vertically
such that convection becomes adiabatic near the bottom,
ensuring that the inflowing material at the open bottom
boundary can be described by adiabatic convection. At the
highest effective temperatures, the convection zones become
small enough to fit within the simulations and the bottom
boundaries are closed to convective flows but left open to
radiation. In those cases, the vertical velocities are forced
to go to zero and the radiative flux is prescribed to the de-
sired total energy flux. The bottom layer for all models is
around log 〈τR〉 = 3, where 〈τR〉 is Rosseland optical depth
averaged over space and time. Some closed boundary models
were extended deeper to include a larger overshoot region.
The top 〈τR〉 value varies from model to model, ranging from
−8.5 . log 〈τR〉 . −4.8, with all simulations covering the line
forming region. Horizontally, along the x-axis, at least 4 con-
vective cells are included to both resolve surface granulation
and obtain meaningful mean properties.

All simulations cover more than 4.5 pressure scale
heights vertically, with the majority being more than 10
pressure scale heights deep. It has, however, been shown
that the vertical boundaries can impact atmospheric layers
within two pressure scale heights (Grimm-Strele et al. 2015).
This might affect the spectral properties for our shallowest
models and we dedicate Section 4.2 to this discussion.

Table 1. Selected parameters of the pure-helium 3D model at-
mospheres. Teff is calculated from the spatially and temporally

averaged emergent stellar flux and δIrms/〈I 〉 is the relative bolo-
metric intensity contrast.

log g Teff Box size Time δIrms/〈I 〉
(K) (km × km × km) (stellar s) (%)

7.5 12098 1.22×1.22×0.58 31.6 3.6

7.5 13969 1.98×1.98×0.67 31.6 8.9
7.5 15947 2.86×2.86×1.19 31.6 16.4

7.5 18059 6.09×6.09×1.46 31.6 21.3

7.5 19934 11.96×11.96×2.39 31.6 23.4
7.5 22023 21.75×21.75×4.51 31.6 25.5

7.5 23778 23.96×23.96×4.78 31.6 24.3

7.5 26382 37.47×37.47×10.88 31.6 22.9
7.5 27970 31.22×31.22×10.77 15.0 17.5

7.5 29992 31.22×31.22×11.86 20.0 9.4
7.5 31993 33.48×33.48×14.00 8.0 4.9

8.0 12020 0.70×0.70×0.10 10.0 2.1
8.0 14083 0.79×0.79×0.24 10.0 6.0

8.0 16106 0.94×0.94×0.18 10.0 11.9

8.0 18081 1.23×1.23×0.35 10.0 17.0
8.0 20090 2.00×2.00×0.58 10.0 19.4

8.0 21989 5.19×5.19×0.97 10.0 22.3

8.0 24135 8.62×8.62×1.41 10.0 23.8
8.0 25899 8.62×8.62×1.56 10.0 21.1

8.0 27948 17.69×17.69×3.04 10.0 20.6

8.0 29983 12.63×12.63×3.50 10.0 19.7
8.0 32002 12.63×12.63×3.28 10.0 14.8

8.0 33999 12.63×12.63×3.42 10.0 7.9

8.5 12141 0.25×0.25×0.05 3.2 1.5

8.5 14009 0.25×0.25×0.04 3.2 3.6
8.5 15961 0.34×0.34×0.05 3.2 7.6

8.5 18002 0.39×0.39×0.13 3.2 12.6

8.5 19955 0.60×0.60×0.20 3.2 15.5
8.5 21988 1.03×1.03×0.26 3.2 17.8

8.5 24130 1.78×1.78×0.37 3.2 22.1

8.5 25801 2.37×2.37×0.44 3.2 22.3
8.5 27939 2.53×2.53×0.59 3.2 20.6

8.5 30259 4.53×4.53×1.23 3.2 20.4

8.5 31859 4.53×4.53×1.23 3.2 19.7
8.5 33987 4.53×4.53×0.98 3.2 17.6

9.0 12124 0.06×0.06×0.01 1.0 0.8
9.0 14118 0.07×0.07×0.01 1.0 2.3

9.0 16030 0.11×0.11×0.02 1.0 5.0
9.0 17999 0.12×0.12×0.03 1.0 8.7

9.0 19530 0.12×0.12×0.03 1.0 11.2

9.0 21981 0.20×0.20×0.07 1.0 13.6
9.0 24084 0.39×0.39×0.10 1.0 17.2
9.0 26116 0.76×0.76×0.13 1.0 20.6

9.0 28169 0.76×0.76×0.16 1.0 20.6
9.0 30187 0.86×0.86×0.20 1.0 17.4

9.0 31449 0.86×0.86×0.20 1.0 17.2

9.0 33815 1.43×1.43×0.39 1.0 19.1

The simulations cover a stellar time of a minimum of
60 turnover timescales at 〈τR〉 = 1. We have confirmed that
our models are relaxed in the last quarter of the simulation
by monitoring total flux as a function of depth over time
(including outgoing flux at the top). In all cases systematic
variations within that time frame were less than the statis-
tical noise due to periodic waves and the finite number of
convective cells in our simulations. Convergence of the veloc-
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ity field was also reached for all cases but the lowest effective
temperature models, where the velocity field is still not in
equilibrium in the uppermost layers (〈τR〉 < −3). As stated
in Tremblay et al. (2013a,c), the upper layers never reach
radiative equilibrium owing to very large Peclet numbers,
and instead the entropy gradient slowly converges to a near-
adiabatic structure due to the weak convective overshoot.

In the following we employ 〈3D〉 averages which are de-
rived from spatial and temporal averages of the 3D simula-
tions over constant τR surfaces. 12 snapshots in the last one-
fourth of each simulation were used. These average struc-
tures are useful both for a simple comparison with 1D struc-
tures and as inputs for 〈3D〉 spectral synthesis in Section 3.
In Section 3.2 we report on the possibility of performing full
3D spectral synthesis instead of using 〈3D〉 structures.

2.2 Input microphysics and 1D LHD code

Microphysics in the form of EOS and opacity tables, are in-
put parameters for CO5BOLD. The EOS and opacity tables
have been pre-calculated from reference 1D models, which
in our case are the standard 1D DB model atmospheres of
BW11 calculated using their 1D atmosphere code, hereafter
referred to as ATMO. For reference, Fig. 2 shows the opac-
ity as a function of wavelength for the photosphere of two
BW11 log g = 8.0 models. For helium-dominated composi-
tions, ATMO includes improved Stark profiles of neutral he-
lium calculated by Beauchamp et al. (1997) and the free-
free absorption coefficient of negative helium ions of John
(1994). This 1D code uses 1745 frequencies to solve radia-
tive transfer for the atmospheric structure, which is a proce-
dure that is computationally impossible to replicate for 3D
models and so opacity binning is used instead. This method
relies on sorting the frequency-dependent opacities based on
their corresponding frequency-dependent optical depth, τν ,
such that τν (and therefore the associated opacity), will fall
in an i-th bin defined by two values of τR, i.e. [τi−1

R , τiR], if

τi−1
R > τR(τν = 1) > τiR, (1)

(Nordlund 1982; Ludwig et al. 1994; Vögler et al. 2004).
The optical depth at which plasma becomes optically thin
for photons of frequency ν is defined by τR(τν = 1) and this
is shown in Fig. 3 for selected 1D and mean 3D, hereafter
〈3D〉, spectra (see Section 3) at log g = 8.0. Each opacity ta-
ble has been computed with 10 band-averaged opacity bins
with boundaries at log τR = [99.0, 0.25, 0.0, −0.25, −0.5,
−1.0, −1.5, −2.0, −3.0, −4.0, −5.0]. We note that due to in-
terpolation issues we did not include the extremely strong
far-UV opacities whenever they were assigned to the missing
log τR = [−5.0,−99.0] opacity bin. As Fig. 2 shows, at low ef-
fective temperatures He I bound-free and He I lines from the
ground level provide the far-UV opacities. At high effective
temperatures He II bound-free and He II line opacities also
contribute. These frequencies are fully opaque to light every-
where in the simulations and very little flux is transported
at such short wavelengths in the photosphere, therefore this
missing opacity has little impact on the resulting tempera-
ture and pressure stratifications that are used for spectral
synthesis.

Another important difference between standard 1D
structures and our 3D simulations comes from CO5BOLD

treating scattering as true absorption, again, due to current
numerical limitations. One therefore may argue that any 3D
effects we observe when comparing our 3D models with 1D
ATMO structures are due to approximations with opacity
tables, scattering and even the missing opacities mentioned
earlier. To test this hypothesis, the ATMO structures were
compared with stratifications calculated using a different 1D
code called LHD (Caffau & Ludwig 2007). The LHD code
treats microphysics by employing the same input tables as
those used in CO5BOLD, considers scattering as true ab-
sorption, and has been modified to rely on a mixing length
parameterisation of ML2/α = 1.25. Tremblay et al. (2013a)
have shown, from the comparison of pure-hydrogen struc-
tures, that differences between the LHD and ATMO codes
are small apart from the input microphysics. Consequently,
any difference observed between them in the case of pure-
helium composition would likely be caused by approxima-
tions in the microphysics.

Fig. 3 allows for the identification of the atmospheric
layers where the continuum and lines between 3500 Å and
7200 Å are formed, so that a comparison can be made be-
tween ATMO, LHD and 〈3D〉 structures in the regions rel-
evant to our spectral study. Such a comparison is shown in
Figs. 4 and 5 for four of the log g = 8.0 models in terms
of the temperature and density stratifications, respectively.
On these figures we also indicate how the line forming region
changes if the wavelengths that are closer than 0.5 Å from
the line cores are not included. As the line opacity increases
significantly for the line cores, their removal causes the up-
per boundary of the line forming region to be significantly
lower in the atmosphere. This boundary is more appropri-
ate when models are used to fit typical low and medium
resolution observations.

The first observation from Figs. 4 and 5 is that for Teff ∼
14 000, 18 000, and 22 000 K, the differences between the
〈3D〉 structures and their 1D counterparts are larger than
the differences between 1D ATMO and LHD structures, i.e.
the 3D corrections are more significant than the issues with
microphysics. Nevertheless, there is some dissension between
ATMO and LHD models in this regime, especially at optical
depths smaller than the inflexion point above which convec-
tion is abruptly switched off as per the prescription of the
1D mixing-length approximation (e.g. log τR . −1.7 for the
18 000 K model). By calculating 1D ATMO structures with
scattering treated as true absorption, we found that scat-
tering only has a minor effect in the line forming region
and does not significantly improve the agreement between
ATMO and LHD. Therefore, we are left with opacity bin-
ning as the culprit for the small observed differences between
1D structures at cool temperatures.

At large temperatures (e.g. bottom right plot of Fig. 4 at
Teff ∼ 34 000 K), the disagreement between LHD and ATMO
structures becomes more severe in the line forming layers.
Interestingly, the good agreement between LHD and 〈3D〉
structures demonstrates that 3D effects are expected to be
small at these temperatures. We made attempts to improve
the opacity binning procedure or include more bins in LHD
(see Section 3.1) but could not reach a significantly better
agreement. Since the LHD and ATMO codes largely agree
at cool temperatures and LHD converges to the 3D simu-
lations in the warm radiative regime, we conclude that it
is best to use 1D LHD structures to derive 3D corrections

MNRAS 000, 1–17 (2018)
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Figure 2. The total opacity as a function of the logarithm of wavelength for representative layers of two BW11 log g = 8.0 models at
Teff = 14 000 K (left) and Teff = 34 000 K (right). We have selected reference temperature and pressure values (as indicated on the panels)

that correspond to the plasma conditions at τR = 1. He I and He II line opacities are indicated by green and red colour regions. The

Rosseland mean opacity (dashed grey) and the line region used for the derivation of the 3D corrections (dotted grey) are also shown.

from CO5BOLD simulations. One advantage of this differen-
tial analysis is the minimization of the uncertainties caused
by the approximations in the microphysics discussed in this
section. Furthermore, 3D corrections are generally used for
DA white dwarfs rather than the 3D models being used for
actual fitting (Tremblay et al. 2013c), suggesting that a dif-
ferential approach is also advisable for DB white dwarfs.
With these justifications, we proceed with 1D LHD struc-
tures in the following.

2.3 3D effects on atmospheric structures

To better understand the structural differences between 1D
(LHD) and 〈3D〉 models, Figs. 6 and 7 compare the entropy
and temperature stratifications for all log g = 8.0 models of
our 3D grid. Positive and negative entropy gradients as a
function of τR are indicative of atmospheric layers which are
unstable and stable against convection, respectively.

For the lowest effective temperatures, good agreement
is observed between 1D and 〈3D〉 structures deeper than
log τR = −1.6, where convection is adiabatic and therefore
both 1D and 〈3D〉 structures converge to the adiabatic gra-
dient. Above these layers, however, the mixing-length ap-
proximation predicts no convection and the radiative equi-
librium is reached. In the 〈3D〉 picture, overshoot contributes
in cooling the upper layers and forces them to have an
adiabatic stratification. Very similar results were found for
cool DA white dwarfs (Tremblay et al. 2013a,c). Above
Teff ∼ 16 000 K, convection becomes non-adiabatic and sensi-
tive to the prescription of the convective efficiency, resulting
in emerging differences between 1D and 〈3D〉 models within
the convection zone.

For Teff above 24 000 K but below 34 000 K, two convec-
tive zones develop, associated with He I and He II ionization.

This is observed for both 1D and 〈3D〉 structures, though
for non-local 3D convection, the two convection zones are
dynamically connected, and the convective flux remains
large in-between the two regions. In this regime the atmo-
spheric structures of DB white dwarfs become more complex
compared to DA stars. Convection is driven both by deep
optically-thick He II convection and superficial optically-
thin He I convection, with a thermally stable but dynam-
ically active photosphere in between. For this DB tempera-
ture regime, Fig. 7 also shows that 3D effects become very
small in the line forming layers owing to increasingly inef-
ficient photospheric convection (τR < 1). Figs. 6 and 7 do
however suggest strong 3D effects near the bottom of the
convection zone for warm simulations, which is related to
1D ML2/α = 1.25 models and 3D simulations predicting
significantly different convection zone sizes. We note that
this may not be limited to warmer simulations since we do
not have access to the bottom of the convection zones for
cooler models. The 1D models systematically overpredict
the sizes of the convection zones, suggesting that a smaller
mixing-length is necessary to match the deep 3D convection
zones. We will report on the mixing-length calibration for 1D
structures in a future work. This has little to do with the
mixing-length value that would be needed for the 1D mod-
els to match 3D structures in the line forming regions, which
appears neither to be overestimated or underestimated ac-
cording to Figs. 6 and 7.

Differences between 1D and 〈3D〉 structures can also
be understood by looking at the resolved 3D simulations.
Fig. 8 shows the bolometric intensity emerging at the top of
the simulations for four of the 3D log g = 8.0 models. The
results are very similar at other surface gravities albeit with
a shift in temperature. At low effective temperatures where
adiabatic convection dominates, the boundaries of the gran-
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Figure 3. Atmospheric line forming regions for 1D ATMO (solid red) and 〈3D〉 (dashed blue) spectra as defined by τR(τν = 1), where

the plasma becomes optically thin for photons of frequency ν.

ules are ill-defined. In this regime the lack of energy loss and
the large densities make it possible for convection to trans-
port the required stellar flux with a very small contrast.
For larger effective temperatures convection becomes non-
adiabatic and the intensity contrast increases. The radiative
timescale decreases such that only the largest granules sur-
vive, resulting in a granulation pattern of large cells and
narrow intergranular lanes. At Teff ∼ 22 000 K, the surface
of a DB star looks remarkably similar to a DA white dwarf
at Teff ∼ 12 000 K (see Fig. 5 of Tremblay et al. 2013a). At
Teff ∼ 34 000 K, convection is very inefficient in the photo-
sphere and the contrast between the cells and intergranular
lanes decreases.

In Fig. 9 we show the ratio of the characteristic granule
size to the pressure scale height at 〈τR〉 = 1 for 3D DA and
DB models. In this section all quantities are averaged over
constant geometrical depth. The characteristic granule sizes
were calculated from the peaks of the emergent intensity
power spectra (Tremblay et al. 2013b). Hotter DB models
have granule sizes that are more than ten times the local
pressure scale height. Almost all of the models with two
convection zones have ratios above 10, suggesting that the
presence of He II convection zone is connected to this be-
haviour unique to DB white dwarfs. Following the procedure
laid out in Tremblay et al. (2013b) we confirm that the sizes

of the granules are consistent with conservation of mass flux
and significantly larger horizontal to vertical velocity ratios
for hot DB stars.

Figs. 10 and 11 show the intensity contrast as a function
of effective temperature and as a function of the Mach num-
ber at 〈τR〉 = 1, respectively. The latter plot also includes
data for 3D DA atmospheres from Tremblay et al. (2013b).
We define the Mach number as

Mach =
vrms

csound
=

√
〈ρ〉v2

rms
〈Γ1〉〈P〉

, (2)

where vrms is the convective velocity, csound is the sound
speed; 〈ρ〉, 〈P〉 and 〈Γ1〉 are the geometric horizontal av-
erages of density, pressure and the first adiabatic constant,
respectively. Following Tremblay et al. (2013b) v2

rms is

v2
rms = 〈v2〉 −

[〈ρvx〉2 + 〈ρvy〉2 + 〈ρvz〉2]
〈ρ〉2

, (3)

where 〈v2〉 is the horizontally averaged mean square veloc-
ity and 〈ρvx〉2, 〈ρvy〉2, 〈ρvz〉2 are the three horizontally av-
eraged mass fluxes. The density weighted mean velocity is
removed due to its sensitivity to numerical parameters and
oscillations.

Both the intensity contrast and the Mach number are
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Figure 4. Temperature stratifications of spectral line forming regions for 〈3D〉 (dashed blue), 1D ATMO (dot-dashed red) and 1D LHD
(dotted green) models. The line forming region is approximated by the grey vertical lines which represent the minimum and maximum

τR(τν = 1) values in the range 3500 Å and 7200 Å according to Fig. 3. The black vertical lines represent the line forming region if the

wavelengths that are within 0.5 Å of the line cores are ignored. The bottom boundaries do not change under this definition and therefore
overlap with the grey lines.

measures of the strength of convection and they span a sim-
ilar range in DA and DB white dwarfs. Helium-atmosphere
simulations reach a maximum intensity contrast of about
25% compared to 20% for hydrogen-rich compositions. We
note that the range in the former case is closer to that seen
in main-sequence stars where He ionization is also of rele-
vance (Tremblay et al. 2013b). For a given intensity contrast
or Mach number, the density is significantly higher for a DB
white dwarf compared to any other convective star, owing to
the smaller internal energy density per gram and the larger
energy flux to transport. The peak in intensity contrast for
DB log g = 8.0 models is observed at the effective tempera-
ture of 24 000 K, and above this temperature it significantly
decreases and tends towards low values for the log g = 8.0
and log g = 7.5 models. This is expected for models that are
becoming fully radiative. Although it seems as if the inten-
sity contrast is useful to measure the strength of 3D effects
on spectra, the link between 3D inhomogeneities and opac-
ities and thus predicted spectral lines is highly non-linear.
Furthermore, the strength of 3D effects on spectra also de-
pends on how the different regions of the surface average.

The mean Mach number for a handful of 3D DB models

approaches a value of one at the photosphere, indicating that
the flows are close to being supersonic. As such, shocks can
occur in the simulation and could imprint themselves on
synthetic spectra. We note that the situation is no different
to DA white dwarfs or main-sequence stars for which the
mean Mach number can reach a value close to one.

3 MODEL SPECTRA

Neither LHD nor CO5BOLD can perform detailed spectral
synthesis. Given our differential approach at comparing 1D
LHD and 〈3D〉 structures, it is thus appropriate to use the
ATMO code of BW11 to calculate synthetic spectra. We
employ the same numerical setup as that used by BW11 to
compute their DB grid.

To calculate differential 3D corrections, we use the DB
fitting code of BW11 to fit 〈3D〉 synthetic spectra with the
1D (LHD) spectral grid. This ensures that we consider the
same wavelength region and the same lines BW11 analysed
in their study. We define the 3D corrections to be

Teff, corr = Teff, 3D model − Teff, 1D fit , (4)
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Figure 5. Similar to Fig. 4 but for density stratifications of spectral line forming regions for 〈3D〉, 1D ATMO and 1D LHD models.

and

log gcorr = log g3D model − log g1D fit . (5)

Since DBA stars were also included in their study, BW11
used the code to either fit hydrogen lines or to apply up-
per limits in the case of non-detection. As our models are
pure-helium, we have instead adapted the code to have pure-
helium composition as the only option. Before presenting our
proposed 3D corrections, we first evaluate the uncertainties
from the different approximations we have made, namely the
opacity binning procedure and the mean 3D approximation.

3.1 Effect of opacity binning

Two sets of log g = 8.0 1D LHD structures were computed
with the same effective temperatures as the 3D models. The
first set was computed with 10 bin opacity tables already
employed for our 3D models and we shall refer to these as
“LHDoriginal”. The other “LHD16−20bins” set was calculated
using opacity tables with 16 to 20 bins, which do not remove
the large far-UV opacity unlike the 10 bin opacity tables.
We have derived synthetic spectra using ATMO for the two
sets of LHD structures. The full grid of BW11 1D DB syn-
thetic spectra is also used for opacity binning analysis. This
grid was calculated from 1D structures computed with the

ATMO code and therefore all 1745 frequencies were used in
the computation instead of opacity binning. To quantify the
corrections arising from the opacity binning, the two types
of LHD spectra were fitted with the 1D ATMO spectral grid
and the differences between the atmospheric parameters are
shown in Fig. 12. A negative difference indicates that ATMO
overestimates the Teff or log g of the LHD spectrum. BW11
determined external errors for their DB and DBA survey
by comparing fitted values for multiple spectra of 28 stars.
They found average uncertainties of 〈∆Teff/Teff〉 = 2.3% and
〈∆log g〉 = 0.052 when obvious outliers are removed (see their
Figure 17). These errors are plotted on Fig. 12 and are re-
ferred to as BW11 errors. In comparison, Koester & Kepler
(2015) average external uncertainties for their SDSS sample
with lower average signal-to-noise are 〈∆Teff/Teff〉 = 3.1% and
〈∆log g〉 = 0.12.

The log g corrections for both original and extended
opacity tables are well within fitting uncertainties (right
panel of Fig. 12). For Teff corrections only the LHD models
with extended opacity tables fall within the uncertainties. As
expected from our discussion around Figs. 4 and 5 and the
comparison of ATMO and LHD structures, the largest dif-
ferences are expected for the warmest simulations. Although
the agreement improves when doubling the number of opac-
ity bins, we did not pursue the possibility of improving the
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All structures, apart from Teff = 12020 K, are offset from each

other by 3000 K for clarity.

opacity binning procedure for LHD and by inference our
CO5BOLD simulations because of the dramatic increase in
computation time. Instead we employ our 10 bin tables, and
a differential approach between LHD and CO5BOLD struc-
tures which largely removes the offset observed in Fig. 12.

3.2 Mean 3D approximation

Ideally, 3D spectral synthesis is performed to compute a
spectrum directly from a 3D data cube. One such code,
Linfor3D (Ludwig & Steffen 2008), was utilised by Trem-
blay et al. (2011) to model synthetic 3D Hβ lines for DA
white dwarfs. While the code could be adapted to synthe-
sise selected 3D spectral lines for DB white dwarfs, it would
be computationally expensive to create a full grid of 3D
model spectra. Instead, we proceed with the comparison of
two types of estimates for calculations of synthetic spectra
from 3D simulations: the 〈3D〉 and 1.5D approximations.
Our standard 〈3D〉 spectra are computed from the 〈3D〉 tem-
perature and pressure structures using ATMO. On the other
hand, the 1.5D method assumes that each 3D simulation,
which is made up of 150×150×150 grid points, is a collection
150×150 “1D” atmospheres, where the vertical extent of the
simulation (z-axis) is the extent of these 1D atmospheres.
For each of the “1D” atmospheres a spectrum is then calcu-
lated using ATMO and the resulting 150 × 150 spectra are
simply averaged to produce a so-called 1.5D spectrum for
a given 3D model. However, we found that some of the at-
mospheres exhibited pressure inversion due to the departure
from hydrostatic equilibrium, which is expected in 3D sim-
ulations. ATMO is not adapted to handle such departures
and therefore any structures with pressure inversion were
removed from the 1.5D spectrum calculations. We also want
the 1.5D spectrum to be representative of the entire simula-
tion and not of one single time snapshot, and therefore we
used several snapshots over the last quarter of the computa-
tion for the average. The 〈3D〉 and 1.5D methods represent
the two extremes in neglecting or enhancing the 3D fluctua-
tions, respectively, and thus the full 3D spectral synthesis is
somewhere in between these two methods. For the majority
of 3D DA models, with the exception of extremely low-mass
(ELM) white dwarfs, it has been shown that 1.5D and 〈3D〉
corrections are equivalent (Tremblay et al. 2015b). This re-
sults from a complex cancellation of the 3D fluctuations in
spectral synthesis (Tremblay et al. 2013c) and there is no
obvious reason to assume the same behaviour for DB white
dwarfs.

To determine the uncertainties arising from not using
the full 3D spectral synthesis, we fitted both the 1.5D and
〈3D〉 spectra with the 1D LHD model grid to find their re-
spective corrections. Fig. 13 shows the differences between
the 〈3D〉 and 1.5D corrections for log g = 8.0 models, al-
though similar results are obtained for other log g mod-
els. The BW11 errors are also shown. A negative difference
means that the 1.5D correction is larger and this is what we
observe for 3D simulations below ≈ 24 000 K. Most of the
differences are well within the BW11 external errors, with
the maximum offset observed at ≈ 20 000 K. At this partic-
ular effective temperature, He I lines reach their maximum
strength (depending on the assumed convective efficiency)
giving rise to the hot/cool solution problem, where for any
given DB spectrum there are often two possible fits with
equivalent χ2 values. BW11 have also shown that in the
range 20 000 . Teff . 28 000 K, the spectra are quite insensi-
tive to the effective temperature. This suggests that fitting
uncertainties may peak in this region even though we have
employed a constant average uncertainty in percentage.

Another possibility for the disagreement between 1.5D
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Figure 8. Bolometric emergent intensity for selected models at log g = 8.0. In the legends, Teff , log g and intensity contrasts of the

simulations are shown. The length of the bar on the top right of each panel is ten times the pressure scale height at 〈τR 〉 = 1.

and 〈3D〉 corrections could be related to the high Mach
numbers of some of the DB simulations as 1.5D spectra are
more sensitive to thermal fluctuations caused by shocks. For
log g = 8.0 simulations, the Teff ≈ 22 000 K model has the
highest Mach number, and yet for this particular model the
〈3D〉 and 1.5D corrections do agree, suggesting that there is
no obvious link.

We stress that since the full 3D spectral synthesis is
expected to lie somewhere between the 1.5D and 〈3D〉 cor-
rections, Fig. 13 likely overestimates the error of using the
〈3D〉 approximation. We conclude that the 〈3D〉 approxima-

tion is valid for DB white dwarfs, a result that is similar to
that found for DA stars above log g = 7.0.

4 DISCUSSION

4.1 3D corrections

Our proposed 3D corrections for pure-helium DB white
dwarfs are shown in Fig. 14 and are tabulated in Table 2.
The corrections were derived using the reference 1D LHD
spectral grid under the ML2/α = 1.25 parameterisation. In
the table, the corrections quoted are calculated using Eqs. 4
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approximation discussed in Section 3.2, but also important
is the validity of the pure-helium atmosphere approximation
when applying the corrections to specific DB white dwarfs.

At low effective temperatures, we do not observe signif-
icant temperature corrections. Above ∼ 22 000 K, especially
for large surface gravities, the temperature corrections can
reach up to 3000 K. For log g = 7.5 and 8.0, however, the Teff
corrections become negligible at the highest effective tem-
peratures, where the spectral line forming regions become
radiative and therefore equivalent to their 1D counterparts.
We do not observe any significant temperature corrections
for the V777 Her instability strip (Fontaine & Brassard 2008)
at log g = 8.0. We remind the reader, however, that aster-
oseismic predictions could be impacted by the significantly
different sizes for the 3D convection zones as discussed in
Section 2.3. It is reassuring that the current ML2/α = 1.25
parameterisation for the optical spectra of DB white dwarfs,
which mostly impacts the Teff scale, is in reasonable agree-
ment with the 3D simulations.

The 1D models tend to significantly overpredict the
log g values in the range 14 000 K . Teff . 21 000 K for
log g = 7.5 and 8.0, but this range does extend further to
22 000 K for log g = 8.5 and to 24 000 K for log g = 9.0.
Above these effective temperatures, the 3D log g corrections
are within the BW11 errors. BW11 and Koester & Kepler
(2015) have shown that DB and DBA white dwarfs in the
range 12 000 K . Teff . 16 000 K have larger than ex-
pected log g values, with maximum discrepancy between the
spectroscopically derived log g values and those predicted
by stellar evolutionary models occurring at around 13 000-
14 000 K. Therefore, our proposed 3D log g corrections are
an incomplete solution to this problem. Many studies have
attributed the high-log g problem in DB white dwarfs to is-
sues with the line broadening by neutral helium and not
with the treatment of convection. Our results provide sup-
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port for this scenario. Furthermore, a smooth mass versus
cooling age distribution for DB stars is expected from evolu-
tionary models. When applying our 3D corrections to the 1D
atmospheric parameters determined in BW11 and Koester
& Kepler (2015) assuming pure-helium atmospheres as a

very preliminary assessment, the 3D parameters are not in
obviously better or worse agreement with evolutionary mod-
els. To fully understand the mass distribution of DB white
dwarfs, we believe that 3D simulations with mixed helium
and hydrogen compositions must first be calculated, even
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Table 2. Our proposed 3D corrections for log g and Teff derived
from 〈3D〉 structures. A negative value indicates that 1D overes-

timates the parameter, while a positive value indicates underes-

timation.

1D log g 1D Teff (K) 3D log g 3D Teff
correction (dex) correction (K)

7.5 12000 −0.029 100

7.5 13000 −0.080 154
7.5 14000 −0.139 206

7.5 15000 −0.188 236
7.5 16000 −0.187 340

7.5 17000 −0.126 507

7.5 18000 −0.092 444
7.5 19000 −0.095 200

7.5 20000 −0.080 153

7.5 21000 −0.044 324
7.5 22000 −0.022 341

7.5 23000 −0.013 62

7.5 24000 −0.001 −328
7.5 25000 0.002 −710

7.5 26000 −0.003 −1268

7.5 27000 −0.009 −1915
7.5 28000 −0.010 −1897

7.5 29000 −0.004 −201

7.5 30000 −0.006 −148
7.5 31000 −0.006 −165

7.5 32000 −0.005 −176
7.5 33000 −0.003 −218

7.5 34000 −0.000 149

8.0 12000 −0.029 101

8.0 13000 −0.066 142

8.0 14000 −0.121 202
8.0 15000 −0.214 219

8.0 16000 −0.264 306

8.0 17000 −0.264 400
8.0 18000 −0.238 314

8.0 19000 −0.163 142

8.0 20000 −0.080 234
8.0 21000 −0.031 833

8.0 22000 0.008 1264
8.0 23000 0.015 1055

8.0 24000 0.016 703

8.0 25000 0.017 558
8.0 26000 0.014 146

8.0 27000 0.011 −484

8.0 28000 0.001 −578
8.0 29000 0.003 −105

8.0 30000 0.007 −342
8.0 31000 0.003 −252
8.0 32000 −0.002 66

8.0 33000 −0.001 −627

8.0 34000 0.001 −186

8.5 12000 −0.031 51
8.5 13000 −0.090 21

8.5 14000 −0.161 65

8.5 15000 −0.227 164
8.5 16000 −0.305 231
8.5 17000 −0.367 229

8.5 18000 −0.360 75
8.5 19000 −0.225 18

8.5 20000 −0.096 130

8.5 21000 −0.079 541
8.5 22000 −0.007 1543

8.5 23000 0.032 1886

1500020000250003000035000

Teff (K)
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8.0
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g
g

Figure 14. Proposed 3D corrections for pure-helium white dwarf

atmospheres when compared with 1D model spectra using the
ML2/α = 1.25 parameterisation. The horizontal dashed lines in-

dicate log g = [7.5, 8.0, 8.5, 9.0], whereas the intersections be-

tween the dashed lines and the blue lines are the reference 1D
atmospheric parameters. If one follows a given blue line from the

intersection, its length will give the 3D correction for the partic-

ular 1D log g and Teff . For clarity, at high effective temperatures
some of the corrections from Table 2 are not shown. This fig-

ure can be compared to 3D DA corrections from Tremblay et al.

(2015b).

though Beauchamp et al. (1999) suggest that hydrogen does
not significantly impact the atmospheric parameters in the
range 14 000 K . Teff . 20 000 K.

A study of the temperature and density stratifications
(Figs. 4 and 5) in the line forming regions (Fig. 3) can be
useful to understand the strong predicted 3D corrections at
Teff ∼ 18 000 K. Fig. 3 (top right panel) illustrates that 3D
effects on the mean structure are strong enough at this ef-
fective temperature that the 3D lines are formed in a signif-
icantly narrower range of the atmosphere. Fig. 5 shows that
in the line forming region, the density is significantly larger
in the 3D simulation. Since density correlates with surface
gravity, it suggests that a higher gravity 1D structure is nec-
essary to mimic the 3D density stratification, resulting in
a negative log g correction. We note that the spectral lines
are formed largely within the convective zone and the 3D ef-
fects are especially strong in this regime. We have, therefore,
no reason to doubt the accuracy of the 3D simulations or
suspect that any approximation we have made would cause
spurious 3D effects, especially in light of our success with
pure-hydrogen 3D model atmospheres.

For DA white dwarfs, the 3D line cores of the deep lower
Balmer lines were shown to be too deep when compared to
observed white dwarf spectra (Tremblay et al. 2013c). This
3D prediction is largely caused by adiabatic overshoot at
large Peclet number (see, e.g., Brummell et al. 2002; Kupka
& Muthsam 2017) cooling the 3D structures in the upper
layers of the atmosphere, an effect that does not occur in 1D.
This discrepancy led us to remove line cores for calculating
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Table 2 – continued

1D log g 1D Teff (K) 3D log g 3D Teff
correction (dex) correction (K)

8.5 24000 0.040 1913

8.5 25000 0.033 1915
8.5 26000 0.032 1570

8.5 27000 0.037 1068

8.5 28000 0.029 666
8.5 29000 0.021 396

8.5 30000 0.012 −116

8.5 31000 0.004 −455
8.5 32000 0.010 −755

8.5 33000 0.011 −1580
8.5 34000 0.006 −789

9.0 12000 −0.043 26
9.0 13000 −0.087 −19

9.0 14000 −0.115 62

9.0 15000 −0.123 387
9.0 16000 −0.211 500

9.0 17000 −0.326 427

9.0 18000 −0.360 168
9.0 19000 −0.271 104

9.0 20000 −0.161 65

9.0 21000 −0.117 137
9.0 22000 −0.083 410

9.0 23000 −0.069 1042
9.0 24000 0.009 3279

9.0 25000 0.018 3071

9.0 26000 0.026 2629
9.0 27000 0.042 2119

9.0 28000 0.047 1610

9.0 29000 0.045 1110
9.0 30000 0.035 389

9.0 31000 0.030 −333

9.0 32000 0.038 −963
9.0 33000 0.040 −1434

9.0 34000 0.024 −993

more robust 3D corrections for DA white dwarfs. For 3D
simulations of DB stars we do not observe any obvious issue
with the line cores. One reason is that He I lines are weaker
and the cores of the lines do not significantly extend into the
overshoot regions. We have tried to remove the line cores
from the fits, but this does not meaningfully change the 3D
corrections, and thus we suggest keeping the full line shapes
in the fitting procedure.

Fig. 15 compares the normalised 1D LHD, 1.5D and
〈3D〉 spectra for log g = 8.0 and Teff = 18 081 K, where the
largest 3D corrections for log g are observed (for log g = 8.0
models). We find that all predicted spectra are very simi-
lar in terms of the broadband fluxes from the near-UV to
the near-infrared. This suggests once again that the 〈3D〉
approximation is adequate, but also that 3D corrections are
unnecessary for calculating broadband photometric fluxes
in this regime. In Fig. 16 we compare our 〈3D〉 spectrum
at log g = 8.0, Teff = 21 989 K with 1D LHD spectra using
both ML2/α = 1.25 and 1.75. In this regime, BW11 have
found (see their Figure 15) that a mixing-length of ML2/α
= 1.75 provides a better agreement between the optical and
near-UV temperatures, while a value of ML2/α = 1.25 re-
sults in a smoother mass distribution as a function of Teff .
They attribute this behaviour to a potential shortcoming of
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0.0

0.2

0.4

0.6

0.8

1.0

P
re

d
ic

te
d

re
la

ti
ve

flu
x

1DLHD

1.5D

〈3D〉

Figure 15. Comparison of 1D LHD (solid red), 1.5D (dotted

green) and 〈3D〉 (dashed blue) spectra at Teff = 18 081 K and
log g = 8.0. The spectra have been normalised at 2400 Å.
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Figure 16. Comparison of a 〈3D〉 (dashed blue) spectrum and
1D LHD spectra computed with ML2/α = 1.25 (solid red) and
1.75 (dotted green) for Teff = 21 989 K and log g = 8.0. The spectra

have been normalised at 2400 Å.

the mixing-length theory. It is difficult to conclude yet about
the possible improvements of a 3D spectral analysis, since
3D Teff corrections are fairly mild in this regime and the
predicted near-UV fluxes are all very similar in a relative
sense.

4.2 Sensitivity to input parameters

〈3D〉 thermal structures of DA white dwarfs show little sen-
sitivity to the input numerical parameters, which include
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the grid resolution, artificial viscosity, geometrical dimen-
sions, and numerical schemes for the hydrodynamics solver
(see Table 3 of Tremblay et al. (2013a) for more detail). This
work relies on the same numerical setup and a change of the
gas composition is not expected to have a significant impact
on the precision of the thermal structures. We conclude that
this earlier investigation puts forward a numerical test for
our DB models as well. This does not rule out, however,
that there are untested numerical setups (e.g., very large
grid sizes, see Kupka et al. 2018) that could still have an
effect on our results. These experiments were performed for
a characteristic closed bottom simulation (Teff = 12, 000 K,
log g = 8.0, pure-hydrogen). In this section we expand on
these numerical experiments by quantifying how the open
bottom boundary condition impacts our derived corrections.

Grimm-Strele et al. (2015) have shown that vertical
boundary conditions can influence layers located two pres-
sure scale heights above or below them. We extended two
models at log g = 8.0, and initially with Teff = 12 020 and
18 081 K, by adding 60 and 50 more grid points to the bot-
tom of the two simulations, respectively. The former case is
the shallowest model at log g = 8.0 with a total of 5 pres-
sure scale heights. For both simulations we only focus on the
lower boundary as the top of each simulation is more than
3 pressure scale heights above the top of the spectral line
forming region. These new simulations are run for 10 more
seconds, and we make sure they have been properly relaxed
using the tests described in Section 2.1. 12 snapshots over
the last quarter of the simulations are used to calculate the
mean structures and synthetic spectra. The two new syn-
thetic spectra are fitted with the 1D LHD grid to derive 3D
corrections.

In Fig. 17 we compare the temperature and pressure
stratifications between the original and extended simula-
tions. We find that the 〈3D〉 structure at ≈ 12 000 K does not
change significantly with the extended simulation. The 3D
spectroscopic corrections are well within fitting errors. Con-
vection is very adiabatic everywhere in the simulation and
we hypothesize that the mean stratification is rather insen-
sitive to the treatment of convection (either in 1D or 3D).
The standard and extended ≈ 18 000 K simulations differ
marginally in the line forming regions according to Fig. 17.
The shift in the 3D log g correction is similar to the typi-
cal external observational errors (≈ 0.05 dex). The original
simulation was already deep in terms of the number of pres-
sure scale heights between the photosphere and the bottom
boundary, and therefore the difference may not be directly
caused by the change in the bottom boundary condition.

4.3 Application to observations

Fig. 18 shows 1D LHD and 〈3D〉 fits to WD0845−188, a
selected DB white dwarf from BW11 with hydrogen abun-
dance small enough to assume pure-helium composition
(Bergeron et al. 2015). Fitting with 〈3D〉 spectra lowers the
log g by 0.24 dex, in line with the corrections proposed in
Table 2. However, the Teff difference does not exactly match
the corrections proposed in Table 2, but since the correction
is of the same order as the internal errors we believe this
inconsistency to be negligible.

If we fit WD0845−188 with 1D ATMO instead of 1D
LHD, we recover parameters that are almost in complete
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Figure 17. The temperature and pressure stratifications of the

original (solid blue) and extended (dashed red) simulations for
log g = 8.0 models with Teff ≈ 12 000 and 18 100 K. The spectral

line forming regions are indicated by solid grey lines. Note that the

3D simulations extend deeper into the upper layers than shown
here.

agreement to LHD fitted parameters, reinforcing what is
shown in Fig. 12, i.e. the difference between the 1D struc-
tures calculated from these two 1D codes are negligible at
the given log g and Teff .

For this particular DB white dwarf, the χ2 is marginally
smaller in the 〈3D〉 case compared to the 1D LHD fit. How-
ever, looking at the whole BW11 sample excluding DBA
white dwarfs, we do not find an obvious preference for ei-
ther model grid, suggesting that fits are of equivalent quality
on average. This is in line with our earlier finding that there
is no obvious line core problem for DB white dwarfs in com-
parison to DA stars. This suggests that the next step is to
calculate a grid of mixed He/H 3D atmospheres and revisit
earlier spectroscopic analyses.

5 CONCLUSIONS

We have presented the first-ever 3D radiation-
hydrodynamics simulations of DB white dwarf atmospheres
and discussed them in terms of the 3D effects on synthetic
spectra. Briefly examined were the significant differences
between these new 3D models and their previously available
1D counterparts in terms of the temperature and density
stratifications. This distinction arises from the different
models of convection; the 3D treatment derived from first
principles and the more approximate mixing-length theory
in 1D. Our 3D simulations are not without approximations
either, but these issues can be largely overcome when
computing 3D corrections with carefully selected reference
1D models. In our case, the sister-code of CO5BOLD, LHD,
was used, which treats opacity binning and scattering in
the exact same fashion as CO5BOLD.

The 3D corrections on the atmospheric parameters were
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Figure 18. Example 1D LHD (top panel) and 〈3D〉 (bottom panel) fits to the spectrum of the DB white dwarf WD 0845−188. The
continuum flux is fixed to unity by a fitting function at predefined wavelength points shown as green tick marks in the panels (see BW11).

The best fit atmospheric parameters assuming a pure-helium composition are identified on the panels.

constrained by using both 1.5D and 〈3D〉 spectra, which
represent the two extremes of enhancing or neglecting the
3D fluctuations, respectively. Corrections found with either
method are similar, and the differences are within typical
fitting uncertainties, suggesting that full 3D spectral syn-
thesis is not required. The 〈3D〉 spectra, drawn from 〈3D〉

structures averaged over constant optical depth, have thus
been used to estimate 3D corrections for pure-helium at-
mosphere white dwarfs. We find that current 1D synthetic
spectra, under the ML2/α = 1.25 parameterisation of the
mixing-length theory, overpredict log g in the range 12 000 K
6 Teff 6 23 000 K by as much as 0.4 dex. It is a surprising
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result since DB white dwarf parameters have not been re-
ported to be erroneous in this Teff range.

Photometric fits using Gaia Data Release 2 are expected
to provide independent masses for all known DB stars, giv-
ing us a better description of the shortcomings in the line
broadening or current 1D and 3D model atmospheres. The
next step will be to fully revisit the earlier 1D spectroscopic
analyses by computing a grid of mixed He/H 3D simulations.
This will account for the hypothesis that most if not all
helium-rich atmosphere white dwarfs have hydrogen traces
(Koester & Kepler 2015). The 1D envelopes will also be re-
calibrated with updated mixing-length parameters that are
able to reproduce the size of the 3D convection zones as in
Tremblay et al. (2015b).
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Gentile Fusillo N. P., 2014b, A&A, 572, A117
Rolland B., Bergeron P., Fontaine G., 2018, ApJ, 857, 56

Schatzman E., 1948, Nature, 161, 61

Tassoul M., Fontaine G., Winget D. E., 1990, ApJS, 72, 335
Tremblay P.-E., Bergeron P., 2008, ApJ, 672, 1144

Tremblay P.-E., Ludwig H.-G., Steffen M., Bergeron P., Freytag

B., 2011, A&A, 531, L19
Tremblay P.-E., Ludwig H.-G., Steffen M., Freytag B., 2013a,

A&A, 552, A13

Tremblay P.-E., Ludwig H.-G., Freytag B., Steffen M., Caffau E.,
2013b, A&A, 557, A7

Tremblay P.-E., Ludwig H.-G., Steffen M., Freytag B., 2013c,
A&A, 559, A104

Tremblay P.-E., Kalirai J. S., Soderblom D. R., Cignoni M., Cum-

mings J., 2014, ApJ, 791, 92
Tremblay P.-E., Ludwig H.-G., Freytag B., Fontaine G., Steffen

M., Brassard P., 2015a, ApJ, 799, 142

Tremblay P.-E., Gianninas A., Kilic M., Ludwig H.-G., Steffen
M., Freytag B., Hermes J. J., 2015b, ApJ, 809, 148

Tremblay P.-E., et al., 2017, MNRAS, 465, 2849

Van Grootel V., Fontaine G., Brassard P., Dupret M.-A., 2017, in
Tremblay P.-E., Gaensicke B., Marsh T., eds, Astronomical

Society of the Pacific Conference Series Vol. 509, Proceedings

of the 20th European White Dwarf Workshop. p. 321
Veras D., 2016, Royal Society Open Science, 3, 150571
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