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Instructions 

Answer all questions in this paper in the answer booklet provided 

 

 

Question 1 (20 Marks) 

a) Suppose that nXX ,,1   be a random sample from a population with the probability 

density function )f (x;  and that  nn XXtT ,,1   is an estimator of  . When would 

the estimator nT be  

i) An Unbiased estimator  for  ; and 

ii) A uniformly minimum variance unbiased estimator for  . 

 (4 Marks) 

b) Let nXX ,,1  be a random sample a 𝑓(𝑥, 𝜃) population, with 𝜃 unknown. If 

𝑇(𝑋𝑛, … , 𝑋𝑛) is an unbiased estimator of 𝜃, prove (assuming regularity conditions) that  

𝑉𝑎𝑟(𝑇(𝑋1, … , 𝑋𝑛) ≥
1

𝐼(𝜃)
 

where 𝐼(𝜃) is Fisher’s Information based on 𝑋1, … , 𝑋𝑛. 

(5 Marks) 

c) Let nXX ,,1  be a random sample a 𝑁(𝜃, 𝜎2) population, with 𝜃 and 𝜎2 are unknown. 

Find the Cramer-Rao lower bound for 𝜃. Is this lower bound achieved for some 

statistic? 

(5 Marks) 

d) Suppose that 𝑋1, … , 𝑋𝑛 is a random sample of size n for a 𝑁(𝜇, 𝜎2) population with 𝜇  

and 𝜎2 is unknown. Show that the size 𝛼 generalized likelihood ratio test of the 

hypothesis 𝐻0: 𝜇 = 𝜇0 against 𝐻1: 𝜇 ≠ 𝜇0 rejects 𝐻0 if and only if   
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|
𝑋̅ − 𝜇0

𝑆/√𝑛
| ≥ 𝑡𝛼/2(𝑛 − 1) 

(6 Marks) 

Question 2 (20 Marks) 

a) Let nXX ,,1   be a random sample from a population with the probability density 

function .; )f (x   

i) Letting 𝑦 =
𝜕

𝜕𝜃
𝑙𝑛[𝑓(𝑥; 𝜃)], show that  

𝐸(𝑦) = 0 and 𝑉𝑎𝑟(𝑦) = −𝐸 [
𝜕2

𝜕𝜃2
𝑙𝑛[𝑓(𝑥; 𝜃)]] = 𝑖(𝜃), the information number. 

(6 Marks) 

ii) Hence, by the central limit theorem, explain how the  

𝑆(𝜃; 𝒙) =∑

𝜕
𝜕𝜃

𝑙𝑛[𝑓(𝑥𝑖; 𝜃)]

𝑓(𝑥𝑖; 𝜃)

𝑛

𝑖=1
~𝑁(0, ℑ(𝜃)), 

where ℑ(𝜃) = 𝑛𝑖(𝜃), the expected Fisher’s information 

(6 Marks) 

b) Let 𝑋1, … , 𝑋9 be an iid sample from Exponential(𝜃), 𝑓(𝑥; 𝜃) = 𝜃exp − 𝜃𝑥, 𝑥 > 0. 

Suppose we observe 𝑋̅= 1, use the score test to test the following hypothesis 𝐻0: 𝜃 =

0.5 versus 𝐻0: 𝜃 ≠ 0.5. Use a 5% level of significance. 

(8 Marks) 

Question 3 (8 Marks) 

a) Let nXX ,,1  be a random sample from a Exponential   distribution. Using the 

asymptotic normality property of maximum likelihood estimators, derive an expression 

for a  %1100  Wald confidence interval for  . 

(6 Marks) 

b) Based on part (a), construct a 90% confidence interval for   for the following random 

sample:  

X: 1,2, 3, 2, 3, 5, 3, 3, 4, 2 

(3 Marks) 

c)  
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i) Let nXX ,,1  be a random sample from a Poisson   distribution. Using the 

asymptotic normality property of maximum likelihood estimators, show that an 

approximate  %1100  confidence interval for  is: 
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(7 Marks) 

ii) Based on part (i), construct a 90% confidence interval for   for the following random 

sample:  

X: 1,2, 3, 2, 3, 5, 3, 3, 4, 2 

(4 Marks) 

 

Question 4 (20 Marks) 

a) State and prove Neyman-Pearson’s Lemma 

(12 Marks) 

b) Suppose that 𝑋1, … , 𝑋𝑛 is a random sample of size n for a 𝑁(𝜇, 𝜎2) population. Show 

that the most critical test of size 𝛼 of the hypothesis 𝐻0: 𝜎
2 = 𝜎0

2 against 𝐻1: 𝜎
2 = 𝜎1

2 

(𝜎1
2 < 𝜎0

2) is  

𝑅 = {𝑥:∑ (𝑥𝑖 − 𝜇)2 ≤ 𝜎0
2𝜒𝛼

2(𝑛)
𝑛

𝑖=1
} 

(8 Marks) 

 


