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Abstract

A phylogenetic approach combining HIV pol sequences with laboratory and
clinical data was undertaken to explore HIV transmissions between men who
have sex with men (MSM). Combining putative transmission events
(reconstructed through phylogenetic analyses of pol sequences) with clinical
(e.g. viral load) and diagnostic (e.g. recently-acquired infection) data can
enhance understanding of HIV transmission more than can be gleaned from

each individual source.

The thesis: assessed the consistency of phylogenetic reconstructions of HIV
transmission events; explored transmissions from recently HIV-infected MSM at
diagnosis and critigued such analyses; and ascertained which groups of

diagnosed HIV-infected MSM are generating HIV transmissions.

Sensitivity analyses demonstrated that phylogenetic reconstructions of
transmission events were 80% consistent as sample sizes were varied.

Previous phylogenetic reconstructions overestimated transmission from recently
HIV-infected MSM through failing to recognize that this infection stage is
transitory. Comparison of infection dates between recently HIV-infected MSM
involved in transmission events revealed only half of the transmissions were
generated during recent infection. Through allowing infection stage (and other
markers of transmission risk) to reflect the course of HIV infection it was
established that the recently HIV-infected have a transmission risk of 3.04
(compared to the chronically HIV-infected population). Transmission rates were

elevated among the untreated population; 72% (28/39) were generated from
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treatment-naive MSM and 23% (9/39) from MSM interrupting treatment.
Overall, 69% (27/39) of transmissions occurred from MSM with CD4 counts

>350 cells/mm?3.

BHIVA guidelines recommend treatment discussions start when patients’ CD4
counts reach 200-350mm?®. This work contributes to the debate on the public
health benefit of treating all HIV-diagnosed individuals, regardless of clinical
need. Behavioural interventions need to increase awareness of recent HIV
infection, and the elevated transmission risk from untreated populations.
Phylogenetics has enormous potential to contribute to public health, but
remains in its infancy; methods need rigorous assessment and results require

cautious interpretation.
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1. Chapter One: Introduction

This chapter provides an introduction to HIV infection. The UK HIV epidemic is
then described alongside a summary of current transmission and prevention
strategies.  The basic concepts of phylogenetics are introduced within the
context of how they can be applied to enhance understanding of HIV
transmission. The gaps in the research are outlined. The chapter ends with the

research objectives and a description of the thesis structure.
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1.1. About HIV

1.1.1 Human immunodeficiency virus

Infection with Human Immunodeficiency Virus (HIV) is fatal if left untreated.
HIV infection causes progressive deterioration of the host’s immune system to
levels that make an individual susceptible to the development of a range of
opportunistic infections — otherwise known as AIDS (Acquired Immune
Deficiency Syndrome) (Adler 1987). HIV is transmitted from human to human:
through sex (anal, vaginal and oral); vertically (from mother to child); through
injecting drug use; and from blood contact with contaminated blood products.
Without treatment, HIV-infected individuals typically survive for a median of 10

years following infection (Porter, Babiker et al. 2003).

Whilst antiretroviral therapy (ARV) treatment has transformed HIV from a fatal
to a chronic infection, treatment is expensive and only effective provided an
assiduous routine of medication is followed indefinitely (Palella, Delaney et al.
1998). ARVs suppress, but do not eradicate the virus. Viral resistance to ARVs
can develop, increasing the risk of HIV-related death (Beinker, Mayers et al.
2001; Zaccarelli, Tozzi et al. 2005). Therefore HIV remains a serious, life-long

infection.

1.1.2 The global HIV epidemic

The first AIDS cases were recognized in the early 1980s (Berridge 1996)
among men who have sex with men (MSM) in the United States (Brennan and
Durack 1981) and Western Europe (Dubois 1981). Further cases indicated that

AIDS could also be acquired through injecting drug use (Masur, Michelis et al.

11
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1981), from mother to child (MMWR 1982) and through heterosexual sex
(Clumeck, Sonnet et al. 1984). Subsequently, AIDS was found within Africa
(Kamradt, Niese et al. 1985; Mann, Bila et al. 1986). HIV itself was isolated in
1983 (Barre-Sinoussi, Chermann et al. 1983), and found to be the cause of

AIDS (Blattner, Gallo et al. 1988).

Almost 30 years later, an estimated 33 million people are living with HIV
worldwide (Figure 1.1), with the virus responsible for approximately 25 million
cumulative deaths (UNAIDS 2008). In 2007, it was estimated that 2.7 million
people became infected with HIV and that two million died from HIV-related
illnesses. Sub-Saharan Africa remains the focus of the global HIV epidemic.
This region accounts for over two-thirds of the people living with HIV, and 75%
of HIV-related deaths (UNAIDS 2008). Within sub-Saharan Africa, HIV is
primarily transmitted heterosexually, although transmission between MSM also
iIs becoming recognized (van Griensven, de Lind van Wijngaarden et al. 2009).
Elsewhere, the key groups affected by HIV remain MSM, injecting drug users
and heterosexual migrants who acquired their infection within sub-Saharan

Africa.

12
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Figure 1.1: Estimated global HIV prevalence among individuals aged 15-49
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Source: adapted from UNAIDS (UNAIDS 2008)
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1.1.3 Genetic diversity of HIV

Two types of HIV have been distinguished to date: HIV-1 and HIV-2. HIV-1
accounts for the majority of infections globally, whilst HIV-2 is the more
prevalent in west African countries (Poulsen, Aaby et al. 1993). HIV-1 can be
further categorized into three groups: M (main), N (new) and O (out-group)
based on their genetic similarity (Sharp, Bailes et al. 2001). Group M is
responsible for the most global HIV infections. Groups O and N remain
restricted to West-Central Africa (Gurtler, Zekeng et al. 1996). Group M viruses
are further subdivided into nine subtypes (A-K) due to the substantial genetic
diversity within this group (Louwagie, McCutchan et al. 1993). There are also
mosaics of subtypes in circulation, named as “circulating recombinant forms”
(CRFs) and “unique recombinant forms” (URFs) according to their frequency.
HIV subtypes are associated with geographic areas and specific risk groups. On
a global scale, the most prevalent HIV-1 clades are subtypes C (47%), A
(27.2%), B (12.3%), and D (5.3%) (Osmanov, Pattou et al. 2002). HIV infection
has long been associated with subtype B in Western Europe and North
America, and most frequently found among MSM and injecting drug users

(IDUs).  For the rest of this thesis, “HIV” refers to “HIV-1".

1.1.4 Life cycle of HIV

This section describes the life cycle of HIV and is summarized in Figure 1.2.
Once the virus has been transmitted into the host’s body, HIV binds to CD4
receptors on the host’'s CD4+ T-lymphocyte cells (hereafter called CD4 cells)
(Turner and Summers 1999). These cells are a sub-class of T-lymphocytes and

have a key role in host immunity. Supplementary interaction with two co-

14
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receptors allows the virus to fuse with host’s cell membrane and enter the CD4
cell. The HIV-RNA (ribonucleic acid) is converted into HIV-DNA
(deoxyribonucleic acid), generating a provirus, through the release of the

reverse transcriptase enzyme.

Figure 1.2: Life cycle of HIV
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The HIV-DNA enters the host cell nucleus where it is integrated into the host’s
DNA (facilitated by the integrase enzyme). The provirus can then remain latent
or be active, generating products for the generation of new virions. Activation of
the host cell results in the transcription of integrated viral DNA into messenger
RNA (mRNA), which is then translated into viral proteins. Amongst these is HIV
protease, which is required to process other HIV proteins into their functional
forms. The viral RNA and viral proteins assemble at the cell membrane into a
new virus, which is then released and capable of infecting another host cell.

The originally infected host cell dies.

1.1.5 HIV genome

The HIV genome consists of approximately 9200 nucleotides of RNA. The RNA
contains nine genes encoding for 14 viral proteins (Figure 1.3). Three of the
genes are major: gag (encodes for internal structural proteins); env (encodes for
transmembrane proteins); and pol (encodes enzymatic proteins e.g. reverse
transcriptase (RT), protease (PR), and integrase). The remaining six genes are
accessory, encoding for regulatory (tat and nef) and auxiliary (vif, nef, vpr and

vpu) factors.

Figure 1.3: Organization of the HIV-1 genome
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1.1.6 The course of HIV infection

Following transmission, free virus is released which infect further CD4 cells, in
turn leading to increased viral load (a measure of how much HIV is in the body).
As more CD4 cells become targeted, the host's immune capability gradually
diminishes, leaving the individual susceptible to opportunistic infections. From
initial infection to death, the course of HIV infection within an untreated

individual can be summarized into four main stages (Figure 1.4):

Recently-acquired HIV Infection

Also known as primary, early or acute infection, recently acquired HIV infection
(recent infection) describes the first few weeks following infection. During this
time, HIV is present in blood serum and plasma, but a specific antibody
response may not have been developed (Pilcher, McPherson et al. 2002)
(section 2.3.1). Consequently, this period is characterized by high levels of
virus, reaching levels of up to 100 million copies of HIV (RNA/mL). At the same
time CD4 cell counts temporarily decrease as a result of cell death following
viral replication. Blood virus levels are known to peak at around 17 days, with
semen virus levels peaking at around 30 days following infection (Pilcher, Joaki
et al. 2007). Between 40-90% of patients experience symptoms of early HIV
infection (Kahn and Walker 1998). Once an antibody response has been
generated by the host, HIV replication is restrained and CD4 cell counts return

to normal levels.

Asymptomatic infection

Asymptomatic or chronic infection describes the period where viral replication is

restrained by the antibody response. The infected individual will not usually

17
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have clinical symptoms. Viral replication and CD4 cell turnover remain active,
but at low levels, and the immune system gradually weakens over time (Ho,
Neumann et al. 1995). The time interval between HIV infection to clinical AIDS

has a median of 10 years, but varies considerably between individuals.

Figure 1.4: Schematic diagram of the typical course of HIV infection
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Symptomatic/late infection

As CD4 cells reach very low levels (e.g. under 200 cells/mm?) patients develop
clinical symptoms. It is at this stage that individuals become vulnerable to
developing “opportunistic infections” — i.e. infections that do not cause illness in
individuals with good immunity. Patients diagnosed with CD4 counts under 200
cellsimm?® are described as being diagnosed with late stage infection (Phillips

and Pezzotti 2004). Such groups have a higher risk of HIV-related mortality

18
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(Chadborn, Baster et al. 2005; Chadborn, Delpech et al. 2006) compared with

those diagnosed at an earlier stage of infection.

AIDS

The host’'s immune system fails allowing the development of opportunistic
infections (Adler 1987) — eventually leading to death. In the absence of
treatment, survival time after diagnosis of AIDS is 10-12 months on average.
The definition of AIDS includes one of a number of indicator diseases in
persons with an HIV infection, including Kaposi’'s sarcoma, extra-pulmonary
tuberculosis and Pneumocystis pneumonia:

(http://www.eurohiv.org/reports/report 37/aids euro definition enqg.pdf

accessed 12th August 2009).

1.1.7 Monitoring disease progression

Patients may be infected for many years before their HIV infection is diagnosed.
This is because of the long duration of asymptomatic infection. The host’s
immune response generates antibodies to HIV which are in sufficient quantity
for HIV antibody tests to be positive about six weeks following infection (Busch
and Courouce 1997). Recently, other diagnostic tools have been used in
conjunction with improved antibody tests to recognize HIV as early as two
weeks following infection (Busch, Glynn et al. 2005). Diagnostic techniques and
markers that can recognize HIV during recently acquired infection are described

in more detail in section 2.3.2.

Once diagnosed, two main clinical markers are used to monitor disease

progression: blood CD4 cell counts and viral load. CD4 cell counts per mm? of

19
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the blood provide an indication of how well an individual’s immune system is
functioning, since CD4 cells gradually decline over the course of an HIV
infection (Figure 1.4). In 2003, guidelines recommended that an individual
should begin ARV treatment once the CD4 cell count drop to under 200
cells/mm? (Pozniak, Gazzard et al. 2003). In 2008, guidelines were updated to
recommend treatment discussions should start sooner, once CD4 counts reach

between 200-350 cells/mm? (Gazzard 2008).

Viral load measures how much HIV is in the body and increases as the host’'s
immune function decreases (Figure 1.4). It is strongly associated with
transmission risk: the higher the viral load, the higher the risk of transmitting

virus per exposure (Castilla, Del Romero et al. 2005) (section 1.1.10).

1.1.8 Antiretroviral therapy (ARVS)

ARV drugs prevent HIV infection causing progressive damage to the host
immune system through inhibiting viral replication and thus clinical progression.
The drugs inhibit key stages of the HIV lifecycle and are classified accordingly:
fusion inhibitors; reverse transcriptase inhibitors; integrase inhibitors; and

protease inhibitors (Zeniga 2008).

Fusion inhibitors block HIV from fusing to the host cell's membrane. RT
inhibitors include nucleotide reverse transcriptase inhibitors (NRTIs) and non
nucleotide reverse transcriptase inhibitors (NNRTIs). Both work by blocking
reverse transcriptase from transcribing the viral RNA into DNA. NRTIs compete
with nucleotide analogues for incorporation into DNA and NNRTIs inhibit
replication by binding to the active site of reverse transcriptase. Provirus is

20
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prevented from integrating into the DNA of the host cell through the inhibition of
integrase. Protease inhibitors (PIs) bind to the active site of PR, thereby

preventing the production of viral proteins for the final assembly of new virions.

Since 1996, in North America and Western Europe, the provision of ARVs has
been widespread. Patients treated with ARVs have been shown to achieve
reductions in viral load to very low levels, over prolonged periods of time,
provided they have good adherence to treatment (Montaner, Reiss et al. 1998;
Friedland and Williams 1999). The advent of treatment has substantially
reduced HIV-related mortality in these settings (Mocroft, Vella et al. 1998)
(Palella, Delaney et al. 1998; Bhaskaran, Hamouda et al. 2008). However,
such medication is only successful if followed indefinitely (Palella, Delaney et al.
1998) and is not effective for all patients due to the adverse side effects (Lucas,
Chaisson et al. 1999) and the presence of viruses resistant to the treatment

(Beinker, Mayers et al. 2001).

1.1.9 HIV drug resistant viruses

HIV drug resistant viruses contain mutations that reduce the susceptibility of the
HIV to ARV. ARV inhibits key stages of the HIV replication cycle (Zeniga 2008)
delaying or even preventing disease progression (Hammer, Eron et al. 2008).
Consequently, HIV-infected individuals with viruses resistant to ARVs are less
likely to be treated successfully (Hirsch, Brun-Vezinet et al. 2003), and have an
increased risk of HIV-related death (Beinker, Mayers et al. 2001), compared to
those with viruses that did not contain drug resistant mutations (wild-type

viruses).
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Drug resistance to ARV can be “acquired” or “transmitted”. Acquired resistance
develops following treatment failure in patients with suboptimal adherence to
ARV. Transmitted drug resistance occurs through infection with a resistant
strain, referred to as TDR. Both acquired and TDR have adverse
consequences for the success of treatment. However, TDR has the potential to
reverse the effectiveness of ARV more rapidly (Little, Holte et al. 2002). The
difficulties associated with measuring HIV drug resistance and definitions of

drug resistance are detailed in section 2.5.2.

1.1.10 Transmission rates from HIV-infected patients.

Transmission rates have been estimated through analyzing transmission
between monogamous serodiscordant couples (where one partner is HIV
positive and the other HIV negative) followed up over time. The probability of
transmission per sexual act has been found to be closely correlated to the HIV-
infected partner’s plasma viral load, and correspondingly, their infection stage

and treatment status. Such studies are summarized in Table 1.1.

In 2000, Quinn et al. (Quinn, Wawer et al. 2000) first demonstrated the
relationship between plasma viral load and HIV transmission. Overall, 90 HIV
negative partners of the 415 heterosexual serodiscordant couples became HIV-
infected over a period of 30 months. The mean plasma viral load in the HIV
positive partner was found to be significantly higher among couples whose
initially HIV negative partners became infected during the study period
compared to those where partners remained negative (90,254 copies/mL vs.
38,029 copies/mL, p=0.01). Importantly, no transmission was observed within
couples where the HIV positive partner had a plasma viral load under 1500
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copies/mL. Similar results were later presented by Wawer et al. (Wawer, Gray
et al. 2005) and Gray et al., (Gray, Wawer et al. 2001). The latter found that,
out of 43 serodiscordant couples where the HIV positive partner’s plasma viral

load was <1700 copies/mL, one initially HIV negative partner became infected.

In Thailand, (Tovanabutra, Robison et al. 2002) it was found that each log
increment in plasma viral load was associated with an 81% increase in the risk
of transmission. No transmission occurred between 17 couples where the
positive partner had a plasma viral load <1094 copies/mL. Castilla et al.
(Castilla, Del Romero et al. 2005) studied 393 HIV serodiscordant heterosexual
couples between 1991-2003 to identify the proportion of transmission that
occurred from ARV-treated patients (specific regimen not detailed). While no
transmissions occurred when the positive partner was ARV-treated, HIV was
found to persist in genital secretions. A review was undertaken of heterosexual
transmissions occurring as a result of natural pregnancies among 62 HIV
serodiscordant couples in Spain between 1998-2005 (Barreiro, del Romero et
al. 2006). All the HIV-infected partners received ARV and their median plasma
viral load at around conception was <500 copies/mL. None of the initially HIV

negative partners became infected.

While the studies indicate minimal transmission among the virally suppressed, it
is important not to over interpret the results due to the small numbers of HIV
serodiscordant couples followed up; this is reflected in the upper 95%
confidence limits (Table 1.1). Additionally, whilst no transmission occurred

where the positive partner was treated, the viral presence within genital
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secretions means the potential for HIV transmission cannot be discounted.
Finally, patients fully adherent to ARVs may experience transient low-level viral
rebound (blips) (Garcia-Gasco, Maida et al. 2008). The transmission risk from

blips is not clear.

However, the relationship between viral load, treatment and transmission is so
strong that a recent report controversially suggested that HIV serodiscordant
heterosexual couples may have unprotected sex, provided the HIV-infected
partner is successfully treated with plasma viral load suppressed to <40
copies/mL (Vernazza 2008). The report has been criticized as inconclusive and
dangerous, jointly by the World Health Organization and UNAIDS

(http://data.unaids.org/pub/PressStatement/2008/080201 hivtransmission en.p

df, accessed 12™ August 2009), and the American Centers for Disease Control

(http://www.cdc.gov/hiv/resources/press/020108.htm, accessed 12" August

2009). Additionally, other factors can increase the risk of transmission,
including the presence of sexually transmitted infections (STIs) (Wasserheit
1992) the type of sexual contact (anal, (Lane, Pettifor et al. 2006) vaginal or oral

(Gilbart, Evans et al. 2004)).
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Table 1.1: Summary of studies examining the effect of viral load and/or ARV on sexual HIV transmission between serodiscordant couples

Author, year, | Study aim Setting: Number of HIV | “Viral load | ARV Total proportion | Proportion of | Comments
reference Country, serodiscordant | suppression” details of HIV | transmissions from
Years couples definition transmissions virally suppressed/ARV
sampled compliant HIV+ partner
(n/N*, 95% CI))
Impact of viral load on HIV transmission
Quinn, 2000, (Quinn, | Examine impact of viral | Rakai, Uganda, | 415 <1500 copies/mL Untreated 21.7% (90/415) 0% (0/51, 0-0.07) 76.7% of transmissions
Wauwer et al. 2000) load on HIV | 1994-1998 occurred from couples
transmission where infected partner
had a viral load >10,000
Gray, 2001,(Gray, | Calculate probability of | Rakai, Uganda, | 174 <1700 copies/mL Untreated 21.8% (38/174) 2.3% (1/43, 0.0041-0.12) Genital ulceration and
Wawer et al. 2001) HIV transmission per | 1994-1998 viral load major
coital act determinates of HIV
transmission
Fideli, 2001,(Fideli, | Compare biological | Lusaka, 311 <10,000 copies/mL | Untreated 33.4% (104/311) 15.2% (8/52, 0.08-0.28) Viral load more important
Allen et al. 2001) determinants between | Zambia, 1994- determining factor in
transmitting and non- | 2000 female to male
transmitting transmission than vice
serodiscordant couples versa
Tovanabutra, Evaluate  association | Northern 493 <1094 copies/mL Untreated 44.2% (218/493) 5.9% (1/17, 0.011-0.27) STI diagnosis and earlier
2002,(Tovanabutra, between HIV viral load | Thailand1992- first sex associated with
Robison et al. 2002) and transmission 1998 transmission
Wawer, 2005,(Wawer, | Estimate rates of HIV | Rakai, Uganda, | 235 <3.45 log Untreated 28.9% (68/235) 0% (0/57, 0-0.63) Rate of transmission
Gray et al. 2005) transmission per coital | 1994-1999 highest during early- and
act late-stage infection
Impact of ARVs on HIV transmission
Musicco, 1994 | Determine effect of | ltaly, 1987- | 436 Not collected ZDV daily 6.2% (21/436) 9.4% (6/64, 0.044-0.19) ZDV used more
(Musicco, Lazzarin et | ZDV on HIV | 1992 frequently among
al. 1994) transmission patients with advanced
disease
Castilla, 2005(Castilla, | Determine if ARV can | Madrid, Spain, | 393 Not collected a) No ARV | a) 7.4 (29/393) | b) 0% (0/52, 0-0.0069) | HIV persisted in genital
Del Romero et al. | diminish risk of HIV | 1991-2003 1991-1995 | 1991-2003 1999-2003 secretions among ARV
2005) transmission within treated
serodiscordant couples b) ARV
1999-2003
Barreiro (Barreiro, del | Review natural | Spain, 1998- | 62 <500 copies/mL ARV N/A 0% (0/62, 0-0.058) Length of follow-up not
Romero et al. 2006) pregnancies among | 2005 (various specified
HIV serodiscordant regimens)

couples
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1.2.HIV in the UK

1.2.1 The UK HIV epidemic

In the UK, HIV infection remains a significant public health concern more than

25 years after the first AIDS cases were reported (O'Connor, McEvoy et al.

1983). An estimated 77,400 people were estimated to be living with HIV in the

UK in 2007, of whom over one quarter were unaware of their infection (Figure

1.5). The largest groups living with HIV in the UK are MSM and heterosexuals

born in sub-Saharan Africa (HPA 2008).

Figure 1.5: Estimated number of adults (15-59) living with HIV, UK: 2007
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The number of new HIV diagnoses reported in the UK continues to rise, with

7,734 new diagnoses reported in 2007. While MSM are the group most affected

by HIV in the UK, over the last decade, the number of new HIV diagnoses

reported among heterosexuals has exceeded the number reported among MSM
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(Figure 1.6). Of the 4260 diagnoses reported among heterosexuals in 2007,

3300 are thought to have acquired their infection in Africa.

Figure 1.6: Adjusted number of new HIV diagnoses by risk group, UK: 1998-2007

5000 4 T M:SM Heterozex il contact
= = Blood product recipients = =10U
4500 4 = =Maotherto-childtransmizsion

4,000

3,500 4

MNew HIW diagncses
M2 M2 o
[ Lh =
= = =
(=] (=] =

1,500 4

1,000

00+

- = = = W W gt = — S ERE=E = =X S =
=

1993 1933 2000 2001 2002 2003 2004 2005 2006 2007

Source: (HPA 2008)

In the UK, ARVs have been widely available as an effective HIV treatment since
1996 (Montaner, Reiss et al. 1998). The late 1990s consequently saw a sharp
decrease in the number of AIDS diagnoses and deaths (Figure 1.7). Since this
time, the number of deaths has remained stable, and the number of AIDS
diagnoses continued to decline. This, combined with the rising number of new
HIV diagnoses, means an increasing number of people are living with
diagnosed HIV infection in the UK. In 2007, there were 56,556 diagnosed

patients accessing care in the UK. This is a three-fold increase since 1998.
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Figure 1.7: HIV diagnoses, AIDS case reports and deaths in HIV-infected individuals, UK:

1993-2007
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1.2.2 Resistance to antiretroviral therapy

Studies of drug resistance in the UK have found a wide range in the prevalence
of transmitted (TDR) and acquired drug resistance. This is due to: differences in
the definitions of drug resistance used; population sampling, and the time
between infection and the time the sample was taken for resistance testing (see

section 2.5.2).

Estimates of the prevalence of TDR among drug naive patients diagnosed in
the UK have varied between 10-20%. More recent data suggest that the
prevalence of TDR may be declining (Cane, Chrystie et al. 2005;
UKCollaborativeGroup 2007). Prevalence of TDR was measured at 8% in

2004. However trends are difficult to interpret, since increasing numbers of
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patients have their virus tested for resistance mutations at around diagnosis due
to national recommendations (Pozniak, Gazzard et al. 2003). Consequently, the
decrease could be a consequence of the changing attributes of the population

denominator.

1.2.3 HIV diversity in the UK

In the UK, subtype B is the most frequent HIV subtype, corresponding to that
circulating among MSM and IDUs in Western Europe and North America.
However, the increasing number of new HIV diagnoses among heterosexuals
infected in Africa has led to greater subtype diversity within the UK. Among
HIV-infected heterosexuals attending sentinel STI clinics in England, Wales and
Northern Ireland between 1997-2000, subtype C accounted for the majority
(32%). Subtypes B (29%), and A (12%), CRFs (9%), and URFs (8%) and
subtypes D-H (8%) were also detected. Heterosexuals with non-B subtypes
were more likely to have been infected within sub-Saharan Africa, reflecting the

distribution of subtypes found outside the UK (Tatt, Barlow et al. 2004).

More recently, a large scale phylogenetic analysis (see section 1.4) of HIV pol
sequences among 5675 patients diagnosed between 1996-2004 in the UK
(Gifford 2007) found that 74% were infected with subtype B, with subtypes A
and C occurring at 6% and 10% respectively (HIV exposure by subtype was not

presented).

1.2.4 HIV transmission in the UK

It is unclear whether HIV transmission is increasing within the UK. This is

because surveillance data are difficult to interpret. For instance, the number of
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new HIV diagnoses is determined not only by HIV transmission rates, but also
the relative uptake of HIV testing among high risk populations and migration of
individuals from high prevalence countries. The relative contribution of these
factors is difficult to disentangle (Dougan, Elford et al. 2007). The annual HIV
incidence among MSM attending sentinel STI clinics in England, Wales and
Northern Ireland has been estimated at around 3% since 1995 (Murphy,
Charlett et al. 2004). However, the representativeness of this high risk
population and its associated biases (e.g. people with recent risk behaviour are
more likely to be included in the denominator of patients attending STI clinics
(Burchell, Calzavara et al. 2003)) mean such data need to be interpreted with
caution (see section 2.3.5). Nevertheless, the continued high rates of STIs
diagnosed among MSM, including among those with a diagnosed HIV infection,
all suggest that if transmission is not increasing, it is certainly continuing even

within the context of high uptake of ARVs.

1.3.Preventing HIV transmission: the UK response

1.3.1 Preventing HIV transmission

Prevention has remained an essential component of the public health response
to the UK HIV epidemic. The sexual health strategy of 2001 (DH 2001) had two
major initiatives: to increase HIV testing (to reduce undiagnosed HIV infection)
and to change sexual risk behaviour (to prevent transmission from the HIV-

infected population).

Voluntary confidential HIV testing (VCT) aims to reduce HIV transmission

through reducing the proportion of HIV-infected individuals who are unaware of
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their HIV infection. An HIV diagnosis provides the opportunity for ARV for those
with low CD4 counts (which reduces viral load and consequently infectivity)
(Vernazza, Troiani et al. 2000), partner notification, and behaviour change
counselling. Best practice guidance suggest VCT should be offered to all at
their first attendance at a sexual health clinic, and subsequently according to
risk (BHIVA 2006). Updated guidelines in 2008 (BHIVA 2008) also suggest
those with recent risk exposure be targeted in conjunction with testing with

fourth generation diagnostic tests.

Prevention initiatives aim to reduce HIV transmission through promoting safer
sex. This means reducing: unprotected sex; number of sexual partners; and
concurrent partnerships. Large scale health promotion campaigns have been
launched by England’s Department of Health and media focused such as: the
“Don’t die of ignorance” campaign in the 1980s (DH 1987) and more recently,
the Sex Lottery

(http://www.dh.gov.uk/en/Publicationsandstatistics/Pressreleases/DH 4025977

accessed 17th August 2009). Other initiatives are commissioned at local levels

within the NHS, or funded through charities or non-governmental organizations.

1.3.2 Impact of HIV prevention initiatives in the UK

Superficially, the promotion of VCT has been successful. Between 1998-2007,
the proportion of MSM attending sentinel STI clinics receiving HIV tests
increased from 46 to 86%. However, this has not translated directly into a
prevention success. Figure 1.8 plots the uptake of VCT against annual HIV
incidence; the increase in VCT has not been mirrored by a significant decrease

in HIV incidence. This may be due to five reasons which are discussed in turn.
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Figure 1.8: The proportion receiving HIV tests and the annual HIV incidence among MSM

attending sentinel STI clinics, England, Wales and Northern Ireland: 1998-2007
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Source: Personal communication, Unlinked Anonymous STI survey.

Firstly, those receiving HIV tests may not necessarily be those at highest risk of
having an HIV infection. Of HIV-infected MSM who arrived at sentinel STI clinic
unaware of their infection in 2007, 30% (223/749) left the clinic without an HIV
diagnosis because they were either not offered, or had declined an HIV test
(Figure 1.9). Importantly, an audit found that those arriving at clinics with a
recent risk exposure were more likely to defer VCT due to concerns that testing
soon after exposure may not provide accurate results (Munro 2007);
reattendance rates were low. The failure to pick up those most at risk limits the
success of an overall increase in uptake, and is also largely unnecessary due to

improvements in testing technology (section 2.3.2).
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Figure 1.9: The proportion of MSM attending sentinel STI clinics receiving HIV tests and

the fraction of HIV-infected MSM remaining undiagnosed, UK: 1998-2007
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Secondly, VCT will only work as a prevention strategy if patients modify their
sexual behaviour once they have become diagnosed. However, evidence
suggests that the risk behaviour continues even after diagnosis. For instance,
Dodds et al (Dodds, Mercey et al. 2004) found approximately half of MSM with
a diagnosed HIV infection had had unprotected anal intercourse (UAI) within the
past 12 months. Risky sexual behaviour among the HIV-diagnosed is thought
to be facilitated by websites that allow MSM to seek partners for UAI (Elford,
Bolding et al. 2007). The continuation of STI diagnoses among diagnosed HIV-
infected men is further evidence that unprotected sex is continuing within this

population (Simms, Fenton et al. 2005; Dodds, Johnson et al. 2007).
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It is speculated that risk behaviour among the HIV diagnosed population may
continue as a consequence of widespread ARVs (Elford and Hart 2005). A
meta-analysis found that while being on ARVs and achieving an undetectable
plasma viral load did not increase sexual behaviour risk (Crepaz, Hart et al.
2004), peoples’ beliefs about ARV (e.g. that it has changed HIV from a fatal
disease to a chronic, treatable infection) may have facilitated the continuation of

unprotected sex within this population.

Thirdly, while patients with a diagnosed HIV infection have the opportunity to
receive ARV treatment, which reduces their infectivity, ARV is prescribed on the
basis of individual clinical need and not for public health benefit (section 1.3.1).
It was recommended that patients commenced treatment once CD4 counts
reached under 200 cellssmm?® in 2003 (Pozniak, Gazzard et al. 2003), and
updated to under 350 cells/mm? during 2008 (Gazzard 2008). In 2007, it was
estimated that 30% of the diagnosed HIV-infected UK population receiving care
were not prescribed ARV (personal communication — SOPHID). Therefore, HIV
diagnosis does not necessarily lead to viral load reducing therapy, and many
patients with diagnosed HIV infection may continue to have elevated levels of

virus.

Fourthly, if the recently HIV-infected are disproportionately generating HIV
transmission, then the impact of VCT on reducing transmission will be limited.
This is because those with recently acquired HIV infection will not yet have had

the opportunity to receive an HIV test.
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Finally, VCT promotion may not be implemented on a large enough scale. The
prevalence of an infection drives onward transmission, and increases in the
prevalent pool of diagnosed and undiagnosed infection may limit the ability HIV
testing to make an impact. For instance while the proportion of HIV-infected
MSM leaving the clinic remaining unaware of their infection has reduced, the
increase in the number of MSM living with HIV has meant the absolute number
has increased (Brown, Tomkins et al. 2006) Therefore many more successfully

targeted tests are needed to order to make an impact.

1.3.3 Improving interventions to prevent HIV transmission

Whilst the promotion of VCT remains essential for the clinical outcome of
individual patients, its potential to reduce current levels of HIV transmission
appears uncertain. The potential barriers to VCT’s success provide important

clues as to why HIV transmission may be continuing in the UK.

In order for prevention interventions to be better targeted, it is important to
determine:
e whether individuals with recently-acquired HIV infection are
disproportionately driving new infections (including TDR);
e the extent that new HIV infections are generated by the diagnosed
HIV-infected population;
e whether reducing the viral load of the HIV diagnosed population
through treatment could substantially impact upon population level

transmission.
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This may be achievable through application of phylogenetic techniques that can
reconstruct transmission events at the population level. If such events can be
linked to groups/risk factors that may be important in generating transmission
(e.g. the recently HIV-infected, and/or diagnosed population/viral load and/or
presence of STIs) then the groups/risk factors important in spreading HIV within

the UK could be correctly identified and targeted for prevention initiatives.

1.4. Combining phylogenetics with clinical, diagnostic and

surveillance data for public health purpose

Phylogenetic analyses involve exploiting small differences in DNA which are
combined with computational methods to calculate the degree of relatedness
between organisms (see section 2.2). To date, phylogenetic analyses of HIV
sequences have been conducted to: explore genetic diversity (Perrin, Kaiser et
al. 2003); to aid vaccine development (Novitsky, Smith et al. 2002); to
supplement evidence in criminal investigations of HIV transmission (Leitner
2000), (de Oliveira, Pybus et al. 2006); and to time calibrate phylogenies to date
the introduction of specific HIV strains into populations or countries (Hue, Pillay
et al. 2005; Drummond, Ho et al. 2006) through calculating the rate of
mutations. Phylogenetics has also been used to reconstruct transmission
events between HIV-infected individuals (Leitner, Escanilla et al. 1996), by
assuming that sequences very closely related to each other may have been
transmitted between those infected with these strains (thereby gauging “who
infected who” (Leitner, Escanilla et al. 1996). This thesis concentrates upon the

latter application of phylogenetics.
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Within the past decade, such analyses have become more frequent. This is
because since 2003, guidelines (Pozniak, Gazzard et al. 2003) recommended
that patients newly diagnosed with HIV infection have their virus DNA
sequenced to identify drug resistance mutations to inform treatment options
(Pozniak, Gazzard et al. 2003). This has resulted in the accumulation of HIV
pol sequences, which are believed to be appropriate for phylogenetic

reconstruction (Hue, Clewley et al. 2004).

Phylogenetic reconstructions of HIV transmission events can become more
powerful when they are combined with clinical and diagnostic data.
Demographic, laboratory and clinical data are collected routinely around the
time of HIV diagnoses for medical and surveillance purposes. Demographic
data (e.g. ethnicity, age-group) and clinical data (e.g. sexual orientation, co-
infection with sexually transmitted infections (STIs) etc) allow the ascertainment
of risk factors associated with infection. Additionally, recently-acquired HIV
infections among MSM can be distinguished through laboratory algorithms such
as the Serological Testing Algorithm for Recent HIV Seroconversion (STARHS)
(Janssen, Satten et al. 1998; Murphy and Parry 2008). The combination of such
data has the potential to enhance our understanding of HIV transmission and its
associated risk factors to a greater extent than can be gleaned from each data
source when considered individually. This thesis combines HIV pol sequences
with demographic, laboratory and clinical data to enhance understanding of HIV
transmission between MSM within the UK, with the ultimate aim of better

targeting prevention interventions.
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1.5. The current literature

1.5.1 Studies that explore transmission from patients with recently-

acquired infection

Phylogenetic reconstructions of HIV transmission events have frequently been
undertaken among populations of MSM who were diagnosed soon after HIV
infection. This is because of the interest in this group with a high onward
transmission potential (Pinkerton 2007). Additionally, such datasets are
relatively easy to obtain since they are frequently generated as a by-product of
studies of transmitted drug resistance (Pozniak, Gazzard et al. 2003; Hue,

Clewley et al. 2004) (section 1.5.3).

Previous phylogenetic reconstructions of HIV transmission events using data
exclusively from patients with recent HIV infection have concluded that such
populations have an elevated transmission potential.  For instance, Pao et al.
(Pao, Fisher et al. 2005) used phylogenetic analysis of HIV pol sequences to
identify possible transmissions between recently HIV-infected MSM. Out of 103
individuals with recent infection, 35 possible transmission clusters were
observed. Yerly et al. (Yerly, Kaiser et al. 1999) performed an exploratory
phylogenetic analysis of individuals with recent HIV infection diagnosed
between 1996-9 in Switzerland. Of 197 sequences, 29% formed a transmission

cluster with at least one other sequence.

1.5.2 Analyses that “measure” the level of transmission

Brenner et al. attempted to measure the extent that the recently HIV-infected

were generating new transmission events in Canada (Brenner, Roger et al.
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2007). Phylogenetic analysis was performed to identify instances of possible
transmission events. The proportion of new “transmission events” from the
recently HIV-infected (n=696) and the chronically HIV-infected (n=795) were
compared: they concluded that 49% of transmission events were generated by
the recently HIV-infected compared with 27% from the chronically HIV-infected.
In contrast, the recently HIV-infected were estimated to make up 10% of the
HIV-infected population. This provided support that the recently HIV-infected

are disproportionately generating transmission.

1.5.3 Analyses of the transmission of drug resistant viruses

The majority of phylogenetic explorations have focussed upon transmitted drug
resistance and consequently, the recently HIV-infected populations. This
ensures that the study population is truly drug naive and increases the detection
of resistant viruses. This is because patients are infected with a small
population of viruses; resistant strains are rapidly outgrown by wild-type viruses
shortly following infection due to a reduced reproductive fithess of resistant

strains (section 2.5.2) (Devereux, Youle et al. 1999; Yerly, Junier et al. 2009).

Phylogenetic analyses of sequences from recently HIV-infected individuals have
been conducted to identify possible transmission events between persons with
viruses that have identical drug resistance mutations — indicating transmission
from HIV-infected individuals with drug resistant viruses. Through this
technique, Pao et al. (Pao, Fisher et al. 2005) found two clustering sequences
from recently HIV-infected MSM that shared the same drug resistance mutation.

Yerly et al found that whilst 29% of sequences were phylogenetically linked to at
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least one other sequence, and 8.8% (17) of individuals had a drug resistance
mutation, none of the possible transmission events contained sequences with
identical mutations (Yerly, Kaiser et al. 1999). Later, Yerly et al (Yerly, Junier
et al. 2009) found that patients whose sequences had drug resistant mutations
were more likely to form transmission events than those without, and that the

prevalence of NNRTI mutations increased between 2000-2008.

However, the extent to which the acquired and transmitted resistant populations
are generating onward infections is not known. Leigh-Brown et al estimated
through modelling methods that 30% of those with acquired resistance may
pass their infection onwards (Leigh Brown, Frost et al. 2003). Kearney et al.
(Kearney, Maldarelli et al. 2009) compared the spectrum of drug resistance
mutations between the transmitted and acquired populations and found a
greater distribution in the latter group; this may suggest that the populations
with acquired resistance are not the only source of TDR, and persistent

mutations in the TDR population may continue to spread.

More recently, studies have examined how transmission rates of specific drug
resistance mutations vary. Examining pol sequences from patients recently
HIV-infected at diagnosis, Brenner et al. (Brenner, Roger et al. 2008)
demonstrated that while the overall frequency of drug resistant viruses between
non-clustered and clustered transmission was similar — 14.3% and 16.5%
respectively, the frequency of specific classes of mutations differed between
clustering sequences and non-clustering sequences. For instance, virus

harbouring mutations to NRTIs were less like to cluster than those viruses with
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NNRTIs. This further illustrates that it may be the specific mutations, and not
necessarily the infection category of the bearer that determines onward

transmission of TDR.

1.6.Limitations

Phylogenetic analyses that combine clinical, diagnostic, and demographic data

are reliant on many assumptions that require further consideration.

1.6.1 Accuracy of phylogenetics

There is much debate about the suitability of phylogenetics for reconstructing
HIV transmission events: it is argued that phylogenetic reconstructions are
insufficient to be used as evidence in criminal cases (Bernard 2007). This is
because viral genomes can be extremely similar, through parallel or convergent
evolution, making it difficult to prove definitively that two viruses have a recent
common origin. Additionally, even if two individuals shared a closely related
virus, phylogenetic analysis could not verify the direction of transmission and it
is difficult to rule out both individuals being infected via a third partner, or that a
third party was an intermediary partner between the two. In Leitner et al.’s
phylogenetic analysis of transmission events, one out of 13 transmission events

was incorrectly reconstructed (Leitner, Escanilla et al. 1996).

Epidemiological data on sexual partnerships between HIV-infected patients is
rarely available to validate the results empirically (and if available would
arguably render phylogenetic analysis unnecessary). It is assumed that
phylogenetic reconstructions are sufficiently accurate for analyses for public

health purposes, particularly if conservative cut-offs for possible transmission
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events are applied (e.g. bootstrap (a measure of statistical support — see
section 2.2.7) support of 99% or more and a genetic distance of less than 0.015
nucleotide substitutions per site (Hue, Clewley et al. 2004), see section 2.2.11).
Studies to date have not necessarily used such conservative cut-offs (Pao,

Fisher et al. 2005; Brenner, Roger et al. 2007).

However, the robustness of phylogenetic methods for population level, public
health applications has not been rigorously assessed. Population level studies
frequently use samples derived from MSM with diagnosed HIV infection
attending a particular health care site for HIV treatment and care to assess
transmission events within an HIV-infected population (Pao, Fisher et al. 2005;
Brenner, Roger et al. 2007). By definition, these “samples” will not contain an
HIV sequence from every single HIV-infected MSM in the population. In the UK
for example, approximately one third of individuals living with HIV are estimated
to be undiagnosed (HPA 2008). Further reasons why MSM may only be partially
represented in population-based studies include HIV diagnosed MSM being
sexually active in geographic areas where they do not attend clinics for
treatment and care, HIV diagnosed MSM not attending clinics, or samples from
HIV diagnosed MSM being unavailable (due to amplification problems etc). The
consequences of not including every sequence within a local population for the
purposes of phylogenetic reconstructions are not known. If the formation of
robust clusters (section 2.2.11) is affected by the diversity, representativeness

and completeness of the entire sample, these factors could be crucial.
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It is possible that the identification of some transmission events may be affected
by the relative genetic diversity of the population sample. This means that any
observed phylogenetic clusters may reflect relative relationships between
sequences rather than demonstrate absolute relationships. Brenner et al
(Brenner, Roger et al. 2007) undertook a phylogenetic reconstruction of
transmission events using sequences entirely obtained from patients diagnosed
during recent infection and found 75 possible phylogenetic relationships
according to cut-off criteria described above. A second phylogenetic analysis
included an additional number of sequences from patients chronically HIV-
infected at diagnosis; they found that several of the original “transmission
events” between individuals with recent HIV infection were disrupted. Sample
size was found to be an important determinant of accuracy in a study (Wiens
and Servedio 1998) that compared the results from parsimony, likelihood and
distance based phylogenetic methods (see section 2.2.6). Assessment is
therefore required of the extent that phylogenetic reconstructions can produce

reproducible and consistent results.

1.6.2 Diversity of pol

The pol region of the HIV genome (section 1.1.5) is generally used for
phylogenetic analyses out of convenience, since it is a by-product of the routine
HIV drug resistance testing. There are relatively few full length (i.e. entire
genome) HIV sequences available from patients involved in a known
transmission event, and large scale phylogenetic analyses would be restricted
by the sequencing costs of producing such a dataset and the computing power

needed to analyse it.
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However, there are concerns that the pol region is too conserved since it codes
for regulatory genes involved in viral replication and consequently has
insufficient genetic variability (Palmer, Vuitton et al. 2002). This has led to
debate about its suitability for phylogenetic reconstructions (Palmer, Vuitton et
al. 2002; Sturmer, Preiser et al. 2004). While gag and env genes have been
preferred due to their greater genetic variability, pol remains attractive due to its
greater accessibility through routine drug resistance testing. Hue et al (Hue,
Clewley et al. 2004) demonstrated that phylogenetic analyses of 140 HIV pol
sequences produced the same results as analyses using HIV env and gag

sequences from the same patients.

1.6.3 Sampling considerations

It is likely that the specific selection of HIV-infected individuals from whom the
sequences were obtained for phylogenetic analysis will affect the likelihood of
recognizing transmission events. For instance, sequences collected from one
geographical region and taken around the same date may be more likely to be

drawn from individuals within the same transmission network.

Brenner et al. selected three populations within Canada (Brenner, Roger et al.
2007): a Quebec cohort of recently HIV-infected MSM (n=215) and a provincial
genotyping programme (n=502). A chronically HIV-infected population was also
taken entirely from the provincial genotyping programme (n=660). The presence
of individuals drawn from the Quebec cohort increases the chance that
individuals will be selected from the same transmission networks compared to
the provincial sample. This generates a bias; more transmission events will be

identified between the recently HIV-infected sample from Quebec compared
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with the sample of chronically infected individuals. Furthermore, while the
chronically HIV-infected were sampled between 2001-2005; the dates of
infection for these sequences were not known. The interval between infection
dates within this population may span tens of years, increasing the likelihood
that they had been obtained from different transmission networks.
Consequently it is essential that population samples used for phylogenetic
analyses are selected with the consideration that no group under investigation

has an increased likelihood of being involved in transmission networks.

1.6.4 Infection stage considerations

Interpretation of and comparison between phylogenetic studies of HIV
transmission using datasets derived from patients with recent infection is
problematic. This is due to the definitions of recent HIV infection employed.
Importantly, if generous definitions of the latter are applied, it may serve to
overestimate the extent that this population are generating transmission events.
Viral load is known to peak less than a month following infection, but remains
elevated for approximately 10 weeks (Fiscus, Pilcher et al. 2007). However,
definitions of recent infection and the laboratory techniques used to identify it
vary (Pilcher, Fiscus et al. 2005; Fiscus, Pilcher et al. 2007), and those
frequently adopted mean that patients can be so categorized up to (Pao, Fisher
et al. 2005) or even more than six months after infection (Pao, Fisher et al.

2005; Brenner, Roger et al. 2007).

Moreover, infection stages do not remain static over the course of an
individual’s infection (section 1.1.6). However, many studies do not consider

the transient nature of recent infection. Phylogenetic analyses frequently
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categorize patients as being recently or chronically HIV-infected according to
their infection stage at diagnosis (Pao, Fisher et al. 2005; Brenner, Roger et al.
2007). However, all patients will experience recent and chronic infection, and
the observation of possible transmission events (ascertained through
phylogenetic reconstruction) between patients diagnosed during recent infection
does not necessarily mean transmission occurred while the patients were

recently HIV-infected.

To illustrate this, the mean time interval between infection dates in Brenner’s
“transmission events” identified between patients recently HIV-infected at
diagnosis was 15 months (£9.5 months) — indicating the transmissions could
have occurred many months after HIV acquisition. Specifically, 27 of the
phylogenetically linked sequences from recently HIV-infected individuals had
time intervals of over two years between their infection dates. These were
interpreted as transmissions occurring from patients with recent HIV infection. It
is similarly difficult to interpret possible transmission events found between
sequences taken from individuals with chronic infection: all individuals with
chronic HIV infection were once “recently HIV-infected”. For studies that
explore the impact of infection stage on transmission risk, it is essential to

account for the transient nature of the risk factor.

1.6.5 Sexual behaviour

While factors such as viral load, STIs and infection stage are likely to affect
population level HIV transmission, the sexual behaviour of patients from whom
a sequence was derived will also be important. A phylogenetic reconstruction
revealing many transmission events close together in time and geography may
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reflect the action of one or two individuals with high rates of sexual partner
change. This would produce results that it would be difficult to extrapolate to
the population level. It is extremely challenging to include these data in
phylogenetic analyses since such data are hard to capture, and difficult to link
with reconstructed transmission events. While Pao et al captured indicators of
unsafe sex (Pao, Fisher et al. 2005) with their reconstruction, the method could
not precisely match behaviour to actual transmission events. Consequently

results need to be interpreted with caution.

1.6.6 Analyses of transmitted drug resistance

Studies that measure the prevalence of TDR and transmission from patients
with drug resistance mutations are difficult to interpret (section 1.2.2 and 2.5.2).
Studies of TDR have found a range of prevalence levels (Little, Holte et al.
2002) (Grant, Hecht et al. 2002; Cane, Chrystie et al. 2005). However, it is
impossible to exclude the possibility that phylogenetically linked sequences,
sharing identical mutations were generated by one individual with acquired

resistance, rather than onward transmission between individuals with TDR.

1.7.Gaps in the research

Phylogenetic analyses to date have highlighted the heightened transmission
potential of the recently HIV-infected. However, such studies have remained
exploratory, and have focused almost exclusively on sequences from patients
diagnosed during recent HIV infection. While Brenner et al. (Brenner, Roger et
al. 2007) attempted to measure the extent that the recently HIV-infected cause
new transmission events relative to the chronically HIV-infected, their methods

lacked rigour. Differences between the sample populations of the recently and
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chronically HIV-infected, and the failure to recognize the transient nature of
infection stage, mean that the extent that the recently HIV-infected are

generating transmission has not been measured with adequate precision.

Phylogenetic analyses conducted for public health purposes require more
rigorous design, application and interpretation. From an epidemiological
perspective, appropriate consideration should be given to sample selection
(especially with regard to geography and diagnosis dates). In order to obtain a
measure of HIV transmission at the population level from certain groups,
datasets should be extended to include sequences from individuals who were
chronically HIV-infected at diagnosis. The latter group needs to be broadly
comparable with the population of the recently HIV-infected with regard to their
likelihood of being included in transmission networks (as far as is possible). Itis
also important in analyses that infection stages are considered to be transient

properties that change over the course of an individual’s infection.

The published evidence that indicates individuals with recent HIV infection have
a high risk of transmission per sexual act (Wawer, Gray et al. 2005). This and
the relative ease with which this population can be studied may mean that other
groups that have potentially important roles in generating HIV are insufficiently
investigated. Phylogenetic analyses need not be restricted to studying the
recently HIV-infected; analyses can be extended to integrate other relevant risk
factors, such as concurrent STls, and chronically-infected (both the ARV-treated

and untreated individuals).
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The prevalence of TDR has been studied and its transmission reconstructed
through phylogenetic analyses. However, the extent that acquired and
transmitted drug resistant populations are generating TDR is not known.
Additionally, the sources of TDR have not been explored in relation to viral load

and infection stage.

There are uncertainties with regard to the ability of phylogenetic analysis to
identify accurate transmission events to be used for public health purposes.
The concerns include: whether the variability of pol is sufficient for accurate
reconstructions; the effect of the overall genetic diversity of the population
samples have on the likelihood of recognizing phylogenetic relationships; the
inability to determine the direction of transmission; and the possibility that
observed phylogenetic linked relationships could have been generated or
mediated through an unsampled third party. While it is not possible to verify the
transmission events identified through phylogenetic reconstructions through
linkage to sexual histories at a population level, it is possible to perform

sensitivity analyses to assess the consistency of phylogenetic approaches.

49



Alison Brown — Chapter One

1.8.Research objectives

This thesis uses a phylogenetic approach that combines clinical, diagnostic and
demographic data to enhance understanding of HIV transmission events among
MSM.  Specifically, it uses combined datasets to perform phylogenetic
reconstructions of HIV transmission events to:
1) assess the consistency of results from phylogenetic reconstructions of
HIV transmission events;
2) explore transmissions from the recently HIV-infected population and
critiqgue the methods used in such analyses;
3) ascertain the risk factors associated with transmission using a novel
approach;

4) explore the transmission sources of patients diagnosed with TDR.

1.9. Thesis outline

Chapter two outlines the concepts, methods and definitions applied to
phylogenetics, and sequence-based, clinical, diagnostic and demographic data.
Chapter three describes and compares the datasets used in the thesis.
Chapter four explores the consistency of phylogenetic approaches in
reconstructing HIV transmission events. Chapter five explores the
transmission events from the recently HIV-infected and critiques the methods
used in such analyses. Chapter six ascertains the sources of new HIV
transmissions and the factors associated with these sources. Chapter seven
explores the sources of TDR. Chapter eight describes how the thesis
contributes to research and links it with the current literature. It also outlines the

thesis limitations and describes the future research needed in this field.

50



Alison Brown — Chapter Two

2. Chapter Two: Sequence-based, diagnostic and clinical HIV

data: principles and definitions

Sequence-based, laboratory and clinical data are collected routinely around the
time of HIV diagnoses for medical and surveillance purposes. The data sources
available and the techniques used to obtain them are described in this chapter.
The chapter also outlines how the sources can be combined and used for public
health analyses, and their limitations. Finally, the definitions used throughout

this thesis are provided.
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2.1.Introduction

Sequence-based, laboratory and clinical data are collected routinely around the
time of HIV diagnoses for medical and surveillance purposes. The combination
of such data has the potential to enhance our understanding of HIV
transmission (section 1.4). This chapter aims to describe the data sources
available and the techniques used to obtain them. It also outlines how the
sources can be combined and analysed, and their limitations. The specific

data sources used in the thesis are detailed in chapter three.

2.2. Phylogenetic analysis of sequence-based data

The principles of phylogenetics are outlined. The applications of phylogenetic
analysis to HIV sequences are then described. Phylogenetic methodologies are

explained and the techniques used in this thesis are defined.

2.2.1 Phylogenetic principles

Phylogenetic analyses investigate the evolutionary relationship between
organisms. Over time, through successive generations, changes occur in
genetic make-up of organisms. Phylogenetic reconstructions exploit the
changes that have accumulated between these organisms. The technique is
derived from evolutionary theory, which states that the genetic similarity
between species is attributable to a descent from common ancestry. It assumes
the more similar the genetic make up of two organisms is, the closer they are in

time to having a common ancestor (Page 1998).
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2.2.2 DNA, nucleotides, amino acids and proteins

Genetic material is contained within DNA (deoxyribonucleic acid). DNA
comprises two long strands of nucleotides arranged into a double helix. The
nucleotides consist of two purines (Adenine (A), and Guanine (G)), and two
pyrimidines (Thymine (T), and Cytosine (C)). Phylogenies are routinely
reconstructed from nucleotide, or amino acid sequences which are aligned so
that homologous bases are compared. In this thesis, only evolutionary changes
between nucleotide sequences are considered, since this contains the highest

resolution of genetic variability.

2.2.3 Nucleotide sequence alighments

Before phylogenetic analyses can be conducted, the sequences need to be
aligned. This is because the analyses exploit differences found at specific
nucleotide positions. In order for these analyses to be meaningful, it is essential
that comparisons are made between equivalent (homologous) positions. The
nucleotide sequences are aligned in-frame i.e. as triplets of three nucleotides

(codons) coding for specific amino acids.

A representation of a nucleotide sequence alignment is shown in Figure 2.1a.
Differences that accumulate between sequences over time can take the form of
point mutations/substitutions (whereby the nucleotide has been replaced by
another base), insertion (one or more nucleotides have been added into the
sequence), or deletion (one or more nucleotides have been removed). During a
sequence alignment, each nucleotide position will be compared at equivalent
positions and categorized as either a “match” (where the nucleotides are

identical), a “mismatch” (where the nucleotides differ), or a “gap” (where one or
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more of the sequences has had an insertion/deletion) (Figure 2.1b). Sequence
alignments work to take account of insertions or deletions (Figure 2.1c). It is
important to limit the number of gaps so that the resultant alignment makes
biological sense. Provided the sequences are sufficiently similar, sequence
alignments can be performed manually using software such as Sequence
Analyzer (SE-AL). Otherwise, programmes such as Clustal-X (Thompson,
Gibson et al. 1997) can be used to align sequences crudely according to a
scoring system based on the frequency and extent of gaps. A heuristic search is
then conducted to find the best alignment according to the scoring system,

which should then be checked manually before phylogenetic reconstruction.

2.2.4 Evolutionary models

The majority of phylogenetic methods are dependent on the user defining an
explicit evolutionary model. These are necessary since the rate of substitutions
that accumulate between two sequences over time is not linear (Yang 1996).
Some substitutions occur more frequently than others (Kimura 1980). For
instance transitions (substitutions between purines, or between pyrimidines) are
more frequent than transversions (substitutions between purines and
pyrimidines) (Kimura 1980). Additionally, multiple substitutions may occur at the
same nucleotide position, with the saturation of specific positions making it
difficult to ascertain the true evolutionary distance (Holmes 1998). Evolutionary
models convert the genetic distances that exist between sequences into

measures of estimated evolutionary distance.
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Figure 2.1: Graphical representation of sequence alignments
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Several models of molecular evolution have been developed. Each model
varies in its complexity and the extent to which it incorporates biochemical and

evolutionary knowledge. Models can include three parameters: nucleotide base
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frequency, base exchangeability and the rate of heterogeneity between sites.

Examples of common models of evolution are given in Table 2.1.

The base frequency parameter accounts for the respective frequency of the four

nucleotides throughout the sequences being compared. Base exchangeability

describes the relative tendency of bases to be substituted for one another.

Table 2.1: Summary of the main evolutionary models

Evolutionary model

Description

Jukes Cantor (JC) (Jukes 1969)

Assumes an equal frequency of the four bases
and that all substitutions are equally likely.

Kimura’s two parameter model (K2P) (Kimura

1980)

Assumes base frequency is equal, but that
transitions  occur more  frequently than
transversions.

Felsenstein (F81) (Felsenstein 1981)

This model allows an unequal frequency of base
substitutions.

Hasegawa, Kishino and Yano
(Hasegawa, Kishino et al. 1985)

(HKY85)

Allows both the base frequency and
transition/transversion rate to differ.

General Time Reversible Model
(Lanave, Preparata et al. 1984)

(GTR)

Allows all substitutions to occur at a different rate
and permits the user to define initial base
frequency rate of heterogeneity between sites.

Also allows substitution rates to be reversible.

Substitutions are not equally likely between the four bases. The rate of
heterogeneity summarises the difference in substitution rates across the DNA
sequence, typically described by a gamma distribution. The rate variation
among sites is described by the shape parameter (o). Small values of o will
result in L-shape distributions, indicating extreme rate variation across the
sequences, whereas high values of o will reflect a bell shape distribution,
demonstrating that most of the sites remain invariable (Holmes 1998). Models
featuring a gamma distribution of rate heterogeneity are conventionally given

the suffix + T.
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The simplest model is the Jukes Cantor model since it only includes one
parameter, the base substitution rate, and considers the rate to be equal
between all four bases. The most complex is the GTR model since it

encompasses all three parameters and allows these to be user-defined.

Software such as ModelTest can identify the most appropriate evolutionary
model, which is informed by the sequence data itself. The ModelTest algorithm
with the program PAUP calculates the hierarchical likelihood ratios of 56
evolutionary models using a chi-square distribution and selects the model that
best fits the sequence data (i.e. that with the highest likelihood score) and

estimates the corresponding parameters.

2.2.5 Phylogenetic trees

A phylogenetic tree is a graphical representation of the evolutionary
relationships that exist between aligned sequences. Examples of different types
of tree representations are given in Figure 2.2. A tree consists of branches and
nodes. Each branch represents one sequence (or taxa), and branches are
joined together by nodes that represent theoretical ancestors. Two or more
sequences that share a node are referred to as a “cluster”. The branching

pattern, (the order of the nodes and branches), is referred to as the “topology”.

Trees can either be rooted or unrooted. A rooted tree has a node defined as
the root from which all other nodes have originated. It provides a scale; the
branch lengths indicate the extent of genetic divergence between the two taxa
connected by a common node. The further away a specific node is from the

root of the tree, the more recently the node occurred in time. An unrooted, or
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unscaled, tree shows the common ancestry of the sequences, but not the extent
of genetic divergence.
Figure 2.2: Schematic diagram of a rooted phylogenetic tree

Branches/taxa - each
represents one DNA sequence

—

< >
Branch length - represents evolutionary
distances between nodes

Tree root
| | ! | :
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Tree scale - evolutionary distance given
as nucleotide (nt) substitutions per site

2.2.6 Tree building methods

There are different methods of creating phylogenetic trees. These vary in their
complexity, computational demands and their assumptions about evolutionary
theory. There is no “one-fit” method to suit all data and no tree is guaranteed to
find the true evolutionary relationships between sequences. The most
appropriate tree building method (and, where relevant, the evolutionary model
upon which it is created) is informed by the specific data set. Tree-building
methods are generally categorized into “distance-based” and “character-based”

methods. These are summarized in Table 2.2.
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Distance-based methods

Distance-based methods involve two steps. Firstly, the evolutionary distance is
calculated between every possible sequence pair in the given alignment,
creating a distance matrix. The proportion of nucleotide positions in which the
two sequences differ is calculated, creating a measure of dissimilarity.
Secondly, the tree is constructed on the basis of the relationship between the
distance values. There are two main distance based methods: the Unweighted
Pair Group Method with Arithmetic Means (UPGMA) and Neighbour-joining

(NJ).

UPGMA

This method identifies the two sequences with the smallest genetic distance
between them, and then halves that distance to define the branching patterns.
These two sequences are then combined and considered as one unit. A new
distance matrix is computed, calculating the distance from the newly formed unit
to each of the remaining sequences. The process is repeated until there is only
one entry in the matrix. A tree is then built on the basis of the distance matrix

obtained.
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Table 2.2: Summary of phylogenetic tree construction methods

Method Description Advantages Disadvantages
Distance-based
UPGMA Tree constructed through pair- | Quick. Assumes rate of molecular
wise distance matrix. evolution is constant.
Neighbour- | As above, but distances can be | Quick, allows | Has been known to build
joining adjusted through application of | application  of | trees incorrectly.

Maximum
likelihood

appropriate evolutionary model.

Character-based

Uses Maximum Likelihood to
calculate the probability of a tree
by describing the patterns of the
sequence alignment, given a
specific model of nucleotide
substitution. The method
calculates the likelihood of all
possible trees for the specified
alignment, and selects the one
associated with the maximum
likelihood.

evolutionary
model.

Exhaustive.

Computationally demanding.

Bayesian

Uses Bayesian theory and a user
defined evolutionary model to
calculate “posterior” probabilities
of all possible trees for the
specified alignment, and selects
the one with the highest
probability.

Allows genetic
distances

obtained to be
time calibrated.

Fairly time intensive.

Parsimony

Tree constructed on the basis
that the minimum number of
evolutionary differences between
sequences is the most likely.

Quick.

Two or more trees can be
selected as best tree. Does
allow for substitutions
occurring at same site
multiple times. It only uses a
small fraction of nucleotide
positions to inform tree.

The UPGMA method assumes that the rate of evolution is linear (i.e. that there

is a global molecular clock). Consequently all taxa are equidistant to the root.

However, this assumption is no longer accepted; this is a frequent criticism of

this method’s reliability (Li 1993).

Neighbour-joining

The NJ method works in the same way as the UPGMA method, but rather than

assuming the rate of evolution is constant, it permits the adoption of a specific

evolutionary model.
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Like the UPGMA method, it is quick, and computationally undemanding.
However, it cannot guarantee to find the right tree: cases have been reported
where the true phylogeny was known, and the NJ tree building algorithm has
provided inaccurate reconstructions (Hillis D 1996). It has been found to have

inferior robustness compared to character based methods (Huelsenbeck 1995).

A further criticism of distance methods is that they do not make use all of the
available information. Through constructing distance matrices, information
about individual sites is lost, and only an overall estimate of relative distances
between the sequences is given. Additionally the branch lengths are not
necessarily biologically meaningful. Programmes that can be used to build NJ
trees include ClustalW (Thompson, Gibson et al. 2002) and PAUP (Swofford

2001).

Character-based methods

Character-based methods are informed directly from the sequences, rather than
from the proportion of nucleotide differences. There are two main character-

based methods: Maximum likelihood and Bayesian analysis.

Maximum likelihood

Maximum likelihood (ML) tree construction exploits the concept of the statistical
theory of likelihood probabilities (Felsenstein 1996). In the context of
phylogenetic reconstructions, maximum likelihood methods calculate the
probability of a tree by describing the patterns of the sequence alignment, given

a specific model of nucleotide substitution. The method calculates the likelihood
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of all possible trees for the specified alignment, and selects the one associated

with the maximum likelihood.

Specifically, the likelihood (L) that the constructed tree represents the actual

evolutionary relationship is given by:

L=P (D[H)

Where P is the probability that the observation D (the sequences) is true, given

the hypothesis, H (the phylogenetic tree).

The ML approach is rigorous, makes use of each nucleotide position, allows the
user to adopt a specific evolutionary model that fits the specified data and
permits statistical testing of evolutionary hypotheses (Holmes 1998). However,
it is computationally demanding, particularly as the number of taxa increases. In
order to reduce the time used to build the trees, often an initial NJ tree is used
as a starting topology, and likelihood scores are computed for each
rearrangement of the initial topology. Programs that can be used for ML tree

construction include PAUP (Swofford 2001) and Phylip.

Bayesian Analysis

Bayesian phylogenetic analysis is based on Bayes’ theorem. Like the Maximum
likelihood method, the Bayesian method incorporates an explicit evolutionary
model, and looks for trees that correlate best to the sequence alignment under

the specified model. However, unlike the ML method, it calculates the so-called
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“posterior probability” of distribution of trees, i.e. the probability of a tree, given
the observed data (Drummond and Rambaut 2007). The most frequently used
software for phylogenetic Bayesian analysis is called Mr.Bayes (Ronquist and

Huelsenbeck 2003).

Bayesian analysis is becoming more popular (Lewis, Hughes et al. 2008) due to
computational advances. Specifically, a simulation technique called Markov
Chain Monte Carlo (MCMC) has increased the method’s efficiency. This
algorithm searches at random for the tree with the highest probability. It
constructs a random tree “T1”, and compares it to another randomly generated
tree “T2”. If the likelihood of T1 is lower compared to the likelihood of T2, then
T2 replaces the current T1. If not T1 is held in memory. The number of times a
particular tree is held in memory is proportional to its likelihood, each tree being
given a likelihood score on the basis of how often it was held during the MCMC

simulation (Mau, Newton et al. 1999).

This method is more efficient than the ML method since it permits simultaneous
independent searches that can exchange information. Also, the MCMC method
provides a measure of statistical support for each tree constructed, negating the
need for techniques to check tree robustness, such as bootstrapping (see
section 2.2.7). Bayesian analysis also permits the calibration of phylogenies,
allowing the introduction of specific lineages to be dated (Hue, Pillay et al. 2005;

Lewis, Hughes et al. 2008).
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2.2.7 Treerobustness

It is impossible to guarantee that phylogenetic reconstructions will represent the
true evolutionary relationship between sequences (Hilis D 1996).
Consequently, it is important to obtain a measure of tree robustness: this is
frequently estimated through a process called bootstrapping (Efron, Halloran et
al. 1996). Bootstrapping is a statistical resampling method that works through
repeated, random sampling of columns of nucleotide positions of sequence
alignments. A new tree is created on the basis of each randomly sampled
column. This process is repeated many times (usually up to 1000). The
proportion of times the original tree matches the reconstructions of the randomly
sampled columns is expressed as a percentage, or the bootstrap value.
Bootstrap values are shown on the branches of the tree. A bootstrap value of
100% on a particular branch would demonstrate that it was present in all

sampled trees.

2.2.8 Applications of HIV phylogenetics

The applications of phylogenetic analyses of HIV sequences are described in

section 1.4.

2.2.9 Reconstructing HIV transmission events through phylogenetic

analysis

For the purposes of reconstructing “who infected who” phylogenetic methods
have tended to use maximum likelihood (Brenner, Roger et al. 2008) and
Bayesian (Lewis, Hughes et al. 2008) approaches. Those that use maximum
likelihood approaches frequently use neighbour joining methods to identify an

initial topology (Pao, Fisher et al. 2005; Brenner, Roger et al. 2007), and use it
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as the starting tree. Since the actual transmission histories are not known, it is
difficult to validate whether reconstructions represent true transmission events,
and efforts have focused upon developing a definition of what may be

considered a “robust” indicator of such a transmission event.

The cut-offs used to identify a possible transmission event comprise the
observation of a cluster with a bootstrap of at least 99% and a genetic distance
<0.015 nucleotide substitutions per site (Hue, Clewley et al. 2004). These cut-
offs are conservative and have been shown to reduce the proportion of false-
positive clusters among a phylogenetic analysis of UK HIV sequences derived
from individuals with a known transmission history (Hue, Clewley et al. 2004).
The need for such definitions to be interpreted with caution remains since these

cut-offs are not absolute indicators of transmission.

2.2.10 Limitations of phylogenetic reconstructions of HIV transmission

events

The limitations of using phylogenetic reconstructions of HIV transmission events

for public health purposes are described in section 1.6.1 and 1.6.2.

2.2.11 Thesis methods and definitions

Phylogenetic methods

The phylogenetic methods and definitions used in this thesis are summarized in
Figure 2.3. The sequences were aligned manually in Se-Al (Sequence Analyzer
version 2.0). The nucleotide positions associated with drug resistance were
deleted to prevent bias arising from convergent evolution (Shafer, Rhee et al.

2007) (whereby organisms have a similar range of mutations due to shared
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environmental pressures rather than a shared ancestry). A NJ tree was
constructed using the General Time Reversible model with gamma rate
heterogeneity estimated at 0.5. The alignment was then run through PAUP

(version 4.0b10) with ModelTest (version 3.7) to select the best fitting model.

If there were fewer than 250 sequences in the sample, a maximum likelihood
tree was constructed using the initial NJ tree as the starting tree, and the best
fitting model and the parameters derived through PAUP with ModelTest. The

resultant tree was then bootstrapped with 500 replications.

If there were more than 250 sequences in the sample, a NJ tree was
constructed using the most appropriate model selected by PAUP with
ModelTest and the parameters derived. This is because the computational
demands of constructing a maximum likelihood tree for larger sample sizes
were not feasible. Sequences that formed a cluster within the NJ tree were then
selected, along with a random sample of sequences that did not form a robust
cluster. This smaller sample of sequences was then treated as a sample of
fewer than 250 sequences and re-run through PAUP with ModelTest and a
maximum likelihood tree was constructed accordingly and bootstrapping
analysis repeated. The topology and relationship between the sequences that
clustered in the original NJ tree were then compared. Provided that the
sequences formed the same relationship as in the original NJ tree, they were

interpreted as a robust cluster.
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Figure 2.3: Schematic diagram of the phylogenetic methods used throughout thesis
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Definitions

In all instances, a cluster was defined as two or more sequences that shared a
common node, a bootstrap support of 99% or more, and a genetic distance of
under 0.015 nucleotide substitutions per site (Hue, Clewley et al. 2004). This

was interpreted as a “robust cluster” and also a “possible transmission event”

2.3.HIV diagnostic data and identifying recent infection

HIV infection is characterized by an extended asymptomatic period that can last
10-12 years (Figure 1.4). While a proportion of patients may experience
“seroconversion illness” shortly after infection, which, in combination with a
recent risk exposure may prompt them to come forward for testing (Remis,
Alary et al. 2000) others may remain unaware of their infection for many years.
Many epidemiological studies of HIV infection are consequently dependent
upon HIV-infected patients coming forward for HIV diagnostic tests. In addition
to identifying antibodies to HIV, viral proteins, or the virus itself, diagnostic tests
have also been adapted so that patients who acquired their infection recently

can be distinguished from those with long-standing infection.

These diagnostic markers, and their application in ascertaining HIV infection
stage and calculating HIV incidence, are described below. First the immune
response to HIV is outlined. Secondly, the diagnostic markers that relate to the
specific stages of the immune response are described. Thirdly, methods used
to identify recent infection are summarized (including diagnostic markers,
laboratory algorithms and testing histories). Fourthly, the public benefits of

linking infection stage to population-level data are summarised. The limitations
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of measuring recent infection and incidence estimates at the population level

are described. The definitions of recent infection used in the thesis are outlined.

2.3.1 The HIVimmune response

The HIV immune response following exposure is shown in Figure 2.4.

Figure 2.4: Schematic diagram of viral load and immunological markers during the first

weeks of HIV infection
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The very early stages of HIV infection are characterized by local viral growth,
followed by viral spread two-three weeks after infection (Busch and Courouce
1997; Busch, Glynn et al. 2005). Approximately 10 days after infection, HIV-
RNA and the p24 antigen (a protein component of the virus core) may become
detectable (Busch, Glynn et al. 2005), peaking at around 16 days post infection

and declining over the following 10 weeks as the antibody response develops.

The antibody response to HIV normally occurs between three to twelve weeks
following an HIV transmission. This period, describing the change from antibody
negative to antibody positive, is called “seroconversion”. There is considerable

variation in the time of seroconversion between individuals (Busch, Glynn et al.
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2005). The initial immune response is typically characterized with a virus
specific IgM response (Gaines, von Sydow et al. 1988). It generally peaks
within 1-2 weeks after infection falling back to background levels 1-2 weeks
later. Shortly afterwards the IgG response is developed — this response is long

lived with IgG antibody levels detectable at a high level throughout infection.

2.3.2 Diagnostic tests

The period of time from HIV infection to that when diagnostic tests can detect
HIV infection, is characterized in Figure 2.5. This period is referred to as the

“diagnostic window” (Busch and Courouce 1997).

Figure 2.5: Schematic diagram showing what stage of infection diagnostic markers can

detect HIV infection
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Most patients are diagnosed with HIV through the detection of virus specific
antibodies to HIV (anti-HIV 1gG) (Gurtler 1996). The HIV enzyme immunoassay
(EIA or ELISA) exploits the binding of the patients’ antibodies against HIV
protein to antigens immobilized typically on the surface of the wells of microtitre
plates. Patient serum, which may contain HIV antibodies, is added to the plate.
Non HIV antigen binding antibodies are washed free of the plate. A second
antibody, a conjugate, is then added to determine whether the human serum
contains antibodies. Excess conjugate is then washed from the plate. A
substrate (chromagen) is added, and the enzyme of the conjugate acts on the
substrate to give a colour change if the serum sample contained anti-HIV. The
intensity of the colour is calibrated against a scale known as Standardized
Optical Density (SOD). A SOD score greater than 1.0 is interpreted as a
positive reaction. Confirmatory testing follows before HIV infection is diagnosed,

using methods such as the western blot (see below).

The western blot is a method of detecting specific host protein products and is
often used as a confirmatory HIV test following a reactive EIA. It uses gel
electrophoresis to separate denatured HIV proteins on the basis of their relative
molecular mass. The proteins are then transferred to a nitrocellulose membrane
where they are probed with the patient serum that is suspected of containing
HIV antibodies. For HIV, the antigens detected are derived from gag (p53/55,
p24/5 pl17/18,) pol (p31/32) and env (pl60, p4l p45). HIV can also be
diagnosed through nucleic acid testing (Pilcher, Fiscus et al. 2005) conducted
through amplification techniques such as the polymerase chain reaction (PCR)

and through identifying the virus through cell culture.
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The diagnostic window can be reduced through combining HIV antibody tests
with other diagnostic markers. Recent improvements in HIV test sensitivity
mean the latest (“4™ generation” tests) can detect both anti-HIV and HIV p24
antigen within four weeks of infection (Brust, Duttmann et al. 2000; Parry,

Mortimer et al. 2003; Perry, Ramskill et al. 2008).

2.3.3 Identifying recent infection

Recent HIV infection can be ascertained in three ways: through diagnostic
markers; through laboratory algorithms; and through clinic records of HIV

testing history.

Diagnostic markers

Specific diagnostic markers are capable of identifying very early stages of HIV
infection. These include detection of p24 antigen and HIV-RNA approximately
10 days after infection, declining over the following 10 weeks as the antibody
response develops. Additionally, if a western blot detects high p24 and low
p4l levels, this also indicates early infection. Conversely if a western blot

detects high pol protein products, this may indicate long standing infection.

Laboratory algorithms

Laboratory algorithms have been developed that exploit the early immunological
response to HIV infection in order to identify recent infection. Such
developments have been necessary because while p24 antigen and western
blots are capable of identifying early stage infection, the extremely short
duration of these markers serves to under-detect recent infection among
individuals recently exposed.
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The Serological Testing Algorithm of Recent HIV Seroconversion, or STARHS,
(Janssen, Satten et al. 1998) works through taking advantage of the gradual
increase in anti-HIV over the first few months of recent HIV infection and
assumes this increase occurs at a similar rate between individuals. Three
main assays can be integrated into STARHS; the detuned assay; the BED

assay; and the avidity assay.

A detuned, (a less sensitive assay), can be applied to samples that were found
to be anti-HIV positive using a more sensitive EIA. Through deliberately
combining highly sensitive tests with weakly sensitive tests, these strategies are
able to estimate the proportion of patients who have only recently undergone
seroconversion (Parekh, Pau et al. 2001). An anti-HIV negative test in the less
sensitive EIA indicates the sample was derived from someone who acquired
their infection within an average of 170 days (95% confidence interval 162-183

days) prior to the specimen collection.

Alternatively, the detuned assay can be replaced by the BED-CEIA assay
(Parekh, Kennedy et al. 2002). This is a class-specific EIA that detects and
compares the level of anti-HIV-IgG to total IgG. It works on the assumption that
the ratio of anti-HIV 1gG to total IgG increases after infection. If a specimen is
positive on the sensitive EIA, but has a SOD of <0.8 on the BED assay it is
considered to be recently infected. Avidity assays measure the strength of
bonding between 1gGs and the corresponding antigens (Chawla, Murphy et al.

2007). This increases over a period of months following infection.
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The STARHS technique used the detuned assay up until fairly recently, but due
to concerns about its appropriateness for non-B subtypes, its application was
restricted to MSM populations. The BED and avidity assay were developed as
an alternative that could be used for both B and non B subtypes, with the avidity

assay being most successful (Suligoi, Butto et al. 2008).

Testing histories

As a patient’s HIV testing pattern is often well documented in clinic notes, an
alternative to laboratory markers can be obtained from testing histories. For
instance, a short time interval (e.g. three months or less) between the date of
the last HIV negative test and the date of the HIV positive can be used to
indicate recently acquired HIV infection. However, this is more likely to identify

recent HIV infection among those with frequent HIV testing patterns.

2.3.4 Applying recent infection markers to population level data

The development of techniques to ascertain recent HIV-infection has facilitated
epidemiological studies including the monitoring of HIV incidence (Murphy,
Charlett et al. 2004) and partner notification exercises (Pilcher, McPherson et
al. 2002). They can also be used for assessment of transmitted drug resistance
(TDR (for instance, patients recently HIV-infected at diagnosis are almost
certainly drug naive)). Before the advent of STARHS, HIV incidence estimates
were limited to calculating rate of HIV diagnoses occurring among a cohort of
HIV negative individuals followed up over many years. Current techniques have
many advantages. They are quicker and cheaper than following large scale
cohorts, and tests can be applied both to diagnostic samples and

retrospectively to stored samples.
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The ability to ascertain whether a patient was diagnosed during recent or
chronic infection from a single diagnostic sample has enabled the categorization
of viral sequences as being from patients who were recently or chronically
infected at diagnosis. In turn this has enabled phylogenetic reconstructions of
HIV transmission events by patients with recent HIV-infection at diagnosis (see

section 1.5.1 and 1.5.2).

2.3.5 Limitations associated with applying markers that can identify

recent infection to population level data

There are two issues that require consideration when applying techniques to
identify recent HIV-infection at a population level. These relate to the
techniques themselves and the selection of the population to which the

techniques are applied.  These will be discussed in turn.

The specific markers or techniques used to identify recent HIV infection vary
between studies, making it difficult to draw comparisons (section 2.3.3).
Frequently, the markers of choice are the STARHS, or utilizing testing history,
data due to the short window of opportunity that other techniques have to
recognize recent infection (e.g. HIV RNA and the p24 antigen).  However, the
selection of these more inclusive markers may serve to over-estimate the length
of “recent infection”. Consequently, a sample from a patient ascertained
through STARHS as being recently HIV-infected does not necessarily mean
that the patient was experiencing elevated viral load at the time the sample was

taken.
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Variation exists in the immune response to HIV between individuals;
consequently there is also variation between individuals in the time interval
between infection and the time specific markers can detect recent HIV infection.
(Busch and Courouce 1997; Fiebig, Wright et al. 2003). The number of days
following infection that each test can define a recent HIV infection is not an

absolute measure, but represents a population average.

There have been attempts to measure the extent of this variation for each
marker. However, these have tended to focus on the markers that identify very
early infection for purposes of accurate screening for blood donation (Fiebig,
Wright et al. 2003; Busch, Glynn et al. 2005). Fewer studies have focused on
the variation for markers that identify later stages of recent HIV infection (e.g.
STARHS etc). One study (Reed 2004) examined the extent variation from
infection to the time STARHS could identify recent HIV infection, between
individuals. Nearly 400 follow-up specimens were collected from 60 individuals
with recently acquired infection. The specific time interval within which the
STARHS algorithm would define a recent infection was ascertained. Whilst the
mean window period was 183 days following infection for the 60 individuals, the
range of window periods extended from 63 to 404 days, demonstrating
considerable variation between individuals. Consequently laboratory markers
and technigues need to be interpreted with caution when they are applied to
individual samples, for instance, to calculate an infection date from a diagnostic

sample.
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There are a number of other factors that can affect the accuracy of algorithms
such as STARHS. These include late stage infection and treatment with ARV
(Janssen, Satten et al. 1998). Whilst most infection stage tests are carried out
on diagnostic sera, within anonymised datasets, the treatment status of patients
from which the samples were derived cannot be known definitively; this may
increase the risk of inadvertently including false-positive results.  Finally, the
tests can be affected by virus subtype. Algorithms were developed using
assays for use on patients with sub-type B (Janssen, Satten et al. 1998) which

give inconsistent results for non-B subtypes.

The application of algorithms to patient’s diagnostic samples may not produce
results representative of the populations at risk of HIV infection. This is
because HIV test seeking behaviour may bias results (Remis and Palmer
2009). The resultant bias can go in either direction. For instance, recently
HIV-infected patients may experience symptoms of seroconversion illness,
prompting them to come forward for testing (Schacker, Collier et al. 1996).
Those with recent risk exposure may also be more likely to present for testing
(Remis, Alary et al. 2000). Conversely, those with lower sexual risk behaviour
may also be more likely to seek regular health check ups. Such biases have
been studied using modelling techniques in order to enable adjustment of

population-based HIV incidence measurements (Remis and Palmer 2009).

2.3.6 Thesis methods and definitions

“Recent infection” is the term used throughout the thesis, since the methods
used to identify it in each of the datasets vary depending on the available data.
Since some datasets use STARHS, labels such as “primary” and “acute”
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infection or “seroconverters” are inappropriate. Recent infection will not refer to
a period of more than six months from infection throughout the thesis.
However, the specific methods used to ascertain recent infection are made

explicit throughout the thesis, and are defined for each data set in chapter three.

2.4.Clinical and demographic data

In the UK, laboratory and clinical reports of HIV diagnoses, and patients living
with diagnosed HIV infection, are collected routinely on a voluntary basis by the
Health Protection Agency and Health Protection Scotland for surveillance
purposes (HPA 2008). Clinical and demographic data are usually collected at
clinical consultation around the time of diagnosis. Data include: exposure (likely
transmission route); age; country of infection; country of birth and (where
applicable) year of arrival in the UK; ethnicity; injecting drug use; plasma viral

load and CD4 count nearest to the time of diagnosis.

2.4.1 Geographic region of infection

The UK has a voluntary reporting system for new diagnoses of HIV, AIDS and
deaths. This system attempts to ascertain the country of HIV infection through
the follow up of likely HIV exposure events in conjunction with patient
travel/migration history (Dougan, Gilbart et al. 2005). However, for many
studies, the country, region or city of infection is not always possible to
ascertain: often the clinic or country of diagnosis is taken as a proxy for “region”

of infection (Masquelier, Bhaskaran et al. 2005).

2.4.2 Risk group and age-group

Data concerning risk group (transmission route) and age (or age-group) are
routinely collected at the clinic consultation around the time of diagnosis.
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2.4.3 Sexually Transmitted Infections

STI diagnostic data are usually collected around diagnosis and for subsequent
attendances post diagnosis. However, the specific STIs may not be reported,
and such reports may be categorized as “acute STI” or “other” with definitions of

these categories varying between studies.

2.4.4 Viral load

The guantitative detection of HIV RNA in plasma can be used as a prognostic
marker to monitor the success of therapy (Berger et al 2002) and estimate
infectiousness. Various commercial and in house methods are available with
the most sensitive tests capable of detecting approximately 50 copies/mL.
These are based on polymerase chain reaction (PCR), branched DNA (b-DNA)
nucleic acid sequence based amplification (NASBA), ligase chain reaction

(LCR) or real time PCR measurements.

2.45 CD4 count

CD4 counts provide a measure of how many CD4 cells are present and are
consequently used as an indicator of the functioning of the host’'s immune
system (section 1.1.7). CD4 counts are consequently collected routinely
around diagnosis and at subsequent clinic attendances. They are used to
monitor infection progression and inform decisions on when it is appropriate to
begin therapy. Up until recently, treatment has commenced once CD4 cells
counts reached below 200 cellssmm® (Pozniak, Gazzard et al. 2003). In
Autumn 2008, guidelines were revised to recommend treatment discussions
commence when CD4 counts reached between 200-350 cells/mm® (Gazzard

2008).
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2.4.6 ARV treatment

Patients are very likely to be drug naive at diagnosis (exceptions include
patients treated with pre- and post-exposure prophylaxis before and after a risk
exposure respectively, and those not reporting previous treatment). Treatment
related data collected for HIV diagnosed patients at each clinic visit can
document the occurrence and length of treatment interruptions. The treatment
regimen may not be specified. In 2003, BHIVA guidelines recommended that
patients without drug resistance mutations initially commence therapy with two
nucleotide reverse transcriptase inhibitors (NRTIs), plus either a protease

inhibitor (P1) or a non-nucleotide reverse transcriptase inhibitor (NNRTI).

2.4.7 Limitations associated with linkage to phylogenetic analysis

Phylogenetic reconstructions of HIV transmission have linked sequences to
clinical and demographic data to see which patient groups have an important
role in generating HIV transmission. Most studies to date have used clinical
and demographic data obtained at diagnosis to permanently categorise patients
by risk group. For data concerning transmission route, ethnicity and, to a lesser
extent, age-group, this is reasonable practice. For other variables (e.g. STI
presence, viral load, CD4 count), this may be less appropriate, since the risk
factors vary considerably over the time of infection. The presence of an STI,
(or viral load, CD4 count, treatment status or infection category) at around
diagnosis will not necessarily reflect the status of that patient at the time of an
HIV transmission event (section 1.6.4). With reference to STI presence, it is
not always specified whether patients were screened for STIs. If not, there is
likely to be an underestimation of STI reporting, and a bias towards
symptomatic infections being recognized. If data are also collected on whether
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patients were screened for an STI during the clinical consultation, this gives a

better denominator for the calculation of prevalence.

The treatment history of a population used in phylogenetic analysis is important.
Sequences from patients who have experienced treatment may have altered
considerably to the sequences present within the same patient at around
diagnosis.  Consequently, for the purposes of phylogenetic reconstructions, it
is important that sequences are obtained from drug naive patients, and are

taken as soon as possible following diagnosis.

2.4.8 Thesis methods and definitions

The clinical and demographic data available varies considerably between
datasets used in this thesis. Consequently, the specific data used are described

in chapter three.

2.5.Drug resistant viruses

2.5.1 About HIV drug resistance

HIV drug resistance is described in brief in section 1.1.9.

2.5.2 Limitations associated with monitoring prevalence and

transmission of drug resistant viruses

Measuring the prevalence and monitoring the transmission of drug resistant
viruses is difficult for several inter-related reasons: the complex dynamics of
viral populations; differences in the sampling strategies; and varied definitions of

drug resistance. These will be discussed in turn.
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Dynamics of viral populations

Within an HIV-infected individual a number of slightly different viral species
(quasi-species) exist. These variants are generated as random errors during the
HIV life cycle. Replication errors that generate mutations can occur throughout
the HIV genome (the most usual or common variant is known as “wild-type”).
Each viral species may have a different level of fitness (i.e. the measure of the
virus ability to survive and replicate) which will depend on two factors: the

specific mutations it contains and its current environment.

Whilst some mutations are “neutral” and will not affect the ability of the virus to
survive and replicate, others are not. By chance, some mutations generated as
replication errors will confer resistance to ARV (HIV drug resistant species):
such species will be better able to replicate within a patient taking ARV.
However, in a selectively neutral environment (for instance, untreated patients),
wild-type variants generally have a higher reproductive fitness and will become

the dominant strain (Devereux, Youle et al. 1999).

For prevalence and transmission studies of drug resistance, the likelihood of
finding drug resistance mutations in the virus from a patient’s blood sample
depend upon the time elapsed between HIV infection, and the nature and
duration of ARV. Among drug naive patients, if a substantial amount of time
has elapsed since infection, then the likelihood that a drug resistance mutation
is found is decreased due the reduced fitness of the resistant strain. This will
cause an underestimation of the prevalence of TDR. Similarly, the likelihood of

finding drug resistance mutations among patients with acquired resistance will
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depend upon whether the patient is currently treated and, if not, the time
elapsed since treatment was interrupted.  However, all viral variants are
archived within the host and have the potential to re-emerge as selective

pressures change.

Sampling strategies

The selection of populations for studies examining TDR requires careful
consideration. The majority of studies use samples taken from patients at
around the time of diagnosis: this population is likely to contain a relatively high
but uncertain proportion of patients with recently acquired HIV infection
(Burchell, Calzavara et al. 2003). Additionally, some studies use populations
exclusively drawn from patients with recent infection to facilitate comparison,
and to increase the chance that drug resistance mutations are recognized
(Yerly, Kaiser et al. 1999; Masquelier, Bhaskaran et al. 2005) — the selection of

such populations can contain inherent biases (Remis and Palmer 2009).

Definitions of HIV drug resistance

There is no unambiguous definition of HIV drug resistance mutations. This is for
several reasons. Firstly, drug resistance mutations arise as a response to
circulating ARV drugs: consequently new mutations appear as new drugs are
introduced. Secondly, drug resistance mutations require different definitions for
different purposes. Some are needed to inform clinical treatment options and
others for surveillance purposes. However, some clinically relevant mutations
are also polymorphic (i.e. the nucleotide position has two or more variants
circulating at a high frequency in the population). Consequently, the inclusion of

polymorphic mutations (that also confer drug resistance) in definitions used for
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surveillance purposes will lead to an overestimation of the prevalence of drug
resistance mutations. Thirdly, the definitions have to be derived from the
sequences that are available. The majority of definitions have been derived
from subtype B viruses. Preliminary observations suggest that mutations that
cause drug resistance in subtype B viruses are also the main mutations that

cause drug resistance in non-B viruses (Kantor, Katzenstein et al. 2005).

There are at least five expert lists of HIV drug resistance definitions: ANRS drug
resistance interpretation algorithm; HIVdb drug resistance interpretation
algorithm (Rhee, Gonzales et al. 2003); IAS-USA Mutations Associated With
Drug Resistance (Johnson, Brun-Vezinet et al. 2008); Los Alamos National
Laboratories HIV Sequence database (Clark 2003) and the Rega Institute Drug
Resistance Interpretation Algorithm (Van Laethem, De Luca et al. 2002). Each
varies to the extent that they list polymorphic mutations and/or mutations that
are associated with reduced response to ARV. The complete list of mutations
associated with each of these lists can be found on the Surveillance Drug

Resistance  Mutation (SDRM) worksheet (http://hivdb.stanford.edu/cqi-

bin/AgMutPrev.cqgi accessed 20th August 2009).

In 2007, Shafer et al. defined a list of mutations suitable for epidemiological
studies (Shafer, Rhee et al. 2007). Mutations are included provided they meet
the following criteria: commonly recognized as causing or contributing to
resistance; non-polymorphic in untreated persons; applicable to all HIV
subtypes. However, the list does not include all clinically relevant mutations.

This list has recently been updated (Bennett, Camacho et al. 2009).
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2.5.3 Thesis methods and definitions

The list of mutations deemed appropriate for surveillance purposes were used
to define drug resistance mutations (Shafer, Rhee et al. 2007). These mutations

are described in Table 2.3.

Table 2.3: HIV drug resistance mutations suitable for use for surveillance purposes

Drug Drug resistance mutations for surveillance
class
Pl L241, D30N, V32I, M46l, 147A, 147V, G48V, 150V, I50L, F53L, 154V, I154L, 154M, I54A,

I54T, 154S, G73C, G73S, G73T, G73A, V82A, V82F, V82T, V82S, V82M, 184V, I84A,
184C, N88D, N88S, L90M

NRTI M41L, K65R, D67N, D67G, D67del, T69D, T69ins, K70R, L74V, V75A, V75M, V75T,
V75S, F77L, Y115F, F116Y, Q151M, M184V, M184l, L210W, T215Y, T215F, T215C,
T215D, T215E, T215S, T215I, T215V, K219Q, K219E, K219R

NNRTI | L100I, K101E, K103N, K103S, V106A, V106M, Y181C, Y181l, Y188L, Y188H,
Y188C, G190A, G190S, G190E, G190Q, P225H, M230L, P236L

Source: (Shafer, Rhee et al. 2007)

The drug resistance mutations were identified directly from the HIV pol
sequences. After identification of specific drug resistance mutations, the
nucleotide positions associated with drug resistance were deleted prior to

phylogenetic analysis to prevent bias from convergent evolution.

All patients with drug resistance mutations who were also recently HIV-infected
at diagnosis and/or drug naive were categorized as having TDR. All other
patients with drug resistance mutations were categorized into “acquired” or
“transmitted” drug resistance using relevant clinical and diagnostic data. Where
data were not available to categorize patients in this way, this is explicitly

stated.
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2.6.Conclusion

This chapter has described the principles of phylogenetic analysis. It also
summarized the laboratory and clinical data that can be linked to HIV pol
sequences for the phylogenetic reconstruction of transmission events. The
methods and limitations of obtaining, linking, analyzing and interpreting these
data sources have been described and thesis definitions, where applicable,

have been outlined.

In summary, a range of data sources are available that can be combined with
HIV pol sequences to interpret phylogenetic reconstructions of transmission
events. Combining data sources creatively has the potential to enhance our
understanding about different aspects of HIV transmission. Specifically, it can
help identify which groups are generating HIV transmission, the role of infection
stage, viral load and other risk factors, and the transmission of drug resistant
viruses. The availability of such datasets is likely to enhance the targeting of
public health interventions to reduce HIV transmission. However, two main
considerations are apparent: the likely biases resulting from accessing a
sequence-based dataset and the appropriateness of linking laboratory and
clinical data to interpret phylogenetic reconstructions of HIV transmission

events.
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3. Chapter Three: Four datasets

This chapter describes and compares the four data sets used in the thesis and

outlines the specific considerations in interpreting the data from each.
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3.1. Introduction

This thesis uses datasets derived from four populations: the Concerted Action
on Seroconversion to AIDS and Death in Europe (CASCADE) study; the
Unlinked Anonymous Survey of Sexually Transmitted Infection (STI) Clinic
Attendees (the UA STI survey); a population of men who have sex with men
(MSM) attending the Brighton HIV clinic; and a random selection of anonymised
HIV pol sequences taken from MSM attending clinics in Manchester and
London. The first two datasets were derived from subsets of established,
ongoing surveys. The third population was created for a phylogenetic study on
transmission potential of the recently HIV-infected in 2005 (Masquelier,
Bhaskaran et al. 2005; Pao, Fisher et al. 2005), but was updated and extended
for this thesis. The fourth is an extract taken from an established dataset. This
chapter aims to describe and compare the four datasets used in the thesis. It

also outlines the specific considerations in interpreting results from each source.

3.2. CASCADE

3.2.1 Background

Established in 1997, CASCADE is an international multi-centre study that
monitors events among over 17,000 HIV-infected individuals with well estimated
infection dates, throughout the course of their infection (Porter, Babiker et al.
2003). Its aims are to (CASCADE 2009):
1) “Estimate the survival expectations and assess changes over time;
2) Examine the characteristics of recently acquired HIV infection in the
population and changes over time;

3) Assess the impact of adverse drug reactions on survival, particularly if
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therapy is started close to seroconversion, and monitor changes in the
cause of death over time;

4) Examine any changes in the characteristics of the HIV virus over time;

5) Determine the impact of transmitted resistance, virus subtype, and host
genetic factors on response to therapy and clinical outcome;

6) Characterise the foci of recent HIV epidemics in Eastern Europe;

7) Characterise initial disease progression in new epidemic areas;

8) Examine the effect of co-infection on HIV disease and response to
therapy;

9) Develop new techniques to facilitate the co-ordination of HIV clinical

research across European cohorts."

There are 23 cohorts collaborating in CASCADE, taken from 15 European
countries, and Australia and Canada. HIV-infected patients are eligible for
inclusion provided they are over 15 years old and have a reliably estimated date
of infection. Patients are enrolled locally and nationally, and submitted to the
CASCADE database, which is maintained in the UK. Patients are typically
followed-up throughout the course of their infection. For this thesis, a subset of
data was provided comprising drug naive HIV-infected patients with accessible

HIV pol sequences.

3.2.2 Demographic and clinical data

Clinical and demographic data are collected locally, and submitted to the
CASCADE dataset. Clinical data available in the thesis included: exposure
category; estimated infection date; and diagnosis date. Demographic data
included: age; sex; and country of HIV diagnosis.
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3.2.3 Infection stage

For CASCADE, definitions of recently HIV-infected patient included: a) an HIV
positive test within three years of an HIV negative test; b) an antibody negative
test with polymerase chain reaction (PCR) positivity; or ¢) an evolving antibody
response (Masquelier, Bhaskaran et al. 2005). The estimated infection date was
taken as the midpoint between the diagnosis date and the last HIV negative test

date. For the laboratory marker, the date the sample was taken was used as a

proxy.

3.2.4 Sequences

In each participating cohort, the first plasma sample available after the
estimated infection date was taken for genotypic resistance testing. The
sequencing methodology has been described previously (Masquelier,
Bhaskaran et al. 2005). Participating centres were asked to provide pol
nucleotide sequence data (the entire protease (PR) gene and at least codons

41-236 of reverse transcriptase (RT)).

3.2.5 Ethics

Ethics approval for cohorts contributing to CASCADE is maintained according to

the respective national regulations in the countries concerned.

3.2.6 Dataset specifics

From data pooled in December 2004, 8993 patients from 10 European cohorts,
with a reliably estimated date of infection (ranging from 1989-2004) were
submitted to the CASCADE dataset. Of these, 677 had complete pol
sequences, and were from drug naive patients, taken fewer than 18 months

after the estimated date of infection.
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In order to ensure the definitions of recent infection were broadly consistent
between the three datasets, for the purposes of this thesis, the CASCADE
definition for recent infection using the date algorithm was modified. The date
of the last negative test and the date of the HIV positive test were available, so
it was possible to select a sub-sample for which the interval between the two
dates was shorter. Unless stated otherwise in this thesis, patients were defined
as being recently infected provided they had an HIV positive test within 90 days
of an HIV negative test. Using this definition, the sample size was reduced from
677 patients defined as seroconverters using the CASCADE definition to 165
patients with recent infection. Thirty four sequences were anti-HIV negative, but
PCR positive, and 131 had fewer than 90 days between their HIV positive test

date and their last HIV negative test date.

3.3.Unlinked Anonymous Survey of STI clinic attendees

3.3.1 Background

The UA survey (Catchpole, McGarrigle et al. 2000) is part of a family of surveys
that make up the Unlinked Anonymous Prevalence Monitoring Programme
(Nicoll, Gill et al. 2000). This programme measures the prevalence of HIV using
samples left-over from tests undertaken for clinical purposes in accessible
population groups. The residual samples are unlinked and anonymised from
any patient identifiers before HIV testing. It is impossible to link back an HIV

test result to the patient from whom the sample was derived.

Specifically, the UA STI survey has been continuing from 1989 (Gill, Adler et al.

1989) and measures the prevalence of HIV infection (including undiagnosed
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HIV infection) among attendees at sentinel STI clinics. It also monitors the
uptake of voluntary confidential HIV testing (VCT) in this population (Brown,

Tomkins et al. 2006).

Sentinel clinics participate in the survey in England, Wales and Northern
Ireland. In each clinic, all attendees undergoing a blood test for syphilis are
included in the survey. Patients can be included in the survey up to four times
per year, but only once during each calendar quarter. Blood left over from
syphilis testing is irreversibly unlinked from patient identifiers and anonymously
anti-HIV tested. Limited demographic and clinical data are retained with the

sample to assist with interpretation.

Demographic and clinical data
Clinical data consisted of: STI diagnosis; known HIV positive; and VCT
received. Demographic data consist of: age-group; world region of birth; year

and quarter of attendance.

Using clinical data, patients are categorized by diagnosis status. Samples from
patients found to be anti-HIV positive through UA testing are categorized as
“previously diagnosed” (diagnosed before the clinic attendance) or “previously
undiagnosed”. Samples from “previously undiagnosed” patients are further
subdivided into “newly diagnosed” (diagnosed during the clinic attendance) and

“‘undiagnosed” (left clinic attendance unaware of their HIV infection).

92



Alison Brown — Chapter Three

3.3.2 Infection stage

Since 1995, samples from MSM found to be HIV-infected with an undiagnosed
or newly diagnosed HIV infection have undergone further laboratory testing with
the Serological Testing Algorithm for Recent HIV Seroconversion (STARHS)
(Janssen, Satten et al. 1998). This has been conducted to provide an annual
measure of incidence among this population (Murphy, Parry et al. 2001;

Murphy, Charlett et al. 2004).

3.3.3 Sequences

A subset of samples obtained during 1999-2002 from MSM ascertained as
recently HIV-infected through STARHS were genotyped for the pol gene for a
study on transmitted drug resistance (unpublished). The PR region of pol was

sequenced, along with the first 230 codons of RT (Tatt, Barlow et al. 2004).

3.3.4 Anonymisation

The anonymous nature of the UA techniqgue means no patient identifiers are

retained with the sample or the sequence.

3.3.5 Ethics

The UA survey has had ethical approval since its inception in 1989 and is

compliant with the Human Tissue Act (2004).

3.3.6 Dataset specifics

A flow diagram showing how data were obtained for this thesis is given in
Figure 3.1. While the UA survey has been continuing since 1989, only the
years for which sequences are available (1999-2002) are included in this thesis.

Between 1999 and 2002, 28530 MSM attending the sentinel STI clinics were
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included in the UA survey (Figure 3.1). Of these, 3692 were found to be HIV

positive, of whom 1072 had a previously undiagnosed HIV infection (newly

diagnosed or undiagnosed HIV infection). Among this group, 21% (229) were

found to have been recently-infected through STARHS. Complete PR and RT

sequences were obtained for 127 recently HIV-infected patients (samples from

the remaining 102 could not be amplified).

Figure 3.1: Flow diagram showing collation of UA STI survey data
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3.4.Brighton

3.4.1 Background

Between 2000-2007, the Brighton HIV/STI clinic managed over 90% of the local
diagnosed HIV-infected population (personal communication, SOPHID, HPA).
The population of clinic attendees therefore represents a relatively

comprehensive insight in to a local sexual network.

Since 2000, samples from MSM newly diagnosed with HIV have been referred
to be tested for recent infection and sequence-based antiretroviral therapy
(ARV) resistance testing. This has enabled the creation of a large pol sequence
database linkable to information on patient infection stage. This data set was
created for a study of the transmission among the recently infected population
in 2005 (Pao, Fisher et al. 2005). For this thesis, the database was updated to
also include patients attending between 2004-6 and clinical data extended to

include plasma viral load and CD4 counts.

3.4.2 Demographic and clinical data

Clinical data were obtained through clinic case notes and electronic patient
records. The fields included: evidence of an STI; plasma viral load; CD4 counts;
treatment; drug resistance mutations; date of diagnosis. Demographic data

collected included: age-group; ethnicity; world region of birth.

Brighton HIV/STI clinic is a collaborator of the UK Collaborative HIV Cohort
Study (UK CHIC) (UK-CHIC 2004). This is a UK research programme that

follows up clinical details of HIV-infected individuals attending key HIV clinics
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over the course of their infection. Clinical details for each diagnosed HIV-
infected patient attending Brighton HIV/STI clinic are submitted to UK CHIC
annually. Consequently, clinical details were available through linkage to UK
CHIC for the vast majority of the HIV-infected attendees at diagnosis and
subsequent attendances. This allowed the creation of a longitudinal database
capable of following up HIV diagnosed MSM attending the clinic, throughout the
study period. Data were updated for patients for each calendar quarter

following diagnosis (Figure 3.2).

3.4.3 Infection stage

All patients newly diagnosed with HIV since 2000 were referred for laboratory
testing: p24 antigen; western blot; and STARHS. STARHS testing was
performed using the bioMerieux Vironostika HIV assay as previously described
(Pao, Fisher et al. 2005). From clinic notes, HIV testing history was available:
patients with 183 days or fewer between their last HIV negative test date and
their HIV positive test date could therefore be identified. The precise method for
estimating infection dates for each patient from whom a sample was obtained is

detailed in section 6.2.1.

3.4.4 Sequences

Brighton HIV/STI clinic collaborates with and submits HIV pol sequence data to
UK HIV drug resistance database (MRC-Resistance-Database 2009). This
national database collates HIV pol sequence data annually to estimate the
prevalence of drug resistant viruses within untreated patients, and describes the
pattern of drug resistance among treated patients. Sequences submitted to the

MRC HIV drug resistance database from patients who attended Brighton clinic
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between 2000-2006 were extracted for this study. Patients for whom complete
sequences were initially unavailable were actively followed up for sequences
from the laboratory where the sequence was originally obtained. Where no
sequence was available, stored RNA samples taken from the patients around
diagnosis were sent to collaborating laboratories for HIV pol sequencing.
Where no stored RNA sample was available, for the purposes of this study,
fresh samples were collected, with patient consent, during routine clinical

consultation and sent to collaborating laboratories for sequencing.

For each patient, details were available on the timing of treatment history in
relation to the date that the sample was taken for drug resistance testing.
Patients with viruses resistant to ARV therefore could be categorized as having

acquired or transmitted drug resistance.

3.4.5 Anonymisation

Patient identifiers were used initially to link clinical records from Brighton
HIV/STI clinic to longitudinal clinical and demographic data from UK CHIC study
and to sequences stored at the UK HIV drug resistance database. The patient
identifiers were then removed and replaced with anonymous ID labels by a third

party prior to phylogenetic analysis.

3.4.6 Ethics

The project obtained LREC approval in November 2006 (06/Q1907/93).
Patients from whom a fresh DNA sample was sought for the study had written

consent obtained. The leaflet and consent letter are given in appendix B.
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Figure 3.2: Flow diagram showing collation of Brighton data
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3.4.7 Data set specifics

Between 2000 and 2006 1144 HIV-infected patients attended Brighton HIV/STI
clinics with clinical and demographic data available. Complete sequences were
linkable to 859 of the 1144 HIV-infected patients. Of these, 431 were newly

diagnosed during the study period.

In total 159 of 859 HIV-infected patients linkable to sequences were found to be
recently infected. Of these 21, were found to be recently infected through p24
antigen, three through western blot, 119 through STARHS and 16 through the

date algorithm.

For each patient, data were also available on treatment history, viral loads, CD4
count and any AIDS defining illnesses. These data were updated for each
quarter, for each patient, following diagnosis. Where data were not available for
a specific quarter, data from the previous quarter were carried forward. Where
a patient did not attend for 12 consecutive months, they were considered lost to

follow-up and excluded from subsequent calendar quarters.

3.5.HIV sequences from MSM diagnosed in London and Manchester

An extract of 500 pol subtype B sequences from MSM diagnosed at a London
and 500 from a Manchester clinic were selected at random from an existing
dataset (Lewis, Hughes et al. 2008). This dataset has London Multicentre
Research Ethics Committee approval (MREC/01/2/10). These data were
selected to explore the consistency of the phylogenetic approach in chapter

four. Consequently, no additional data were linked to the sequences.
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3.6.Comparison of the datasets

The key characteristics of the datasets are summarized in Table 3.1. This
section compares the attributes of the first three datasets: CASCADE; UA STI
survey; and Brighton only. The fourth dataset is not included because no

additional data were linked to the sequences.

While the three datasets are each comprised of HIV-infected patients linkable to
infection stage information and pol sequences, there are considerable

differences between them.

3.6.1 Geographical coverage

Each dataset has a different level of geographical coverage: European
(CASCADE); national (UA STI); and local (Brighton). In terms of phylogenetic
analyses, this may mean there is a higher probability of identifying possible
transmission events in the Brighton dataset, since there is a greater chance that
patients from the same sexual networks will be included within the population
sample.  Consequently, comparing the number of transmission events

reconstructed between sequences within each dataset will not be meaningful.
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Table 3.1: Key characteristics of the four datasets

Data Geographical Number of pol Years Sample Additional data Method use to Estimation of
source coverage sequences sampled characteristics ascertain recent infection date
infection
CASCADE 11 European 677 or 165* 1989-2004 Exclusively Risk group, age- P24 antigen, Midpoint of HIV
cohorts. recently HIV- group, country western blot and | negative and positive
infected. Mainly interval of <90 test is used. For
MSM/IDUs. days between laboratory evidence,
last negative test | sample date is taken.
and HIV
diagnosis.
UA survey 15 clinics in 127 1999-2002 Exclusively Undiagnosed or STARHS Quarter of
England Wales recently HIV- newly diagnosed. attendance is taken
and Northern infected MSM. A VCT uptake. STI as a proxy.
Ireland. proportion are diagnosis, age-
undiagnosed group, attendance
quarter, world
region of birth.
Brighton One local 859 2000-2006 | Both recently and Infection stage, P24 antigen, See section 6.2.1
HIV/STI HIV/STI clinic. chronically HIV- STI, age-group, western blot,
clinic infected MSM WRB, diagnosis STARHS and
attending quarter, treatment interval of <90
Brighton HIV/STI history. days between
clinic last negative test
and HIV
diagnosis.
Randomly MSM 500 from N/A Subtype B and None. N/A N/A
selected diagnosed in London and from MSM
sequences clinics in 500 from
London Manchester.
/Manchester.

* depending on the definition of recent HIV infection used (see section 3.2.6).
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3.6.2 Demographic data

The datasets have different demographic variables available. All three datasets
included age-group and exposure group. While CASCADE includes data on
country of diagnosis, it does not contain data on world region of birth or
ethnicity. The UA survey and the Brighton data set contain data on world region

of birth, with the Brighton dataset also containing data on ethnicity.

3.6.3 Clinical data

The level of clinical data available also varies between the datasets. Only the
diagnosis date and exposure group is available for CASCADE (all patients are
treatment naive). The UA survey and Brighton both contain data on diagnosis
date, and STI diagnosis. The UA survey is likely to be more comprehensive in
terms of the STI data since the majority of patients are likely to be screened for
an STI. For Brighton, only evidence of an STI diagnosis is available, since
patients may not be screened at every attendance. The UA survey is able to
categorize HIV-infected patients into the undiagnosed and the newly diagnosed.

It also contains information on which patients received VCT.

The Brighton data set contains comprehensive data for markers of disease
progression and treatment (plasma viral load, CD4 count, AIDS defining
illnesses, and treatment (treatment native, treated and treatment interruption)).
Additionally, unlike the UA survey and CASCADE, these variables are updated

for each patient, by calendar quarter throughout the study period.
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3.6.4 Infection stage

The methods used to ascertain recent infection vary between the three
datasets, and are shown in Table 3.1. Since each method for ascertaining
recent infection is different, comparing “recently HIV-infected patients” between

data sets may not be entirely valid.

The UA survey is the only study for which the marker used to identify recent
infection is consistent within the dataset. Both CASCADE and Brighton use a
mixture of techniques to identify recent infection. This has implications for the
accuracy and consistency of ascertaining “infection dates” for individuals within
datasets, and the extent to which overall comparisons can be made both

between and within studies.

3.6.5 Sequences

The number of sequences available for each data set varies (Table 3.1). In
order that phylogenetic analysis is not biased by convergent evolution, it is
important that the sequences are taken from the drug naive. For CASCADE,
only sequences from the drug naive were provided. For the UA survey, only
samples from patients who were undiagnosed, or newly diagnosed were
included — consequently all sequences should be from the treatment naive.
However, there is a possibility that patients with a diagnosed HIV infection may
have attended one of the participating clinics for STI screening, and not
revealed their HIV status. For Brighton data, information was available on the
date the sequence was obtained, and the date the patient initiated treatment. It

is therefore possible to verify which sequences are from the treatment naive.
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Since sequences are not available for every patient, it is important to consider
whether patients with complete pol sequences differ in any substantial way to
patients for whom no HIV sequence data are available (Table 3.2). For the UA
STI survey, the demographic make up between the 127 recently HIV-infected
MSM with HIV pol sequences and the 1072 previously undiagnosed HIV-
infected MSM without HIV pol sequences were similar: the median age-group
for both groups was 25-34 years and the proportion of non-UK born MSM was

40% (51) and 38% (407) respectively.

Table 3.2: Differences between HIV-infected patients with and without HIV pol sequences,

UA survey and Brighton

Attributes UA survey (previously Brighton
undiaghosed)
Sequence Sequence not Sequence Sequence not
available available available available
N= 127 (%) N= 1072 (%) N= 859 (%) N= 285 (%)
Median age/age-group 25.34 25.34 38 39
Non-UK born/non UK 51 (40.2) 407 (38.0) 239 (27.8) 76 (26.7)
national
London clinic 109 (87.2) 836 (78.0) - -
STI 47 (27.6) 501 (36.3%) 66 (7.6%) 13 (4.6)
Proportion
undiagnosed 70 (55.2) 639 (59.7) - -
Recently HIV-infected - - 159 (18.5) 30 (10.5)
Median plasma viral i i 41,180 11,425
load copies/mL
Median CsD4 count i i 392 204
(cells/mm®)

For the Brighton data, the demographic attributes between the MSM at
diagnosis with (n=859) and without (n=285) HIV pol sequences were also
similar: for instance median age was 38 vs. 39 respectively. However, the
clinical markers at diagnosis varied between the two groups. A higher
proportion of MSM with HIV pol sequences had an STI (7.6%) and a higher

average plasma viral load at diagnosis (41,180 copies/mL). The equivalent
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figures for MSM without HIV pol sequences were 4.5% and 11,425 copies/mL.
The elevated plasma viral load at diagnosis is likely to reflect the higher
proportion of this population who were recently HIV-infected at diagnosis:
18.5% vs. 10.5% among MSM with and without HIV pol sequences respectively.
This is because the proportion of patients with a recent infection at diagnosis
increased between 2000-2006 (section 6.3.4); a time when the proportion of
newly diagnosed MSM who had samples taken for HIV drug resistance testing

also increased.

3.7.Conclusion

Four data sources are used in this thesis. Of these, three contain clinical and
demographic data linkable to HIV pol sequences and are either entirely
constituted from individuals with “recent infection” or have data on infection
stage. Despite the similarities, substantial differences remain in relation to
geographic distribution, the number of sequences and the availability of data.
The fourth dataset contains no other data than subtype B pol sequences. The
specific attributes of each dataset require consideration during study design and

interpretation, and when making comparisons within and between datasets.
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4. Chapter Four: The consistency of phylogenetic

reconstructions of HIV transmission events.

This chapter assesses the accuracy of HIV transmission reconstructions in
relation to their consistency. It uses two anonymous datasets of pol sequences
from men who have sex with men, one from London and the other from
Manchester. For each data set an initial phylogenetic reconstruction was
undertaken, and the number of possible transmission events recorded. The
phylogenetic reconstruction was repeated for each dataset with the sample size
and evolutionary models used to construct the tree varied. In each instance,
the number of initial transmission events retained, and novel transmission

events created, were identified and described.
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4.1. Introduction

The assumption that phylogenetic reconstructions of HIV transmission events
are accurate is critical to this thesis and the increasing number of phylogenetic
analyses of HIV pol sequences conducted for public health purposes (Pao,
Fisher et al. 2005; Brenner, Roger et al. 2007; Lewis, Hughes et al. 2008). The
suitability of phylogenetics for public health purposes has not been investigated

thoroughly, and inaccurate reconstructions have been reported (section 1.6.1).

It is not possible to verify the transmission events identified through
phylogenetic reconstructions through linkage to sexual histories on a large
scale. However, it is possible to perform sensitivity analyses to assess the
consistency of the phylogenetic approach. This chapter takes HIV pol
sequences from two population samples: MSM diagnosed in London and in
Manchester. It assesses the consistency of the phylogenetic clusters formed
within each dataset and describes how clusters change under varied sample

sizes and models of evolution.

4.2 Method

This chapter used two anonymised datasets: HIV pol sequences taken from
500 MSM diagnosed with HIV in London, and 500 MSM diagnosed with HIV in
Manchester (section 3.5). Whilst the specific sequence sources are not known,
the datasets were derived from the data utilized in Lewis et al. (Lewis, Hughes
et al. 2008). Drug resistance mutation sites (Shafer, Rhee et al. 2007) were
deleted prior to reconstruction. Initial phylogenetic trees were constructed for

both the London and Manchester datasets using a neighbour joining tree with
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gamma rate heterogeneity set at 0.5 and 500 replicates of bootstrapping. The
two sequence alignments were each run through ModelTest to ascertain the

sample heterogeneity.

Using the initial neighbour joining trees, possible transmission events were
identified and categorised as robust, medium or weak. The definitions were as
follows - two or more sequences that share a common node and:

e Robust: bootstrap support of =>99% and an average genetic distance of
<0.015 nucleotide substitutions per site (this is the definition used
throughout the thesis — section 2.2.11);

e Medium: bootstrap support of >95% and <99% and a genetic distance of
>0.015 and <0.03 nucleotide substitutions per site;

e Weak: bootstrap support of >90% and <95% and a genetic distance of
<0.05 and >0.03 nucleotide substitutions per site.

Where the bootstrap and genetic distance value would have placed the cluster
into different categories (e.g. a bootstrap support of 97% and a genetic distance
of 0.014), the "weaker’” marker was used to categorise the cluster (e.g. in the

example above, the cluster would be categorised as “medium”).

Phylogenetic reconstruction was repeated with each of the two datasets, each
time varying the sample size or evolutionary models applied. The number of
original transmission events identified in the initial tree was noted, and in each
subsequent reconstruction, the number of original transmission events that
were maintained in the subsequent analyses, and any novel transmission

events added, were recorded.
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The variations were as follows (see Figure 4.1):

Analysis A: Number of sequences included in each population sample
reduced by a fifth at random (sequence labels were sorted numerically,
and every fifth sequence deleted);

Analysis B: Number of sequences included in each population reduced
by half at random (sequence labels were sorted numerically and every
other sequence was deleted);

Analysis C: Number of sequences included in each population sample
reduced non randomly (one sequence from each initial robust cluster
deleted);

Analysis D: Number of sequences included in each dataset reduced non
randomly (half of the initial sequences that did not form a robust cluster
deleted);

Analysis E: Neighbour joining tree constructed under different models of
evolution: General time reversible model (GTR); Jukes Cantor
(JC)(Jukes 1969); Kimuras 2 parameter (K2P)(Kimura 1980); Felsenstein
(F81)(Felsenstein  1981), and Hasegawa Kishino and Yano
(HKY85)(Hasegawa, Kishino et al. 1985);

Analysis F: Combining the sequences from Manchester and London.

The sample sizes were reduced in order to replicate the effect of partial

representation of an HIV-infected population on phylogenetic reconstructions of

transmission events within a population.  The initial tree was used as a proxy

for the entirety of sequences circulating in the population, and the reductions in

sample size undertaken to mimic the effect of sampling within this population.
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The random reduction was used to mimic the effect of random sampling. The

non-random reduction (i.e. deleting one sequence from each cluster) was used

to assess the potential effect of not including sequences that were part of actual

transmission chains (i.e. when robust clusters are disrupted by the deletion of

one sequence, does the remaining sequence “erroneously cluster” with another

sequence?). The non-clustering sequences were deleted to see if the formation

of the “true clusters” were dependent on the presence of other sequences in the

sample, or whether the transmission events were absolute.

Figure 4.1: Flow diagram outlining phylogenetic analyses undertaken in chapter four
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4.3. Results

4.3.1 Initial trees

London

An initial neighbour joining tree was constructed using the London dataset and
subsequently run through ModelTest (Figure 4.2). ModelTest calculated a
London kappa score 7.57 and gamma shape 0.76. Out of the 500 London
sequences, 50 sequences formed 23 robust clusters (humbered L1-23), (Figure
4.2). Twenty clusters consisted of sequence pairs, two of sequence triplets
(L14 and L18) and one cluster made from four sequences (L12). The clusters

are summarised in Table 4.1.

The criteria were relaxed to identify clusters that formed under the definition of a
medium cluster (>95% and <99% bootstrap, and <0.03 and >0.015 nucleotide
substitutions per site). This resulted in an additional five clusters (numbered
L24-7 and L35). Three consisted of sequence pairs (L25, L26 and L35) and

one triplet (L24) and one comprised eight sequences (L27).

Under the definition of a weak cluster (>90% and <95% bootstrap and between
0.05-0.3, nucleotide substitutions per site) an additional four clusters were
added (numbered L28-L31). Three clusters consisting of sequence pairs (L28,

L29 and L31), and one cluster consisting of five sequences (L30).
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Table 4.1: Robust, medium and weak clusters ascertained through phylogenetic

reconstruction, London

Cluster type Cluster ID

Number of sequences per cluster

Robust clusters L1
L2
L3
L4
L5
L6
L7
L8
L9
L10
L11
L12
L13
L14
L15
L16
L17
L18
L19
L20
L21
L22
L23
Total = 23

2

NNDNNNWOWNNNWONBEDNNNNDNNNDNDNDDNDDN

=
I

a1
o

Tot.

Medium clusters L24
L25
L26
L35
L27
Total=5

ONDNDNW

Total=17

Weaker clusters L28
L29
L30
L31

Total=4

2

2

5

2
Total=11
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Figure 4.2: Phylogenetic reconstruction of HIV transmission events, initial tree, London
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Figure 4.3: Phylogenetic reconstruction of HIV transmission events:

Manchester
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Table 4.2: Robust, medium and weak clusters ascertained through phylogenetic

reconstruction, Manchester

Cluster type Cluster ID

Number of sequences per cluster

Robust M1
M2
M3
M4
M5
M6
M7
M8
M9
M10
M11
M12
Total=12

2

NNDNDNNNNDNNDNDDN

Tot

R
11
()
N

Medium M13
M14
M15
M16
M17
M18
M19
M20
Total=8

NNDNNDNNDNDN

Total=21

Weak M21
M22
M23
M24
Total=4

Manchester

An initial neighbour joining tree was constructed for the Manchester dataset and

run through ModelTest.

be 7.18 and the gamma shape to be 0.35.

ModelTest calculated the Manchester kappa score to

Out of the 500 Manchester

sequences, 24 sequences formed 12 robust clusters (numbered M1-M12)

Figure 4.3. They all consisted of sequence pairs and are summarised in Table

4.2.
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Under the definition of medium clusters, eight clusters were apparent (M13-
M20). Seven clusters consisted of sequence pairs and one consisted of seven
sequences (Cluster M17). Under the weak cluster definition a further four
clusters were added (clusters M21-24). Cluster M22 comprised three

sequences, with the remainder of clusters consisting of sequence pairs.

4.3.2 Reducing sample sizes

An overall summary of results from analyses A-F is presented in Table 4.3.

London

Analysis A

The number of sequences within the dataset was reduced by a fifth at random.
Overall, 100 sequences were deleted, seven of which had been part of robust
clusters in the initial tree (clusters L11, L12, L13, L15, L16, L20, and 21) (Table
4.4). Of the 400 remaining sequences, 30 formed 15 robust clusters, 14 of
which were identical to the original tree (Table 4.4). Excluding the 7/23 robust
clusters that were affected by the deletion, 87.5% (14/16) of the robust clusters

found in the initial tree were also found in the analysis A (Table 4.3).

Clusters L1 and L18, robust clusters in the initial tree appeared as medium
clusters in analysis A. Cluster 32 appeared as a novel robust cluster (i.e. it

did not appear as a robust, medium or weak cluster in the initial analysis).

Analysis B
The number of sequences within the dataset was then randomly reduced further

so that half of the original 500 sequences were deleted. A further 150
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sequences were deleted, so that 13 of the robust clusters in the initial tree had a
sequence within that cluster, deleted. Overall, of the 250 sequences deleted,
22 had formed 14 robust clusters in the initial tree (clusters L2, L5, L6, L8, L11,
L12, L13, L15, L16, L19, L20, L21, L22, and L23) (Table 4.4). While one
sequence making up cluster 18 was deleted, the initial robust cluster contained
three sequences in the initial tree, consequently two of the original sequences

remained.

Of the remaining 250 sequences, nine robust clusters were identified,
comprised of eighteen sequence pairs. Of these, eight were identical to robust
clusters found in the initial tree (clusters L3, L4, L7, L9, L10, L14, L17, and L18).
Excluding 14/23 robust clusters affected by the deletions, 88.9% (8/9) of the

robust clusters found in the initial tree were also found in analysis B (Table 4.3).

Robust cluster L32 was novel, but also had appeared in analysis A. One
robust cluster present in the initial tree (L1) was apparent as a medium cluster
in analysis B. L18, appeared as a robust cluster in this analysis, but was a

medium cluster in analysis A.

Analysis C

One sequence from each of the initial clusters was deleted. In total, 24
sequences were deleted, one from each robust cluster, leaving 476 sequences
remaining. Of the remaining 476 sequences, four robust clusters were formed,
comprising 13 sequences (Table 4.4). Excluding 21/23 robust clusters affected

by the deletions, 100% (2/2) of the robust clusters found in the initial tree were
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also found in analysis C (Table 4.3) — clusters L12 and L18. Both of these
clusters had more than two sequences within the cluster in the initial tree, and
the remaining sequences had clustered. Cluster L27, a robust cluster in
analysis C, was a medium cluster in the initial analysis. Cluster L33 was a

novel robust cluster in analysis C.

Analysis D

Half of the sequences that did not form a cluster in the initial tree were deleted.
In total 214 sequences were deleted, leaving 286 sequences. Twenty three
robust clusters were found in this analysis. No robust clusters in the initial
analysis were affected by deletions and 91% (21/23) of the robust clusters

found in the initial tree was also found in analysis D (Table 4.3).

The remaining two robust clusters (L28 and L29) in analysis D were found as a
weak and a medium cluster in the initial tree respectively.  The two robust
clusters in the initial tree not found in analysis D were L1 and L11. For analyses
A-D L1 had not been present as a robust cluster, and L11 had been affected by
deletions in analyses A-C. In all instances, where a sequence had been
deleted that had been part of a robust cluster in the initial analysis, the
remaining sequence did not form a cluster (robust, medium or weak) with any

other sequence in subsequent analyses.

Manchester

Analysis A

The Manchester dataset was reduced by a fifth at random. Overall, 100
seguences were deleted, including seven sequences that had originally formed
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a robust cluster in the initial tree (clusters M2, M3, M5, M6, M7, M8, and M12).
Of the 400 remaining sequences, ten formed five robust clusters, four of which
were identical to the initial tree (Table 4.5). Excluding the 7/12 robust clusters
that were affected by the deletion, 80% (4/5) of the robust clusters found in the
initial tree were also found in analysis A. Cluster M9, a robust cluster in the
initial reconstruction did not appear as a robust cluster in the present analysis.

Robust cluster M25 appeared as a novel cluster in this analysis (Table 7.4).

Analysis B

The number of sequences within the dataset was then randomly reduced further
so that half of the original sample was deleted. In total 250 sequences were
deleted, of which ten had formed a robust cluster in the initial tree (clusters M2-
8, 10-12). Of the remaining 250 sequences, three robust clusters were
retained, both consisting of sequence pairs. Excluding the 10/12 robust clusters
that were affected by the deletion, 100% (2/2) of the robust clusters found in the
initial tree were also found in the analysis B (Table 4.3).  One novel robust

cluster was formed (cluster M25); the same cluster that appeared in analysis A.

Analysis C
One sequence from each of the initial robust clusters was deleted. In total 27
sequences were deleted, one from each cluster, leaving 473 sequences.  Of

the remaining 473 sequences, no robust cluster was formed.
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Table 4.3: Overall consistency of robust clusters between analyses A-F, London and Manchester

Number of robust Number of robust clusters that Number of
clusters in each Proportion consistent appeared as medium/weak in initial novel
London analysis with initial tree x%(n/N)* tree clusters

Initial tree 23 - - -

Analysis A 15 87.5% (14/16) 0 1

Analysis B 9 88.9%(8/9) 0 1

Analysis C 4 100% (2/2) 1 1

Analysis D 23 91% (21/23) 2 0
Analysis E

JC 23 95.7% (22/23) 0 1

K2P 23 95.7% (22/23) 0 1

F81 24 95.7% (22/23) 1 1

HKY85 21 87.0% (20/23) 0 1

Manchester

Initial tree 12 - - -

Analysis A 5 80% (4/5) 0 1

Analysis B 3 100% (2/2) 0 1

Analysis C 0 N/A 0 0

Analysis D 13 100% (12/12) 1 0
Analysis E

JC 12 91.7% (11/12) 1 0

K2P 11 83.3% (10/12) 1 0

F81 12 100% (12/12) 0 0

HKY85 13 91.7% (11/12) 2 0

Analysis F** 21 45.7% (16/35) 2 3

*Where n= number of robust clusters present in initial tree and in present analysis and N= total number of robust clusters in initial

analysis. For analyses A-D, the denominator excludes the clusters that were disrupted by deletions.

** Both Manchester and London datasets combined. Total number of robust clusters in initial tree derived by adding London and

Manchester robust clusters together.
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Table 4.4: Stability of robust clusters under varying samples sizes, London

Random
deletions Non random deletions
Analysis A Analysis B Analysis C Analysis D
Fifth deleted Half One sequence form Half of non-clustering

Robust deleted each initial cluster sequences deleted
clusters deleted

L1 No No N/A No
L2 Yes N/A N/A Yes
L3 Yes Yes N/A Yes
L4 Yes Yes N/A Yes
L5 Yes N/A N/A Yes
L6 Yes N/A N/A Yes
L7 Yes Yes N/A Yes
L8 Yes N/A N/A Yes
L9 Yes Yes N/A Yes
L10 Yes Yes N/A Yes
L11 N/A N/A N/A No
L12 N/A N/A Yes Yes
L13 N/A N/A N/A Yes
L14 Yes Yes N/A Yes
L15 N/A N/A N/A Yes
L16 N/A N/A N/A Yes
L17 Yes Yes N/A Yes
L18 No Yes Yes Yes
L19 Yes N/A N/A Yes
L20 N/A N/A N/A Yes
L21 N/A N/A N/A Yes
L22 Yes N/A N/A Yes
L23 Yes N/A N/A Yes
L27* N/A N/A Yes No
L28* N/A N/A N/A Yes
L29* N/A N/A N/A Yes
L32* Yes Yes No No
L33* No No Yes No

N/A=sequences that constitute original clusters not available in present reconstruction

*Clusters present as robust clusters in analyses A-D were not present as robust clusters in initial
tree, cluster L27 was present as a medium cluster, L28 and L29 were weaker clusters and clusters
L32-3 are novel clusters
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Table 4.5: Stability of robust clusters under varying samples sizes, Manchester

Random deletions Non random deletions
Analysis A Analysis B Analysis C Analysis D
Fifth deleted Half deleted One sequence from each initial cluster Half of non-clustering sequences
deleted deleted

Robust clusters
M1 Yes N/A N/A Yes
M2 N/A N/A N/A Yes
M3 N/A N/A N/A Yes
M4 Yes N/A N/A Yes
M5 N/A N/A N/A Yes
M6 N/A N/A N/A Yes
M7 N/A N/A N/A Yes
M8 N/A N/A N/A Yes
M9 No Yes N/A Yes
M10 Yes N/A N/A Yes
M11 Yes Yes N/A Yes
M12 N/A N/A N/A Yes
M17* No No No Yes
M25* Yes Yes No No

Notes:
N/A=sequences that constitute original cluster not available in present reconstruction.

*Clusters present as robust clusters in analyses A-D were not present as robust clusters in initial tree, cluster M17 was present as a medium
cluster, and M25 appeared as a novel cluster in this reconstruction.
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Analysis D

Half of the sequences that did not form a cluster in the initial tree were deleted.
In total 223 sequences were deleted, leaving 277 sequences. With this
dataset, 13 robust clusters were formed (clusters M1-12, and M17) from 27
sequences. No robust clusters in the initial tree were affected by the deletions
of analysis D, with 100% (12/12) robust clusters in the initial tree also found in
analysis D. The robust cluster M17, which was comprised of seven sequences,

was identified as a medium cluster in the initial tree.

In all instances, where a sequence had been deleted that had been part of a
robust cluster in the initial analysis, the remaining sequence did not form any

other cluster (robust, medium or weak) in subsequent analyses.

4.3.3 Models of evolution

London — analysis E

Neighbour joining trees were constructed under four different models of

evolution: JC; K2P; F81; and HKY85, for the London datasets (Table 4.6).

For the JC and K2P models gave similar results. All of the robust clusters in the
initial tree were retained with the exception of cluster L1 — 95.7% (22/23).
Cluster L34 appeared as a new robust cluster in the present reconstruction; this
cluster was not apparent as a robust, medium or weak cluster in the initial

analysis or analyses A-D.
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Table 4.6: Stability of robust clusters under different models of evolution, London.

Cluster JC K2P F81 HKY85
L1 No No No No
L2 Yes Yes Yes Yes
L3 Yes Yes Yes Yes
L4 Yes Yes Yes Yes
L5 Yes Yes Yes Yes
L6 Yes Yes Yes Yes
L7 Yes Yes Yes Yes
L8 Yes Yes Yes Yes
L9 Yes Yes Yes Yes
L10 Yes Yes Yes Yes
L11 Yes Yes Yes Yes
L12 Yes Yes Yes Yes
L13 Yes Yes Yes Yes
L14 Yes Yes Yes Yes
L15 Yes Yes Yes Yes
L16 Yes Yes Yes No
L17 Yes Yes Yes Yes
L18 Yes Yes Yes Yes
L19 Yes Yes Yes Yes
L20 Yes Yes Yes Yes
L21 Yes Yes Yes Yes
L22 Yes Yes Yes No
L23 Yes Yes Yes Yes
L34* Yes Yes Yes Yes
L35* No No Yes No

*Clusters present as robust clusters in analysis E were not present as
robust clusters in initial tree, M35 was a medium cluster in the initial
analysis and M34 appeared as a novel cluster in this reconstruction.

Under the F81 model, the same observations were found as with the JC and
K2P model giving a consistency of 95.7% (22/23) — Table 4.3. However,
cluster L35, a medium cluster found in the initial tree, was found as a robust
cluster in the present reconstruction. Under the HKY85 reconstruction, robust
clusters L1, 16 and 22 found in the initial tree were not present in the current
reconstruction giving a consistency of 87.0% (20/23). As with the JC, KP2 and

F81 models, the novel, but robust cluster L34 appeared.
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Manchester — analysis E

Neighbour joining trees were constructed under four different models of

evolution: JC; K2P; F81; and HKY85 for the Manchester dataset (Table 4.7).

Table 4.7: Stability of robust clusters under different models of evolution, Manchester.

Cluster JC K2P F81 HKY85
M1 Yes Yes Yes Yes
M2 Yes Yes Yes Yes
M3 Yes Yes Yes Yes
M4 Yes No Yes No
M5 No No Yes Yes
M6 Yes Yes Yes Yes
M7 Yes Yes Yes No
M8 Yes Yes Yes Yes
M9 Yes Yes Yes Yes
M10 Yes Yes Yes Yes
M1l Yes Yes Yes Yes
M12 Yes Yes Yes Yes
M18* Yes Yes No Yes
M20* No No No Yes

*Clusters present as robust clusters in analysis E were not present
as robust clusters in initial tree, clusters 18 and 20 were present as
medium clusters in the initial tree.

Under the JC model, all of the robust clusters in the initial tree were present,
with the exception of cluster M5 — this gave a consistency of 91.7% (11/12) —
Table 4.3. In addition, cluster M18, which appeared as a medium cluster in the

initial tree, appeared as a robust cluster in present reconstruction.

Under the K2P reconstruction, all of the robust clusters in the initial tree were
present with the exception of clusters M5 and M4 giving a consistency .of
83.3% (10/12). Cluster M18 that was apparent in the initial tree as a medium

cluster was apparent as a robust cluster in the present analysis.
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For the F81 analysis, all of the robust clusters apparent in the initial analysis
were present in the current analysis — (100% 12/12), and no additional clusters
appeared. For the HKY85 model, cluster M4 was not apparent in the current
analysis, and clusters M18 and M20, which were medium clusters in the initial

analysis, appeared as robust clusters in the present analysis.

4.3.4 Combining datasets

Analysis F
The 500 sequences from Manchester, and 500 from London were combined
and a phylogenetic reconstruction undertaken using a neighbour joining

methodology.

Of the 1000 sequences, 57 formed 23 robust clusters (Figure 4.4a - full tree not
shown due to size). Table 4.8a displays the robust clusters in the combined
tree that were also robust clusters in the initial tree. Overall 35 robust clusters
were found in the initial London and Manchester trees. Of these, less than half

(20) were found as robust clusters in the combined tree (Table 4.3).

For London, 11 robust clusters were identical to those found in the London
initial tree (L1, L2, L5, L7, L11, L12, L13, L14, L18, L21 and L22). The
remaining 12 clusters that were robust in the initial London tree were apparent
as medium or weak clusters in the combined tree. Of the 23 robust clusters in
the initial London tree 47.8% (11/23) were identical London robust clusters in
analysis F. Cluster L18 had one additional Manchester sequence added to it — it

did not alter cluster the topology of L18.
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Figure 4.4: Extracts from the phylogenetic reconstruction of HIV transmission events,

combining sequences from London and Manchester

Manchester

Landomn

Manchester 1 B1
L= London

London

London

London
——— Manchester > B2

For the Manchester sequences, seven of the 12 robust clusters in the initial
robust tree were also robust clusters in the combined tree (58.3% - M3, M4, M6,
M8, M9, M10, M11, and M12). The remaining five clusters that were robust
clusters in the initial Manchester tree (M1, M4, M5, M6, and M7) appeared as
weaker or medium clusters in the combined tree. Cluster M11 had an additional

London sequence added to it, which did not disrupt the topology of the cluster.
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Table 7.8b shows robust clusters in analysis F that were not robust clusters in
the initial tree. Two entirely new clusters appeared, clusters B1 and B2 (Figure
4.4a and b): these were each comprised of a London and Manchester
sequence paired together. These sequences did not form any cluster (including
weak) with any other sequences in the initial tree or analyses A-E. Clusters
L24, L27 and L32 appeared as robust clusters in this analysis, but the former

two were medium clusters in the initial analysis and L32 was novel.

Table 4.8: Number of robust clusters ascertained through phylogenetic analysis

combining sequences from London and Manchester

a) Initial robust clusters maintained b) Novel robust clusters

Present in
Initial combined Novel
clusters tree? clusters |Notes
L1 yes L24 Present as medium cluster in initial tree
L2 yes L27 Present as medium cluster in initial tree
L3 yes L32 Not present in initial tree
L4 yes B1 Two sequences, one from Manchester one from London
L5 no B2 Two sequences, one from Manchester and one from London
L6 yes
L7 yes
L8 yes
L9 no
L10 no *Cluster L19 was maintained but incorporated a sequence from
L11 no Manchester. Cluster M1 was maintained but incorporated a sequence
L12 no from London.
L13 yes
L14 no
L15 no
L16 no
L17 no
L18 no
L19* yes
L20 no
L21 no
L22 no
L23 no
Total=23 |Total=9
M1* yes
M2 no
M3 no
M4 no
M5 yes
M6 no
M7 yes
M8 yes
M9 yes
M10 yes
M11 yes
M12 no
Total=12 |total=7
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4.4 .Discussion

One thousand HIV pol sequences from two anonymous population samples
were used: MSM diagnosed in London and in Manchester. The consistency of
the phylogenetic clusters formed within each dataset was assessed under
varied sample sizes and models of evolution. Overall, the consistency was
moderately good with at least 80% of phylogenetic reconstructions of
transmission events identified in the initial analysis also found in subsequent
analyses. No more than three “novel” transmission events were found for each
repeated analysis. Importantly, none of the robust clusters found in the initial
analyses were disrupted by the sequences within forming clusters with other

sequences in subsequent analyses.

4.4.1 Initial trees

Both datasets were run through ModelTest, which gave different gamma rate
heterogeneity values for Manchester (0.35) and London (0.76). This suggests
a higher proportion of the sites were identical among sequences in the London

dataset, making this sample more homogeneous.

A higher proportion of clusters formed robust clusters in the London dataset
compared with the Manchester dataset (23 versus 12). Overall, 10.4% (52/500)
of sequences formed a cluster in London compared with 4.8% (24/500) in
Manchester (p<0.001). This was expected, given the higher degree of

homogeneity observed among the sequences from London.
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If phylogenetic reconstructions are accurate representations of transmission
events, and not formed by chance, it would be expected that relatively few
“transmission events” would be added as parameters were weakened. The
presence of additional weaker clusters would suggest that the creation of
clusters was relative to the sample diversity, rather than reflecting actual
transmission events. For London there were an additional five medium clusters
and an additional four weak clusters. This is an additional nine compared to 23
robust clusters. For Manchester, an additional eight medium clusters and four
weak clusters were added. This may indicate that the formation of clusters is
affected by the relative genetic diversity of the sample. The greater occurrence
of this phenomenon among the Manchester sample suggests weaker clusters

are more likely to form when the population sample is more heterogeneous.

4.4.2 Reducing the sample size

The sample sizes were reduced in order to replicate what the effect of partial
representation of an HIV-infected population might be for phylogenetic
reconstructions of that population.  The initial tree was used as a proxy for the
entirety of circulating sequences in the population, and the reductions in sample

size undertaken to mimic the effect of sampling within this population.

Overall, for both Manchester and London, there was moderately good
consistency between the robust clusters found in the initial trees and among
analyses A-D. Excluding the robust cluster affected by the deletions, in each

analysis there was at least 80% consistency.
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In each analysis, no more than two robust clusters appeared that had not been
robust clusters in the initial tree. Approximately half of these were clusters that
appeared as medium or weak clusters in the initial tree. The other half
represented "novel clusters”. It was reassuring to note that in all subsequent
analyses, the specific robust clusters not apparent in the initial reconstruction

were broadly consistent between analyses A-D.

Whilst the random reduction was used to mimic the effect of random sampling,
the non-random reductions (i.e. deleting one sequence from each cluster) were
used to assess the potential effect of not including sequences that were part of
actual transmission chains. It is encouraging that in all instances, where one
sequence had been deleted that had formed a robust cluster in the initial tree,
the remaining sequence did not pair with any other sequences in subsequent
analyses, even as a weak cluster. This indicates that the likelihood of
phylogenetic reconstructions providing contradictory results or “false” matches
is low. It also suggests that there are unlikely to be “false matches” as a
consequence of not including both sequences from patients included in an

actual transmission chain.

The non-clustering sequences were deleted to see if the formation of the “true
clusters” were dependent on the presence of other sequences in the sample, or
whether the transmission events were absolute. Analysis D indicated that the
creation of robust clusters will occur if the sequences that comprise them are
present; they are not substantially affected by the presence of other sequences

(with which they do not form a cluster).
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4.4.3 Models of evolution

For analysis E (changing the models of evolution) the results for both the
Manchester and London datasets were broadly consistent both between the
models of evolution and through comparing the subsequent analyses to the
initial trees. At least 83% of the initial robust clusters were found in each
analysis. However the slight discrepancies indicate that the models selected
can affect results, and re-emphasizes that it is important to chose the model
according to the parameters of the population sample rather than choosing one

model for all reconstructions.

4.4.4 Combining the datasets

Analysis F (combining results) produced the least consistent results. Overall,
35 robust clusters were found in the initial London and Manchester trees. Of
these, less than half (20) were found as robust clusters in the combined tree.
There was a higher degree of consistency between the initial Manchester tree
and the combined tree, compared with London. In addition, while “novel”
clusters appeared in the combined tree between sequences from London, no

novel clusters appeared between the Manchester sequences.

The reason why there was more consistency of clusters in the initial Manchester
tree and analysis F may be due to differences between the London and
Manchester populations. The gamma shape — a measure of sample
heterogeneity - of London was 0.76 and of Manchester was 0.35. Therefore the
Manchester sample contained more diverse sequences than the London

sample. It may be more difficult to resolve robust clusters in a sample
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characterized by greater homogeneity, since there are fewer informative sites to

inform clusters.

For the novel clusters, once again, those that appeared were consistent with
those found in analyses A-E, indicating that the formation of robust clusters is
not a random process. Clusters B1 and B2 are not of concern since they both
were formed between a London and a Manchester sequence. It is encouraging
that the sequences involved in B1 and B2 did not form any sort of cluster with

other sequences in analyses A-E.

4.4.5 Limitations to the approach

This work represents an exploratory attempt to examine the consistency of
phylogenetic reconstructions of HIV transmission events for public health
purposes. However, there are several limitations with the approach. Firstly, the
analysis uses neighbour joining trees, which have been found to produce
spurious results in previous analyses (Hillis D 1996). However, in order to have
a population sample within which a sufficient humber of clusters could be
formed (even when a substantial proportion of sequences were deleted and for
the sample size to be varied), a bigger sample size was needed. This

precluded the construction of a maximum likelihood tree.

Secondly, despite the use of 1000 sequences, only a handful of robust clusters
were available for comparisons between analyses (in some cases only two
clusters per analysis). This means that the results cannot be meaningfully

extrapolated to provide a margin of error for phylogenetic reconstructions.
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Thirdly, the datasets from Manchester and London were anonymous. Nothing
was known about the population from which the sequences were taken except
that they were derived from MSM diagnosed in Manchester and London.
Importantly, both London and Manchester are large cities and sexual mixing is
not likely to be retained exclusively within each city. This means that there
may be unusual aspects of the population samples that affected the results of
this chapter that remain unknown. The specific attributes (e.g. the
geographic/temporal sampling and sexual behaviour) associated with each
population will have impacted upon the likelihood of finding transmission events
within each dataset. It is possible that the results of analyses A-F may be
affected by the make up of the specific populations. There was no attempt to
compare the results with Lewis et al. (Lewis, Hughes et al. 2008) for two
reasons. Firstly Lewis et al. use Bayesian methods, and secondly, the
sequences were anonymised, so there was no way of ascertaining which

sequences in the chapter were also used in the Lewis paper.

Fourthly, whilst the robust clusters observed in the initial trees are used as the
“‘comparison point” for subsequent analyses, it is impossible to ascertain
whether these represent actual transmission events. They were used as a
standard against which consistency could be measured and not interpreted as
the gold standard. Finally, this analysis was unable to assess another aspect
crucial to the use of phylogenetic reconstructions of HIV transmission events;

the direction of transmission.
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4.5.Conclusion

This chapter represents an attempt to assess the consistency of phylogenetic
reconstructions of HIV transmission events for public health purposes. The
consistency of robust clusters between analyses was broadly good with at least
80% of robust clusters in each analysis sharing identical robust clusters when
compared to the initial trees. However, the small numbers of clusters identified

in the population samples means that results can only be exploratory.

Positively, the analysis indicates that the absence of one sequence from two
patients involved in a transmission event is unlikely to lead to the remaining
sequence erroneously forming a robust cluster with another sequence. Also,
the identification of robust clusters does not seem substantially dependent on
the presence of other sequences with which they do not share a cluster.
Negatively, there are suggestions that phylogenetic reconstructions have
insufficient “specificity” to identify robust transmission clusters. This is indicated
by the appearance and disappearance of a limited number of “robust clusters”

as sample sizes were varied.

Consistency analyses need to be repeated with other datasets using maximum
likelihood methods to test whether these results are replicated. Further
investigation is needed into the relationship between sample heterogeneity and
consistency of robust clusters. Future analyses should work towards providing
some sort of “margin of error” that phylogenetic reconstructions may reasonably
be expected to produce. In the meantime, the need for caution in interpreting

such reconstructions, including those presented in this thesis, remains.
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5 Chapter Five: Phylogenetic reconstructions of HIV

transmission from patients with recent HIV infection

This chapter describes phylogenetic reconstructions of HIV transmission events
from patients with recent HIV infection at diagnosis to: 1) explore the transmission
potential from this population and compare findings to those published in the
literature; 2) critique the epidemiological definitions and assumptions used in

phylogenetic reconstructions.
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5.1 Introduction

This chapter explores the application of phylogenetic approaches to the analysis
of HIV pol sequences from patients diagnosed during recent HIV infection.
Phylogenetic analyses are conducted to explore the benefits of this approach,
including examining the transmission potential from this group, and to compare
the findings to those in the literature. The limitations of phylogenetic
reconstructions of HIV transmission events between patients diagnosed with
recent infection are also considered (see section 1.6.4), and tighter

epidemiological definitions sought.

The first three datasets described in chapter three were used: both the
Unlinked Anonymous STI survey (UA survey) and CASCADE are comprised of
data drawn entirely from patients with recent HIV infection (at diagnosis or clinic
attendance). For the Brighton dataset, only the 159 patients who were recently

HIV-infected at diagnosis were included. Two analyses are presented here:

1. A phylogenetic reconstruction of HIV transmission events between
patients with recent HIV infection at diagnosis was conducted using the
UA survey. This was to explore the transmission potential of the recently
HIV-infected population and compare results to those found in the
literature;

2. Secondly, the CASCADE and Brighton datasets were used to critique the
epidemiological definitions and assumptions used in such phylogenetic

reconstructions.
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5.2 Methods

5.2.1 Phylogenetic reconstructions of HIV transmissions from

populations with recently acquired infection

Using the UA survey dataset (Catchpole, McGarrigle et al. 2000), a
phylogenetic analysis was conducted to explore the occurrence of HIV
transmission from recently HIV-infected individuals before diagnostic
opportunity.  The population characteristics of this dataset were described in
section 3.3. HIV pol sequences were taken from patients found to have a
previously undiagnosed HIV infection through UA testing and who were recently
HIV-infected through the Serological Testing Algorithm for Recent HIV
Seroconversion (STARHS) testing (Janssen, Satten et al. 1998). Patients were
categorized as “newly diagnosed” or “undiagnosed” according to whether they
received voluntary confidential HIV testing (VCT) during the attendance
(patients HIV diagnosed before the clinic attendance were excluded). The
newly diagnosed patients received VCT during the clinic attendance, but the
undiagnosed did not receive VCT and remained undiagnosed when they left the

clinic.

The phylogenetic approach used was described in section 2.2.11. Before
phylogenetic analysis, the mutation sites associated with drug resistance
(Shafer, Rhee et al. 2007) were deleted from all sequences. Protease and
reverse transcriptase sequences were aligned across 998 nucleotides
(Sequence Analyzer) and imported into the tree-building software PAUP. The

sequence alignment was run through ModelTest and a heuristic search
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conducted in PAUP for a maximum likelihood tree using the best fitting model
(GTR+I+G) and its derived parameters (proportion of invariable sites=0.43 and
gamma distribution=0.79) using the neighbour joining tree as the starting tree.
A bootstrap analysis (500 replicates) was used to obtain statistical support for
branching patterns. Genetic distances were calculated from the consensus tree
for each terminal cluster. The transmission events were interpreted with
regard to whether the observed transmission were from patients with

undiagnosed or diagnosed HIV infection.

5.2.2 Moving towards more rigorous epidemiological definitions

(CASCADE)

Two phylogenetic reconstructions of transmissions from patients who were
recently HIV-infected at diagnosis are described in this section. The CASCADE
data set comprises an HIV-infected cohort with precise definitions of recent HIV
infection, and the Brighton cohort contains a subset of patients who were
recently HIV-infected at diagnosis. Both datasets therefore not only enable the
identification of transmission events, but also all of the transmission events to
be dated crudely. Differences between the infection dates within the observed
clusters of patients who were recently HIV-infected at diagnosis were calculated

to determine whether transmission could have occurred during recent infection.

CASCADE
The dataset is described in section 3.2. For this analysis, a restricted definition
of recent HIV infection was used. Patients were included if they had either an

HIV positive test within 90 days of an HIV negative test or an HIV antibody
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negative test with polymerase chain reaction positivity. The estimated infection
date was taken as midpoint between the diagnosis date and last negative test

for the former and the date the sample was taken for the latter.

The first plasma sample available after the estimated HIV infection date was
obtained for genotypic resistance testing. Samples obtained more than 18
months after the estimated infection date or from drug experienced patients
were excluded. Nucleotide sequence data spanned the protease gene and at
least codons 41-236 of reverse transcriptase (RT). The sequencing
methodology has been described previously (Masquelier, Bhaskaran et al.
2005). Drug resistance mutations were defined on the basis of the standardised

list of mutations for use in epidemiological studies (Shafer, Rhee et al. 2007).

Before phylogenetic analysis, the sites associated with drug resistance
mutations (Shafer, Rhee et al. 2007) were deleted from all sequences.
Protease and RT sequences were aligned across 998 nucleotides and imported
into the tree-building software PAUP. A neighbour joining (NJ tree) was created
under the General Time Reversible (GTR) model with gamma rate
heterogeneity set at 0.5. The resultant clusters were selected, together with 10
other sequences taken at random. This second sequence alignment was run
through ModelTest and a heuristic search conducted in PAUP for a maximum
likelihood tree using the best fitting model (GTR+I+G) and its derived
parameters (proportion of invariable sites=0.43 and gamma distribution=0.79)
using the NJ tree as the starting tree. A bootstrap analysis (500 replicates) was

used to obtain statistical support for branching patterns. Genetic distances
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were calculated from the consensus tree for each terminal cluster. A
transmission “during recent infection” was defined as clusters containing
sequences from patients with a difference of fewer than 180 days between

estimated infection dates.

Brighton

The dataset was described in section 3.4. For this analysis, only patients who
were recently HIV-infected at diagnosis were included. Methods to ascertain
recent infection included: p24 antigen; western blot; STARHS; and an interval of
six months between last HIV negative test date and date of HIV diagnosis. The

calendar quarter of diagnosis was taken as the estimated infection date.

The phylogenetic approach used was described in section 2.2.11. The
sequence alignment was run through ModelTest and a heuristic search
conducted in PAUP for a maximum likelihood tree using the best fitting model
(GTR+I+G) and its derived parameters (proportion of invariable sites=0.2070
and gamma distribution=0.64) using the neighbour joining tree as the starting
tree. A bootstrap analysis (500 replicates) was used to obtain statistical support
for branching patterns. Genetic distances were calculated from the consensus
tree for each terminal cluster. The definition of a transmission generated by an
individual during recent HIV infection was taken as a cluster containing
sequences that had a difference of up to three calendar quarters between
estimated infection dates of the sequences involved. This chapter is
descriptive, but statistical tests of association were employed where

appropriate.
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5.3Results

5.3.1 Phylogenetic reconstructions of HIV transmissions from

populations with recently acquired infection (UA STI survey)

Between 1999 and 2002, 28530 UA tests were conducted on samples from
MSM attending 15 STI clinics in England, Wales and Northern Ireland (Figure
5.1). Of these, 3592 samples were found to be HIV positive of which 1072 were
derived from patients with a previously undiagnosed infection (newly diagnosed
or undiagnosed HIV infection). Among this group, 21% (229) samples were
derived from recently-infected MSM. Complete PR and RT sequences were
obtained from 127 samples from recently HIV-infected MSM (the remaining 102

could not be amplified due to problems associated with using residual samples).

Overall, of the 229 samples from recently HIV-infected MSM, 86% (196)
attended clinics in London, 56% (127) were UK-born and 15% (35) were born
elsewhere in Europe. Of the 127 linkable to sequences, equivalent figures were

86% (109), 58% (74) and 15% (19) respectively.

Of the 127 sequences from recently HIV-infected MSM, 16 (12.6%) fell into a
cluster with at least one other sequence with a bootstrap support of at least 99%
and a genetic distance under 0.015 nucleotide substitutions per site (Figure
5.2). These formed seven clusters (A-G): cluster A contained four sequences,
and clusters B-G each comprised sequence pairs. Cluster E comprised
sequences from Wales; the remaining six were from London. Clusters C-G

were from samples obtained within the same, or successive, calendar quarters.
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Figure 5.1: Flow diagram of MSM attending sentinel STI clinics, UA survey: 1999-2002
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Clusters B, C and F were comprised entirely from sequences from recently HIV-
infected individuals who received voluntary confidential HIV tests (VCT), and
consequently had their HIV infection diagnosed at that STI clinic attendance
(Figure 5.2). Clusters D and E comprised sequences from individuals who left
the clinic remaining unaware of their HIV infection. Of the 16 sequences from
MSM that clustered, 56.3% (9) were also diagnosed with an STI. This

compares to 34.2% (38/111) from sequences from MSM that did not cluster

(p=0.9).
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Figure 5.2: Phylogenetic reconstruction transmission events among HIV-infected patients attending sentinel STI clinics during recent

infection, UA survey: 1999-2002
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5.3.2 Moving towards more rigorous epidemiological definitions

CASCADE

Of the 8993 dated HIV seroconverters from data pooled in December 2004, HIV
sequences were submitted from 10 European cohorts. Using this definition, 165
sequences were full length and from drug naive patients. Specifically, 131
(79%) had had a documented seronegative test within 90 days before their
diagnosis (mean number of days between tests was 38 days) (Figure 5.3), and

34 (21%) were HIV antibody negative with PCR positivity.

The majority of sequences were from MSM (73%, 120/135). The sample
proportion from each country varied annually: 23% (38) of the samples were
from Italy, 23% (38) were from France, 20% (33) from Germany, and 17% (28)

from the UK, with the remainder from Denmark, Spain and the Netherlands.

Of the 165 sequences, 18 (11%) formed a phylogenetic cluster with at least one
other sequence (clusters A-l1 Figure 5.3). These formed nine phylogenetic
clusters with two sequences in each cluster. All nine phylogenetic clusters were
comprised of sequences derived from patients who had their samples obtained
within the same country. Two of the nine clusters contained sequences that
had a difference between infection dates of 104 and 29 days (clusters E and G
respectively). For the remaining seven clusters, the average difference of

infection dates within clusters was 675 days (187-1571 days).
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Figure 5.3: Phylogenetic reconstruction of transmission events among European HIV-

infected patients with recent HIV infection at diagnosis, CASCADE: 1989-2004
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Brighton
Of the 859 HIV-infected patients with sequences available, 159 were derived

from MSM who were recently HIV-infected at diagnosis. Of these 21 were
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identified through p24 antigen; three were recognised through Western blot; 119
were identified through STARHS; and 16 had an interval of less than 183 days

between last HIV negative test date and date of HIV diagnosis.

Where demographic data were available, patients with recent HIV infection at
diagnosis were disproportionately white (98.1%, 152/155), born in the UK
(83.0%, 127/153) or elsewhere in Europe (9.8%, 15/153). There was a fairly
even distribution by age-group with approximately half under 35 years of age at
diagnosis (48.4% 77/159). Around one fifth had an STI diagnosed at the same

time as their HIV infection was diagnosed (21.0%, 34/159).

Of the 159 sequences from MSM, 31 (19.5%) sequences formed a phylogenetic
cluster with at least one other sequence (Clusters A-N, Figure 5.4). These
formed 14 clusters, with an average of 2.4 sequences per cluster (range 2-4).
Of the 14 clusters, only five (A, C, E, | and N) contained at least two sequences
that had a difference of under three calendar quarters of diagnosis. For the
remaining nine clusters, the average number of calendar quarters between

sequences was 7.8 (range 4-8 calendar quarters).
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Figure 5.4: Phylogenetic reconstruction of transmission events among HIV-infected MSM

with recent infection at diagnosis, Brighton: 2000-2006
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5.4 Discussion

5.4.1 Phylogenetic reconstructions of HIV transmissions from

populations with recently acquired infection

Phylogenetic analyses of HIV pol sequences from recently HIV-infected MSM
attending sentinel STI clinics identified at least seven possible instances of HIV
transmission before the first routine opportunity for diagnosis. Five clusters had
closeness in the likely infection dates between the sequences involved. This
demonstrates the potential for HIV transmission to occur rapidly from the
recently HIV-infected, even among those who attend the clinic soon after

infection (Brown, Murphy et al. 2009b).

The rate of clustering observed (12.6%) is lower than that observed in other
studies of patients diagnosed during recent HIV infection: 34% (Pao, Fisher et
al. 2005) and 50% (Brenner, Roger et al. 2007). This may be because Pao’s
and Brenner’'s populations were local whereas data from the UA survey was
taken from 15 sites across England, Wales and Northern Ireland. Pao also
found an association between clustering and STI diagnosis at HIV diagnosis.
While data from Brighton presented in this chapter may have also indicated a

similar association, this was not statistically significant at the 5% level (p=0.08).

The UA survey methodology allows patients to be sampled (within the same
clinic) up to four times annually, but not within the same calendar quarter.

Therefore, theoretically, the transmission clusters identified could have been
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formed between the same individual, sampled multiple times. Furthermore, the
UA survey is necessarily designed to prevent the identification of individuals.
However, five of the possible transmissions (C-G) involved patient pairs who
had a different birth regions or age-group (Figure 5.2) making it unlikely that the
sequences came from the same person. Similarly, there must have been at
least two individuals included in cluster A — but not necessarily four. The
patients in cluster B both attended the same clinic within the same calendar
quarter, meaning they should be different patients according to the UA

algorithm.

Whilst the differences in calendar quarter of diagnosis between recently HIV-
infected patients were relatively tight, the factors potentially associated with
transmission (e.g. STIS) cannot be definitively associated with transmission
events at around the time of transmission. For the UA survey, the definition
used to identify recent infection (STARHS) and the time interval used to date
diagnosis (calendar quarter) are too broad to allow an accurate comparison of
infection dates. Therefore it can not be ascertained whether the transmissions
identified between patients diagnosed with recent HIV infection actually

occurred during recent infection.

The phylogenetic analysis illustrates the potential for HIV-infected patients who
were recently HIV-infected at diagnosis to rapidly generate new infections.
Even within a small dataset taken from 15 regions of England, Wales and

Northern Ireland, three transmissions (B, C and F) were observed among those
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that received VCT soon after their infection. This suggests that VCT alone may
not have a sufficient impact on the transmission potential of recently HIV-
infected MSM. Alternative strategies include: more rigorous partner notification;
post exposure prophylaxis among recently—exposed MSM; the encouragement
of more frequent regular testing; and the education of MSM and health care

providers about the transmission risk and symptoms of seroconversion illness.

5.4.2 Moving towards more rigorous epidemiological definitions

Two phylogenetic reconstructions were described using populations of MSM
diagnosed during recent infection. Both datasets contained MSM with well
estimated infection dates. For each cluster observed, the difference between
the estimated infection dates was calculated in order to ascertain whether the
possible transmission event could have been generated during recent infection.
For CASCADE, nine transmissions may have occurred between individuals in
this sample. Of the possible transmission events observed, only two could have
been generated during recent HIV infection (Brown 2009a). For Brighton, 14
possible transmissions may have occurred. Of these, only five could have been

generated during recent infection.

This analysis demonstrates the need for caution in the design and interpretation
of phylogenetic analyses that link HIV pol sequences to data relating to the
patient’s infection stage. In addition to the identification of transmission events

between patients recently HIV-infected at diagnosis, the time intervals between
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infection dates between patients involved in a possible transmissions event
have been explored. This comparison revealed only a small proportion of
possible transmissions could have been generated during recent infection.
Given the time intervals between the infection dates, the remainder are more
likely to have been transmitted from individuals during chronic infection.
Previous analyses that use more liberal definitions of recent HIV infection and
do not take the transient nature of this infection stage into account may be
overestimating the extent that the recently HIV-infected population is generating

new transmission events.

A criticism of phylogenetic reconstructions between patients with recent
infection is that the datasets do not represent patients with chronic infection.
However, this work demonstrates that sequences involved in phylogenetic
reconstructions should not be permanently categorized as coming from the
recently and chronically HIV-infected according to the patients’ infection stage at
diagnosis. This is because just as phylogenetic reconstructions of possible
transmission events between patients diagnosed as recently HIV-infected do
not necessarily equate to recent to recent transmissions, transmission events
identified between patients diagnosed with chronic infection do not necessarily
equate to transmissions during chronic infection. Without information on the
approximate date of the infection for the majority of sequences included in the
analysis, and without dating the transmission events in some way, the infection
stage of the transmitter, at the time of transmission, cannot be ascertained.

Instead, provided that the study population has been well selected in terms of
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coverage of a local HIV-infected population, and contains a substantial sample
of sequences with well estimated infection dates, both the recently and

chronically infected will be in represented in the dataset.

It is recommended that future analyses should comprise sequences from
patients from a reasonably complete and closed HIV-infected population and
contain a large proportion of patients with well-estimated infection dates.
Methods should then allow each patient’s infection stage to change from recent
to chronic infection to reflect the natural progression of HIV infection. Secondly,
it is suggested that transmission events involving patients with recent infection
could be used to approximate the “transmission date” i.e. transmissions
involving a recently HIV-infected individual are likely to have occurred around
that patient’s diagnosis. This “dating” will allow researchers to ascertain
whether the patient most likely to have generated the recent infection was
themselves recently or chronically infected at the transmission date (provided
they also have an estimated infection date, or a diagnosis date of at least six

months earlier).

This analysis is not an attempt to measure the extent that the recently HIV-
infected are generating new transmissions. The data were selected because
they contained well estimated infection dates. This allowed the temporal
relationship between sequences involved in a possible transmission event to be
explored. However, the size and inconsistent geographic and demographic

population make up of the CASCADE prevents the wider extrapolation of the
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results and the calculation of the rate of transmission from the recently HIV-
infected population. While the Brighton dataset is more representative of a local
HIV population, the limitations of using exclusive recently HIV-infected cohorts

limits the interpretation of this analysis.

There are further problems associated with datasets that are exclusively
comprised from patients who were recently HIV-infected at diagnosis. While it
may be possible to account for the transient nature of recent infection through
calculating infection dates for each patient and allowing them to progress from
recent to chronic infection, there may be an intrinsic difference between patients
who were diagnosed during recent infection and those diagnosed during chronic
infection in terms of the HIV testing and sexual behaviours. Those who present
for HIV testing shortly after a recent risk exposure may have different levels of
risk behaviour. Patients who are diagnosed during recent infection may be more

likely to have symptoms of seroconversion illness.

Patients only remain recently HIV-infected for a brief period of time compared to
the overall length of their infection. Consequently, studies that focus upon
transmission from the recently HIV-infected population ignore individuals living
with chronic HIV infection; the majority of the HIV-infected population. Within
the chronically HIV-infected population, transmission risk will vary with viral
load/treatment status, and STI acquisition. Indeed, plasma viral load has been
demonstrated to be the most important risk factor in increasing the likelihood of

transmission. It is essential that future phylogenetic reconstructions
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incorporate other variables of importance, and also essential that variables that
constitute transient values (e.g. viral load, STI presence, CD4 counts) are
treated as such. For instance, they will only be informative for phylogenetic
reconstructions provided that transmission, and the presence of the values, can

be dated in some way.

5.6 Conclusion

This chapter has demonstrated the utilities of phylogenetic reconstructions of
HIV transmission events between patients who were diagnosed with recent HIV
infection. It has identified that this population may have an important role in
generating new transmissions. It also suggested that such approaches are
likely to overestimate the extent this population generates new infections,
unless precise definitions of recent infection are used, and some technique of

“dating” transmission events is employed.

Work undertaken in this chapter did not attempt to determine the extent that
those with recent HIV infection are driving transmission, but suggested that
such attempts require three conditions. Firstly, the sample population needs to
include patients who were recently, and chronically HIV-infected at diagnosis
(and be broadly representative of an HIV-infected population with respect to
geography and time). Secondly, the sample population must include a
substantial proportion of patients with well estimated infection dates and

recognize that such patients are only recently HIV-infected for a short duration.
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Thirdly, it requires a mechanism that allows transmission events to be dated, so
that the infection stage of the transmitter can be ascertained, at around the time
of transmission. Only then can transmissions from recently HIV-infected
patients be measured with any precision. The chapter also suggests analyses
need not and should not be restricted investigating transmissions from the
recently HIV-infected; the approach can be extended to include other relevant

risk factors for HIV transmission.
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6 Chapter Six: The source of new HIV infections in a local

HIV-infected population

In this chapter, a local UK population of diagnosed HIV-infected UK MSM is
described, with particular emphasis on its transmission potential. A phylogenetic
reconstruction of HIV transmission events is conducted. An approach that links
transmission events with the specific factors associated with the transmitters, at
around the time of transmission, is used to identify the factors that are important

in generating new transmissions.
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6.1Introduction

To date, the majority of phylogenetic reconstructions of HIV transmission have
focussed on the recently HIV-infected population (Pao, Fisher et al. 2005),
(Yerly, Kaiser et al. 1999; Brenner, Roger et al. 2007). The chronically HIV-
infected population is usually either absent or the infection stage poorly defined
(Brenner, Roger et al. 2007) (see section 1.5.1). Generally, patients have
been categorised as being either recently or chronically HIV-infected according
to their infection stage at diagnosis, with a failure to recognise the transient
nature of infection stage (see section 1.6.4). This failure may have
overestimated the transmissions events generated by the recently HIV-infected

population (chapter five), (Brown 2009a).

This chapter aims to describe the HIV-infected population in Brighton with
particular emphasis on its transmission potential (e.g. plasma viral load,
treatment and STI diagnoses). A phylogenetic reconstruction of HIV
transmission events was undertaken among this population. An approach was
used that can link “dated” transmission events to specific risk factors associated
with the transmitters at the time of transmission. Finally, the groups that are

important in generating HIV transmission events were ascertained.
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6.2Methods

6.2.1 The categorization of patients by risk factor

This section describes the diagnosed HIV-infected population of Brighton with
reference to its transmission potential. The demographic and clinical details of
the Brighton dataset are described in section 3.4. In brief, during the study
period (2000-2006, comprising 28 calendar quarters), HIV pol sequences were
obtained from HIV-infected men who have sex with men (MSM) attending
Brighton HIV clinic. Sequences were linked to the following data (Figure 3.2):

e recent/chronic infection;

e treatment (untreated/treated/treatment interruption);

e plasma viral load;

e CD4 count;

e STl diagnosis;

e age-group;

e ethnicity;

e world region of birth.
The study period was stratified into a series of three month calendar quarters
and the characteristics of patients under follow-up were summarised at the start
of each quarter. For each patient, data were collected for the first calendar
guarter of attendance during the study period (this was the quarter of diagnosis
if diagnosis occurred during the study period), and updated for each
consecutive calendar quarter throughout the study period. This enabled

patients’ variables (where relevant) to change over time. It was not possible to
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know whether patients attended during every calendar quarter during the study
period. Where patients did not attend during a calendar quarter, the data from
the previous quarter were carried forward. Patients who did not attend for 12
consecutive months were considered lost to follow-up and excluded from the

study period from their last quarter of attendance.

For each patient ascertained as recently HIV-infected at diagnosis, an earliest
and latest infection date was calculated according to which marker was used to
identify the recent infection (Table 6.1). An estimated infection date was
taken as the mid point between the earliest and the latest infection date for each

patient.

Table 6.1: Estimated infection dates for patients identified as recently HIV-infected at

diagnosis: Brighton

Algorithm Earliest infection date Latest infection date

Evolving antibody response/p24 antigen | Diagnosis date -30 days Date diagnosis -1 day

Western blot Diagnosis date -60 days | Date diagnosis -30 days

STARHS Diagnosis date -183 days | Date diagnosis -60 days

HIV negative <6 months before diagnosis | Date last negative +1 day | Date diagnosis -30 day

To ensure consistency, each patient was categorized as recently HIV-infected
for exactly six months following their estimated infection date. However in order
to mask the identity of patients, it was necessary to present data by calendar
guarters. While each patient remained recently HIV-infected for exactly six

months, the number of calendar quarters during which they remained recently
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HIV-infected depended on where their estimated infection date fell in relation to
the calendar quarter. For instance, a patient whose infection date was at the
end of March, would be categorised as recently HIV-infected for three calendar
quarters, whereas a patient infected at the beginning of April would remain

recently HIV-infected for only two quarters (Figure 6.1).

Figure 6.1: Flow diagram showing how infection category was ascertained and updated

over time for each patient: Brighton
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Combining the estimated infection date information with the clinical data,
patients were subdivided into infection category as follows:

e recently HIV-infected

e chronically HIV-infected and untreated with ARV

e chronically HIV-infected and treated with ARV

e chronically HIV-infected currently interrupting ARV treatment
Each patient had their infection category updated for each subsequent calendar

guarter following diagnosis (or their first attendance in the study period if they
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were diagnosed before the study period), according to the data available

(Figure 6.1).

6.2.2 Describing the HIV-infected population and its transmission

potential

Due to the difficulties of describing a diagnosed HIV-infected population in
relation to its distribution by infection category (see section 2.3.5) and risk
factors for transmission (see section 2.4.7), three approaches were developed.
All three approaches included every patient who attended during the study
period, but the calendar quarter of the study period selected varied between the

different groups. These are outlined in Table 6.2.

6.2.3 Phylogenetic reconstruction of HIV transmission events in Brighton

A phylogenetic reconstruction of transmission events among all MSM in
Brighton is described in this section. It compares the risk factors from patients
whose sequences formed a cluster against those whose sequences did not

form a cluster.

Phylogenetic methods

Amino acid positions associated with ARV resistance mutations (Shafer, Rhee
et al. 2007) were deleted prior to phylogenetic analysis. The sequences were
aligned across 998 nucleotides using Sequence Analyzer. A neighbour joining
tree was constructed with gamma rate heterogeneity set at 0.5 and 500

bootstrap replicates.
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Approach Description Method Attributes Representing?

1 Only included the | The patients’ calendar quarter of diagnosis was selected for those | 859 patients with | Previous
patients’ first | diagnosed during the study period. For those diagnosed before the study | one calendar | phylogenetic
attendance within the | period, the first quarter of the study period was selected. quarter included. analyses that
study period. categorise

according to data
obtained at
diagnosis

2 Only included data | Patients were allocated an anonymous number which was sorted in | 859 patients with | A “snap-shot” of the
from one calendar | ascending order. Every calendar quarter of the study period was presented | one calendar | HIV-infected
quarter for each | chronologically (i.e. quarter 1, 2, 3) for each patient. For the first patient, | quarter included. population
patient for the entire | the first quarter was selected, for the second quarter was selected etc. attending Brighton
study period, but the | Once the first 28 patients had a calendar quarter selected (there were 28 clinic between
calendar quarter was | calendar quarters during the study period) the process started again with 2000-6.
selected at random. patient 29 having the first calendar quarter selected. Where patients did not

have the relevant calendar quarter (for instance if information was only
available for quarters 1-4 for a patient, but quarter 16 was due to be
selected), the patient was skipped. The process was repeated until all 859
patients had a calendar quarter selected.

3 Included every patient, | Each patient could be included up to 28 times within this dataset. Patients | Number of | A representation of
for every calendar | were not included if they were lost to follow-up (no attendance for 12 | calendar quarters | the cumulative HIV-
quarter (including and) | months). It is not know whether patients attended every quarter. Where | of each patient | infected population
following diagnoses data were unavailable, data from the previous quarter were carried forward. | following of Brighton between

diagnosis or the | 2000-6.
first study period,

until end of study

period, or lost to
follow-up.
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The large sample size precluded maximum likelihood methods (see section
2.2.11). Consequently, sequences that fell into a robust cluster were selected,
along with a random selection of 50 sequences that did not form any sort of
cluster. Together, these sequences underwent a second neighbour joining tree
reconstruction with gamma rate heterogeneity set at 0.5. The alignment was
then run through ModelTest. A maximum likelihood tree was constructed using
the selected model (K81uf+I+G) and its estimated parameters (the proportion of
invariable sites set as 0.4477 and the heterogeneity set at 0.6946). The same
cluster definitions were used; only those clusters that were identical between

the neighbour joining and maximum likelihood trees were retained.

Factors associated with HIV transmission

The number of possible transmission events were calculated and described.
The attributes associated with patients involved in a possible transmission
event were ascertained: infection category; plasma viral load; STI diagnosis;
WRB; and age-group. For each patient, the variables selected were those

allocated at the patient’s first attendance.

6.2.4 A revised method: where do new infections come from?

Unlike previous reconstructions (see section 1.5.1), this method adopted a
strategy that: a) identified the most likely sources of transmission of patients
diagnosed with a recent HIV infection; b) used the date of the recent infection to
approximate the date of transmission; c) ascertained the attributes (e.qg.
infection category, plasma viral load, treatment status) of the most likely

transmission source, at around the time of transmission.
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Identifying the transmitters with estimated transmission dates

The phylogenetic reconstruction described in section 6.2.3 was used for this
analysis. However, in this instance, only the transmission sources of patients
diagnosed during recent HIV infection were sought. This was in order to date
the transmission events approximately; transmissions to patients with recent
infections, by definition, must have occurred shortly before the diagnosis. Such
transmitters are referred to as “transmission sources with estimated
transmission dates” throughout the remainder of this thesis. The method is

graphically summarized in Figure 6.2.

All patients within the dataset, regardless of infection category were considered
potential transmission sources and a window of transmission was considered
from their earliest appearance in the study period to the end of the study period
(or when they were lost to follow-up). In order to be considered as a
transmission source with an estimated transmission date, candidate sequences
had to form a robust cluster with a patient who was diagnosed during recent
infection. Where there was more than one candidate, the candidate with the
shortest genetic distance was selected. Where genetic distances between two
candidates were identical, the candidate with the lowest number of nucleotide
differences to the sequence from the recently HIV-infected patient was
selected. Where this was equal, transitions were preferred over transversions.
A distinction was made between where the clusters formed between the recent
HIV-infection and its transmission source was unambiguous (the only sequence

to form a cluster with the sequence from the recently HIV-infected patient) and
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transmitters that formed a cluster with the sequence from the recently HIV-

infected sequence, along with other sequences.

Candidate transmission sources with estimated transmission dates were
identified for as many patients who were recently HIV-infected at diagnosis as
possible. Candidate transmitters were excluded if they had been diagnosed
during chronic infection and their quarter of diagnosis occurred after diagnosis
quarter of the recently HIV-infection patient, with which it was linked. This is
because, in these instances, the direction of transmission could not be
ascertained (e.g. it could not be established whether the recent infection

generated the chronic infection or vice versa).

Where a transmission event was identified between two patients both
diagnosed as recently HIV-infected during the same calendar quarter, the
patient identified as recently HIV-infected using the marker with the longest
window period was selected as the transmission source. The recent infection
with the shortest window period was excluded as a transmission source.
Where the same marker of recent infection had been used for both patients, the
pair was excluded from analysis since it was impossible to determine the
direction of transmission between the two. Candidate transmitters were only
included in the analysis provided they were also present in the dataset during
the calendar quarter in which the recently HIV-infected patient of interest was
diagnosed (i.e. the period of transmission). Transmission sources that

“transmitted” after they were lost to follow up were excluded.
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Once the subset of transmission sources with estimated transmission dates
were identified, the calendar quarter of transmission was taken to be the
calendar quarter of diagnosis of the recent HIV-infection (which the candidate
transmission source had generated). Clinical data (infection category, plasma
viral load, CD4 count and STI diagnosis) was then collated for the transmission
source, during the calendar quarter of transmission. In this way, the risk factor

data were obtained at the approximate time of the transmission event.

Descriptive analysis

Once the subset of sources with estimated transmission dates were ascertained
and collated, the distribution of this groups’ infection categories, plasma viral
load, treatment status and STI diagnoses were described. This was compared
to the distribution of the same variables of the concurrent Brighton population.

Statistical tests of association were employed where appropriate.

Statistical analyses

The rate of transmission was calculated for each risk factor, per 100 person
years of follow-up (PYFU). The PYFU were calculated through summing every
calendar quarter of the study period for each patient from their first attendance
to the end of the study period (or the patient’s last attendance, where the

patients were lost to follow-up).
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Figure 6.2: Flow diagram of method used to identify transmission source of patients

diagnosed during recent HIV infection: Brighton
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2 Robust cluster: >99% bootstrap and genetic distance <0.015 nucleotide substitutions per site.

3 A's may form robust clusters with other As. Each A is considered individually, for instance, one A may have another A
considered its most likely transmission source. This second A, in turn, is examined separately to find its most likely transmission
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4 E.g. B may have been a recent infection at the time B's sample was sequenced - however, B may have "transmitted",
generating A after recent HIV infection. There the infection stage of B, at the time of As infection, is taken.
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Factors independently associated with transmission were identified using
univariable and multivariable Poisson regression models (SAS version 9.1).
Every calendar quarter of the study period was included separately in analyses
with a covariate to indicate whether or not transmission occurred during that
period.  Sensitivity analyses were conducted to assess the impact of the
assumptions used to allocate infection categories, and the impact of missing
data.  This involved repeating the multivariable analyses, whilst adjusting
relevant variables (e.g. altering the estimated infection date to the earliest, and

then the latest infection date).

Case studies of transmitters

For each of the transmission sources with estimated transmission dates, a
graphical representation is provided for the time period they were present within
the dataset. The possible transmission event was illustrated within the wider

context of their evolving viral loads, STI diagnoses and infection categories.

6.3Results

6.3.1 Transmission potential of the HIV-infected population

Population size and characteristics

Of 1144 HiV-infected patients attending the Brighton HIV clinic during 2000-
2006, 75.1% (859) patients were linkable to complete protease (PR) and
reverse transcriptase (RT) sequences. Only these patients are considered in
this analysis. The description of the demographic data and the difference

between the patients with and without sequences is provided in section 3.6.5.
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Data completeness

Of the 859 patients included in the phylogenetic analysis, 428 were diagnosed
before the year 2000 and 431 were diagnosed during the study period (2000-6).
The total number of patients, with sequences available, represented in each
calendar quarter of the study period is presented in Figure 6.3. The number of
patients within the dataset rose annually until the first quarter of 2006 when
numbers began to decline. Overall, there were 6176 patient years of follow-up.
Between 2000-2006, the average number of patients represented was 606.7
(range 451-724) for each calendar quarter. On average, patients had data
available for 21.2 consecutive calendar quarters (range: 3-28, standard
deviation 8.8 calendar quarters) and eight patients were lost to follow-up every

calendar quarter.

The proportion of patients with missing demographic data was calculated for
each field for each patient (world region of birth, ethnicity, and age-group) and
also for each calendar quarter the study period for clinical data (plasma viral
load, CD4 count and STI diagnosis). The proportion of patients with missing
demographic data was 10.1% (87/859) for world region of birth, 2.6% (22/859)
for ethnicity and 0% (0/859) for age-group. The proportion of fields with missing
data was 9.9% (1685/16988) for plasma viral load and 9.7% (1641/16988) for
CD4 counts. The records that had missing values for viral load were more likely

to have missing CD4 values.
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Figure 6.3: Number of diagnosed HIV-infected patients with complete pol sequences

represented, and number lost to follow up, by calendar quarter, Brighton: 2000-2006
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Infection category distribution

Of the 859 patients, 159 (18.5%) were found to be recently HIV-infected at
diagnosis. Of these, 104 were ascertained through STARHS, 20 through the
p24 antigen, two from western blot and 21 through the dates algorithm (Table
6.1). Three approaches were devised to understand the attributes of the
Brighton population — these are outlined in Table 6.2. The distribution of

infection category, using all three approaches, is given in Figure 6.4.

Approach one

Approach one described the population through taking the first calendar quarter
of attendance. Patients were further subdivided into those diagnosed before,
and during, the study period. Of the patients diagnosed before the study period,
2.2% ((11/498) 95% confidence intervals (Cl) 0-14.95) were recently HIV-
infected at their first attendance during the study period (none were HIV-

diagnosed during this calendar quarter). In contrast, 34.3% (148/431, 95%ClI
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30.1-38.9) of patients diagnosed during the study period were recently HIV-
infected at their first clinic attendance (which was their calendar quarter of
diagnosis) Overall, during the first calendar quarter of attendance during the
study period, 18.5% (159/859, 95%CI 16.1-21.3) were recently HIV-infected,
41.0% (352/859, 95%CI 37.7-44.3) were chronically HIV-infected and not ARV
treated, 32.0% (275/859, 95%CIl 29.0-35.2) were chronically HIV-infected and
ARV treated, and 8.5% (73/859, 95%CI 6.8-10.6) were chronically HIV-infected

and currently interrupting ART.

Approach two

Approach two included every patient who attended during the study period but
for each, a random calendar quarter of the study period was selected (Table
6.2). Arguably, this approach shows a “snap-shot” of the population between
2000-6. Using this approach, 4.7% (40/859, 95%CI 3.4-6.3) of patients were
recently HIV-infected, 34.3% (295/859, 95%CIl 31.2-37.6) were chronically
infected and untreated, 46.1% (396/859, 95%CI| 42.9-49.4) were chronically
HIV-infected and treated and a further 14.9% (128/859, 95%CI 12.7-17.4) were

currently interrupting treatment.

Approach three
This approach included every calendar quarter of the study period for every
patient (from their first quarter of attendance to the end of the study period (or

last quarter of attendance if lost to follow-up)).
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Figure 6.4: Infection category distribution among diagnosed HIV-infected MSM, Brighton:

2000-2006
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Overall, 2.1% (355/16988, 95%CI 1.9-2.3) of calendar quarters during the study
periods were linked to patients experiencing recent HIV infection. A further
27.6% (4695/16988, 95%CI 27.0-28.3) of quarters were linked those who were
chronically infected and untreated, and 55.4% (9411/16988, 95%CI 55.4-56.2)
of quarters were linked to the chronically HIV-infected and treated. Finally,
14.9% (2531/16988, 95%CI 14.4-15.4) of quarters were linked to those

currently interrupting treatment.

The distribution of infection category over time is presented, using data from
approach three in Figure 6.5. The proportion of calendar quarters linked to the
patients who were recently HIV-infected increased from 1.49% (28/1875) in
2000 to 2.8% (80/2834) in 2005 (p=0.001) but then dropped to 0.64% (18/2774)
in 2006. The proportion of calendar quarter linked to patients who were
currently ARV treated increased from 50.1% (956/1875) in 2000 to 63.4%
(1760/2774) in 2006 (p<0.0001).
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Plasma viral load by infection category

This section uses approach three to describe the data. Plasma viral load by
infection category, using every patient and every quarter they were represented
in the study period, is presented in Figure 6.6. There was a strong association
between viral load and infection category (Yates’ chi square, corrected for
continuity p<0.0001). Those not currently on treatment (the recently and
chronically infected, and those interrupting treatment) had significantly higher
viral loads than those currently on treatment. Specifically, the proportion of
calendar quarters linked to patients with viral loads over 10,000 copies/mL was
69.3% (95%CI 64.0-74.09, 221/319) among the recently HIV-infected, 78.1%
(95%CI 76.8-79.4, 2957/3784) among the chronically-infected and untreated
patients, and 47.7% (95%CI, 45.7-49.8, 1077/2257) among patients interrupting
treatment. In contrast the proportion of calendar quarters linked to patients with
viral load over 10,000 copies/mL was 3.5% (95% CI 3.2-3.9, 316/8943) among

the treated population, Chi square, (p<0.0001).

The proportion of calendar quarters linked to patients with viral loads under 50
copies/mL was 5.64% (95%Cl 3.6-8.74, 18/319) among the recently HIV-
infected, 0.71% (95%CI 0.49-1.03, 27/3784), among the chronically HIV-
infected who were untreated and 31.10% (95%CI 29.2-33.0, 702/2257) among
calendar quarters linked to those currently interrupting treatment. In contrast,
the proportion of calendar quarters linked to patients with viral loads of under 50
copies/mL was 83.1% (95%CI| 82.3-83.8) among the treated population (Chi

squared, p<0.001).
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Figure 6.5: Distribution of patient infection category for each calendar quarter of the

study period (using approach three), Brighton: 2000-2006
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Figure 6.6: Distribution of patient viral load, by infection category, using data from every

calendar quarter of the study period (using approach three) Brighton: 2000-2006
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STl diagnosis by infection category

Overall, 39.5% (339/859) patients had an STI diagnosis at some point during
the study period. Excluding patients who had STIs diagnosed at the same
quarter as their HIV diagnosis, this proportion reduced to 35.5% (305/859). Of
those who were diagnosed with an STI 64.6% (219/339) had one diagnosis,
23.0% (78/339) were diagnosed twice, 8.8% (30/339) were diagnosed three
times, 3.2% (11/339) four times and 0.29% (1/339) five times. Data were only
available on whether patients had an STI diagnosis, and not on the frequency of

STI screening.

Using approach three, the proportion of calendar quarters linked to patients who
had STI diagnoses was 12.7% (45/355, 95%CI 9.6-16.6) among attendances
from recently HIV-infected population (Figure 6.7), 3.9% (185/4695) from the
untreated, 2.1% (193/9407) from the treated, and 2.3% (58/2531) from those

currently interrupting treatment.

Figure 6.7: Proportion of calendar quarters linked to diagnosed HIV-infected MSM with an

STl diagnosis, by infection category, (using approach three) Brighton: 2000-2006
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CD4 by infection category

The distribution of patient CD4 count by infection category is provided in Figure
6.8. Using approach three, no calendar quarters (0/355) were linked to patients
with CD4 counts less than 50 cells/mm?® among the recently infected. However,
the proportion with CD4 counts under 50 cells/mm? was 0.37% (14/3835) from
calendar quarters linked to the chronically HIV-infected and untreated
population, 0.61% (55/8947) from the currently treated population and 2.14%

(48/2248) among the population currently interrupting treatment.

Figure 6.8: Distribution of patient CD4 count, by infection category, using data from

every calendar quarter of the study period (using approach three) Brighton: 2000-2006
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6.3.2 Phylogenetic reconstruction of HIV transmissions in Brighton

Phylogenetic analysis

Using all sequences obtained from Brighton, the first neighbour joining tree
found 24.3% (209/859) sequences fell into a robust cluster with another
sequence (Figure 6.9). These formed 78 clusters (mean size=2.67 sequences
per cluster, range 2-10). The 209 clustering sequences were selected, along
with 50 sequences that did not cluster, chosen at random, to create a maximum

likelihood tree.

The maximum likelihood reconstruction retained 61.7% (129/209) of the original
clustering sequences from the neighbour joining tree. Of the original clusters,
19.2% (15/78) were not retained in the maximum likelihood tree. These clusters
were disproportionately those containing larger numbers of sequences per
cluster. The mean number of sequences per cluster was 2.08 (range 2-3) for
the retained clusters, and 3.43 (range 2-9) for the clusters lost. Eight novel
clusters, involving 19 sequences, were formed in the maximum likelihood tree
that had not clustered in the neighbour joining tree. Overall 62 clusters were
consistent between the neighbour joining tree and the maximum likelihood tree:
only these were considered to be robust clusters for the remainder of this
chapter. Within clusters, the genetic distances altered slightly for some
sequences within clusters, between the two trees, but still met the definition of

robust cluster.
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Figure 6.9: Phylogenetic reconstruction of transmission events among diagnosed HIV-

infected MSM, Brighton: 2000-2006
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Overall, 15% (129/859) of sequences fell into a robust cluster with another
sequence. Of the 159 patients who were recently HIV-infected at the first
attendance during the study period, 29.6% (47/159) fell into a cluster with any
other sequence and 11.3% (18/159) fell into a cluster with one or more
sequences from a patient diagnosed with recent infection in the same or
consecutive calendar quarter. In comparison, 11.7% (82/700) of sequences

from chronically HIV-infected patients clustered with any other sequence.
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Characteristics associated with sequences that did cluster, and sequences that
did not cluster, are provided in Table 6.3. Sequences that clustered were
more likely to be from patients who were recently HIV-infected at their first
attendance during the study period compared to those who were not recently
HIV-infected at their first attendance: 36.4%, (47/129) vs. 15.3% (112/730)
p<0.001). Similarly, sequences that formed a robust cluster were less likely to
have been from a patient treated at some point compared to those that did not
cluster: 22.5% (29/129) vs. 43.7% (319/730), p=0.028. An STI diagnosis at the
first attendance was associated with an increased risk of clustering: of those
that clustered, 16.3% (21/129) had an STI at first attendance, compared to
6.2% (45/730) of those who did not have an STI at their first attendance
(p<0.001). Equivalent figures for those who ever had an STI diagnosis during

the study period were 56.6% (73/129) and 36.9% (270/730) (p=0.0002).

Table 6.3: Characteristics of the pol sequences that did, and did not, cluster, Brighton:

2000-2006
Risk factor Sequences that Sequences that did not Chi
clustered (N=129) cluster (N=730) square
% n % n
Recent HIV infection 36.4 47 15.3 112 p=0.028
Ever treated 22.5 29 43.7 319 p<0.0001
Age-group*
<35 58.1 75 37.0 270 p<0.0001
>35 41.9 54 63.0 460 p<0.0001
World region of birth
UK 71.3 92 72.5 529 p=0.8
Sub-Saharan Africa 4.7 6 3.3 24 p=0.4
Rest of Europe 12.4 16 7.7 56 p=0.07
STl at diagnosis 16.3 21 6.2 45 p<0.001
STl during study period 56.6 73 36.9 270 p<0.0002
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6.3.3 Revised method: where do new infections come from?

Transmitters with estimated transmission dates

Of the 159 sequences that were derived from patients who were recently HIV-
infected at first attendance during the study period, 47 fell into a robust cluster
and could thereby be allocated a candidate most likely transmitter. Of the 47
candidate transmitters identified, 42 were confirmed the most likely transmission
source of the patients recently HIV-infected at diagnosis. This is because the
transmission sources were diagnosed before the recent HIV-infected patient
with whom they were associated (or same calendar quarter if they had a chronic
infection), indicating the direction of transmission (see section 6.2.4). Of the 42
transmission sources, 41 had data available during the calendar quarter in
which the transmission took place (i.e. the calendar quarter of diagnosis of the

recent infection generated) (Figures 6.10 and 6.11).

Two potential transmission sources were excluded since it was impossible to
select the most likely transmitter in these instances. This is because the
sequences from the two candidate transmitters were identical (although one
sequence was shorter than the other, indicating that this was not a cutting and
pasting error). This left 39 most likely transmission sources. Of the 39
transmitters, 27 were unambiguously paired with the recent infection and 12

formed a cluster with the recent infection alongside additional sequences.
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Figure 6.10: Phylogenetic reconstruction of HIV transmission events among diagnosed
HIV-infected MSM attending Brighton clinic, with most likely transmission sources

highlighted, Brighton: 2000-2006
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Figure 6.11: Flow diagram showing ascertainment of transmission sources with

estimated transmission dates, Brighton: 2000-2006
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The 39 most likely transmission sources were predominantly white (37/39), and
born in the UK (29/39) with the remainder born elsewhere in Europe and in sub-
Saharan Africa. The majority of transmitters were aged under 35 years (27/39)

with the transmissions disproportionately occurring during or after 2005 (16/39).
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Descriptive analysis

Overall, of the 39 transmitters with estimated transmission date, 24.4% (9/39)
were recently infected at the time of transmission and 46.3% (19/39) were
chronically HIV-infected but untreated. The remainder comprised 4.8% (2/39)
who were currently on treatment, and 22.0% (9/39) who were undergoing
treatment interruption. The distribution of the infection categories of the
transmissions was compared the distribution of the infection categories of
concurrent diagnosed HIV-infection population (described through approach

three) (Figure 6.12).

At the estimated time of transmission, 39 of the most likely transmission
sources, 2.7% (1/39) had plasma viral loads under 50 copies/mL, with an
additional 2.7% (1/39) with viral loads between 50-1000 copies/mL. A further
7.7% (3/ 39) had viral loads from 1001-10,000 copies/mL, and 38.5% (15/39)
had viral loads from 10,001-100,000 copies/mL. An additional 38.5% (15/39)
had viral loads over 100,000 copies/mL. Figure 6.13 shows the distribution of
viral load for the transmitters compared to concurrent Brighton population,

described through approach three.
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Figure 6.12: Comparison of the distribution of infection category between the
transmission sources with estimated transmission dates and the concurrent Brighton
population (using data from every calendar quarter of the study period - approach three)
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Figure 6.13: Comparison of the viral load distribution between the transmission sources
with estimated transmission dates and the concurrent Brighton population (using data

from every calendar quarter of the study period - approach three) Brighton: 2000-2006
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At the estimated time of transmission, 0% (0/39) of transmission sources had a
CD4 count less than 50 cells/fmm?, 5.1% (2/39) had CD4 counts from 50-200
cells/mm?®, 23.1% (9/39) had CD4 counts from 200-350 cells/mm?® and 28.2%
(11/39) had CD4 cell counts from 350-500 cells/mm? and 41.0% (16/39) over
500 cells/mm?®. Figure 6.14 shows the distribution of the CD4 counts of the

transmitters compared to the concurrent Brighton population

Overall 25.6% (10/39) of the transmission sources had an STI diagnosis around
the estimated time of transmission.  Figure 6.15 shows the distribution of STI
diagnoses among the transmitters compared to the concurrent Brighton
population. Overall, 69.2% (27/39) of patients had an STI diagnosis at some
point during the study period, excluding two who only had STI diagnoses during

the same calendar quarter in which they were diagnosed.

Figure 6.14: Comparison of the CD4 count distribution between the transmission sources
with estimated transmission dates and the concurrent Brighton population (using data

from every calendar quarter of the study period - approach three) Brighton: 2000-2006
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Figure 6.15: Comparison of the distribution of STI diagnoses between the transmission
sources with estimated transmission dates and the concurrent Brighton population

(using data from every calendar quarter of the study period - approach three) Brighton:

2000-2006
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Among the transmission sources, nine had their estimated transmission dates
within the same calendar quarter in which they themselves were diagnosed with
HIV. This suggests they were likely to be undiagnosed at the time of

transmission.

Statistical analysis

In order to account for the biases inherent within the descriptive analyses (e.g.
the shorter length of time that the recently HIV-infected population have to
generate infections compared to chronically infected population) the rate of
observable HIV transmission per person years of follow-up was ascertained for
each risk factor (Table 6.4). Overall, 39 transmissions occurred from the most
likely transmission sources during 6176 years of patient follow-up. This

generated a transmission rate of 0.63 per 100 person years of follow-up
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(PYFU). Transmission rates of over one per 100 years of follow up were found
among the under 35s, those with viral loads over 10,000 copies/mL, the recently

HIV-infected and the chronic untreated population.

Univariable and multivariable analyses

Rate ratios of transmission were calculated using Poisson regression models.
The results from the univariable analysis are shown in Table 6.5, and the

results from the multi-variate analysis are shown in Table 6.6.

The univariable analysis indicated that the rate ratio of transmission increased
2.38 per log10 of viral load increase. STI diagnosis during the same period as
transmission had a rate ratio of 12.53. The rate ratio of transmission was higher
among younger ages (p<0.0001). AIDS was associated with lower
transmission rates; there was no association between CD4 cell count and HIV

transmission rate.

Within the multivariable analysis, overall, the factors associated with
transmission were: younger age; high viral load; recent HIV infection; and STI
diagnosis at around the same period of transmission. Treatment was
associated with lower transmission risk in a univariable model, rate ratio 0.04
(0.01-0.19; p=0.0), but the effect was less profound in the multivariable model

rate ratio 0.24 (0.05-1.24; p=0.11).
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Table 6.4: Number of transmissions, person-years of follow-up (PYFU), transmission

rates and 95% confidence intervals generated by transmission sources with estimated

transmission dates, Brighton: 2000-2006

Factor Transmissions PYFU Rate 95%CI
(/100PYFU)
Overall 39 6167 0.63 0.46-0.86
Age-group <35 27 1502 1.80 1.24-2.61
35-44 9 2592 0.35 0.18-0.66
>45 3 2082 0.14 0.05-0.42
CD4 <200 2 582 0.34 0.09-1.24
201-350 9 1269 0.71 0.37-1.34
351-500 11 1564 0.70 0.39-1.25
>500 16 2242 0.71 0.44-1.15
Not known 1 521 0.19 0.03-1.08
Viral load <50 1 3176 0.03 0.01-0.18
50-1000 1 482 0.21 0.04-1.17
1001-10,000 3 427 0.70 0.24-2.04
10,001-100,000 15 941 1.59 0.97-2.61
>100,000 15 611 2.45 1.49-4.0
Not known 4 541 0.74 0.29-1.89
Infection Recently HIV- 9 194 4.64 2.46-8.58
category infected
Chronic infection, 19 1485 1.28 0.8-2.0
untreated
Chronic infection, 2 3556 0.06 0.02-0.21
treated
Chronic infection, 9 941 0.96 0.51-1.81
treatment
interruption
AIDS 38 6016 0.63 0.46-0.86
1 160 0.63 0.11-3.46
STI diagnosis No 29 4972 0.58 0.4-0.83
Yes 10 1204 0.83 0.45-1.52
Year 2000-1 5 1403 0.36 0.015-0.84
2002-3 12 1663 0.72 0.41-1.26
>2004 22 3050 0.72 0.48-1.11
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Table 6.5: Univariable analysis of transmission rate ratio using poisson regression

model, generated by transmission sources with estimated transmission dates, Brighton:

2000-2006
Factor Rate 95% ClI p-value
ratio
Age-group <35 5.37 2.53-11.37 0.0001
35-44 1
>45 0.41 0.11-1.53 0.19
Per five years older 0.51 0.41-0.65 0.0001
CD4 <200 0.49 0.10-2.25 0.36
201-350 1
351-500 0.99 0.41-2.39 0.99
>500 1.01 0.44-2.28 0.99
Not known 0.81 0.22-3.00 0.75
Per 50 cells per mm"® higher 1 0.94-1.07 0.93
Viral load <50 0.07 0.01-0.37
50-1000 0.44 0.08-2.42 0.002
1001-10,000 1 0.35
10,001-100,000 1.7 0.24-2.04
>100,000 2.44 0.56-5.13 0.34
Not known 0.79 0.8-7.42 0.12
Per log 10 higher 2.38 1.82-3.11 0.74
Infection category Recently HIV-infected 4.03 1.88-8.68 0.0001
Chronic infection, untreated 1 0.0004
Chronic infection, treated 0.04 0.01-0.19 0.0001
Chronic infection, treatment interruption 0.75 0.34-1.65 0.47
AIDS No 1
Yes 0.11 0.01-0.77 0.03
STI diagnosis No 1
Yes 12.53 6.13-25.64 0.0001

Table 6.6: Multivariable analysis of transmission rate ratio using poisson regression

model generated by transmission sources with estimated transmission dates, Brighton

Factor Rate ratio 95% ClI p-value
Age (per five years older) 0.68 0.54-0.86 0.001
Viral load (per log higher) 1.64 1.16-2.31 0.005
Infection category Recent 3.06 1.32-7.08 0.009
Recent, untreated 1
Chronic treated 0.26 0.05-1.38 0.11
Chronic, treatment 1.66 0.71-3.86 0.24
interruption
STI diagnosis No 1
Yes 6.07 2.83-12.99 | 0.0001
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Sensitivity analyses

Sensitivity analyses were conducted to assess the impact of the algorithms
used to estimate infection date, and the impact of missing data on the results.
This involved repeating the multivariable analyses four times, each time

adjusting a specific variable under investigation.

a) Excluding patients who had missing CD4/viral load data at the start of each
calendar quarter.

Under this variation, records that had missing CD4/viral load data at the start of
each calendar quarter were excluded. The number of transmitters with
estimated infection dates dropped from 39 transmitters over 6167 PYFU to 27
transmitters over 5463 PYFU. The association between increased transmission
rate ratio with viral load and infection category did not remain significant (Table

6.7).

Table 6.7: Multivariable analysis of transmission rate ratio from transmission sources
with estimated transmission dates, using poisson regression model, excluding patients

who had missing CD4/viral load data at the beginning of each calendar period, Brighton:

2000-2006
Factor Rate ratio 95% ClI p-value
Age (per five years older) 0.70 0.53-0.91 0.007
Viral load (per log higher) 14 0.97-2.04 0.08
Infection category Recent 2.13 0.48-9.40 0.32
Recent, untreated 1
Chronic untreated 0.18 0.03-0.99 0.05
Chronic, treatment 1.37 0.55-3.37 0.50
interruption
STI No 1
Yes 3.88 1.32-11.36 0.01
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b) Taking data from the quarter end, rather than the quarter start, and excluding

patients with missing data

Under this variation, data related to the patients was taken from the end of each
calendar quarter (rather than the beginning), and patients with missing data
were excluded. Three transmission sources were lost. The relationship
between increased rate ratio of transmission risk, and viral load remained
(Table 6.8). However, the association with infection category became non-

significant.

Table 6.8: Multivariable analysis of transmission rate ratio from transmission sources
with estimated transmission dates, using poisson regression model, taking treatment

data from the end of the quarter and excluding patients who had missing data, Brighton:

2000-2006
Factor Rate ratio 95% ClI p-value
Age (per five years older) 0.68 0.54-0.86 0.001
Viral load (per log higher) 2.26 1.56-3.26 0.0001
Infection category Recent 1.31 0.38-4.51 0.67
Recent, untreated 1
Chronic untreated 0.54 0.14-2.06 0.36
Chronic, treatment 1.14 0.49-2.63 0.76
interruption
STI No 1
Yes 6.58 3.08-14.07 0.0001
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c¢) Reclassifying recent HIV infection based on earliest infection date

Each patient had an estimated infection date calculated as the mid-point of their
earliest and latest infection date, based on the markers used to ascertain recent
HIV infection (see section 6.2.1). For this variation, the estimated infection

date was taken as the earliest date.

When patients were categorized as being recently HIV-infected based on the
earliest possible date of infection then only two of the transmissions occurred
from the “recently HIV-infected” (Table 6.9). The association between
increased rate ratio of transmission and recent HIV infection stage did not retain

its significance. The relationship with viral load was retained.

Table 6.9: Multivariable analysis of transmission rate ratio from transmission sources
with estimated transmission dates, using poisson regression model, using the earliest

possible infection date, Brighton: 2000-2006

Factor Rate ratio 95% ClI p-value
Age (per five years older) 0.68 0.54-0.86 0.001
Viral load (per log higher) 2.26 1.56-3.26 0.0001
Infection category Recent 1.31 0.38-4.51 0.67
Recent, untreated 1
Chronic untreated 0.54 0.14-2.06 0.36
Chronic, treatment 1.14 0.49-2.63 0.76
interruption
STI No 1
Yes 6.58 3.08-14.07 0.0001
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d) Reclassifying recent infection based on the latest infection date

When patients were categorized as being recently HIV-infected based on the

latest possible date of infection, a further nine transmissions were classified as

occurring during “recent infection”.

The association between

increased

transmission rate ratio and infection category and viral load, was retained

(Table 6.10).

Table 6.10: Multivariable analysis of transmission rate ratio from transmission sources

with estimated transmission dates, using poisson regression model, using the latest

possible infection date, Brighton: 2000-2006

Factor Rate 95% ClI p-value
ratio
Age (per five years older) 0.67 0.53-0.85 0.0008
Viral load (per log higher) 1.69 1.20-2.39 0.003
Infection category Recent 3.39 1.48-7.73 0.004
Recent, untreated 1
Chronic untreated 0.28 0.05-1.44 0.13
Chronic, treatment interruption 1.64 0.71-3.78 0.25
STI No 1
Yes 5.86 2.77-12.40 0.0001
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Case studies of transmitters

The life histories of most likely transmission sources are presented graphically
in Figure 6.16. Selected graphs are presented to illustrate relevant points: all of
the graphs are presented in appendix C. For each graph, the transmission
event is marked as a black arrow; the viral load is shown on the y axis. The
background indicates the infection category. STI diagnoses are marked with a

black diamond.

The life history graphs demonstrate the potential of plasma viral load to
fluctuate within an individual (transmitter 37 and 38) and its relationship to
treatment (transmitter 12, 23, 30). Frequently, possible transmission events
coincided with a surge of viral load (transmitter 9, 29, and 33) and/or treatment
interruption (transmitter 12, 15 and 29).  Overall, 55% (15/27) of transmitters
had an STI diagnosis, which coincided with the calendar period of estimated

transmission (or an adjacent calendar quarter).

One of the two transmitters, who were estimated to have generated infection
whilst being on treatment, was interrupting treatment on the calendar quarter
before the transmission (transmitter 15). There was one instance out of 39
where there was no “explaining factor” as to why HIV transmission may have
occurred (patient was treated, with viral load <50 copies/mL, no STI -

transmitter 4).

195



Alison Brown — Chapter Six

Figure 6.16: Life histories of a selection of transmission sources with estimated

transmission dates, Brighton: 2000-2006

Transmitter 4
100000 |

I -
Recent infection Chronic, Chronic infection,

90000 1o treated infection interrupting treatment
80000 1
]
70000 1
B ]
°
E % 60000 1
5% 1
= 8 50000
i
40000 1
]
30000 ]
.
20000
1
10000 '
1
4 L] — i . — R
2003Q2 2003Q3 2003Q4 2004Q1 2004Q2 2004Q3 2004Q4 2005Q1 2005Q2 2005Q3 2005Q4 2006Q1 2006Q2 2006Q3 2006Q4 2007Q1
Transmitter 12 Chronic infection,

450000 interruptipg treatment

— Chronic, untreated  Chronic,

infection treated infection
350000
=\
300000 1 |}
3 r treated infection
= 250000 1
g ,
200000 = \
s s
1 =
150000 _ ' ‘
100000 ‘
1\
50000 ‘
]
0

- - | .
& &@&Q@&@Q\&\& &S
PSS S

Transmitter 15

1200000 1—— — L — . L
Chronic infection, Chronic infection, g?erﬁzlct;gfetigg?r’n -
interrupting treatment interrupting treatment 2 .

1000000 JF

Chronic, . Chronic, Chronic,
treated infection treated infection treated infection || treated infection
800000
iz
5
> 8 600000 |

400000

200000

Transmission ’ STl diagnosis
event occurred

196



Alison Brown — Chapter Six
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6.4Discussion

6.4.1 The HIV-infected population and its transmission potential

The Brighton dataset provides a rare opportunity to study localized HIV
transmission that can be linked to demographic and clinical data. Over a six
year period, patients attending the clinic were subdivided into infection
categories, and their clinical data updated for each subsequent calendar
quarter. The distribution of infection category was estimated for the Brighton
population and analysed with specific regard to its transmission potential.
Using a method that improved upon methods of previous analyses, the

transmission sources of new HIV infections were sought.

Data completeness

Data were analysed to examine the length of time patients were represented
during the study period, and the drop out rate. @ The size of the dataset
increased over time since new patients were diagnosed each year, and the
proportion of patients lost to follow-up was relatively low. Consequently, the

majority of patients were represented through the entire study period.

Overall, the demographic data had high levels of completeness. Over 90% of
viral load and CD4 count data were complete for each patient per calendar
quarter. Since the rate of STI screening was unavailable, the STI diagnosis
data presented is likely to be an underestimate of the STI prevalence in this

population.
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Infection category

It is important to ascertain the relative size of the HIV-infected Brighton
population by infection category in order to determine whether any particular
patient category is disproportionately driving new infections. This is because if
all else is equal, the chance that a new infection will be generated by a
particular infection category will be directly proportional to the relative size of
that infection category. For instance, if the proportion of the HIV-infected
population who were recently HIV-infected was 5%, it would be expected that
5% of infections generated to be driven by patients who were recently HIV-
infected themselves. If the proportion of new infections generated by those with
recent HIV infection was significantly higher than 5% this would suggest that the

transmissions generated from this group were disproportionate.

The method for ascertaining the most accurate representation of the Brighton
HIV-infected population is therefore crucial. The Brighton dataset was
characterized using three approaches to assess which provided the best
representation of the size and transmission potential of the local HIV-infected
population.  Approach one included data collected at the patients’ first clinical
attendance only; approach two included only one calendar quarter for each
patient for the entire study period, with the calendar quarter selected at random,;
and approach three included every patient, for every calendar quarter during the

study period. Each patient could be included up to 28 times within this dataset.
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Approach one resulted in one in five patients categorized as recently HIV-
infected. This is substantially higher than estimated using approach two (5%)
and three (2%). This is because the first calendar quarter of attendance in the
study period was synonymous with HIV diagnosis for approximately half the
study population. Using diagnosis data to ascertain the proportion of recent HIV
infections will lead to an overestimate: patients may have been prompted to
attend for VCT (voluntary confidential HIV testing) following a recent risk
exposure (Calzavara, Burchell et al. 2002). Approach one demonstrates that
using data collected during a patient’s diagnosis is likely to overestimate the

size of the recently HIV-infected population.

Approach two provided a snap-shot of the Brighton population between 2000-
2006 and goes some way to reduce the bias arising from the over inclusion of
patients with recent HIV infection — the proportion was measured at 5%.
However, bias still remains; this approach draws from a population, half of
whom are more likely to be included at earlier stages of their HIV infection. This
population, on average, will also have fewer calendar quarters available for
selection, increasing the chance that the quarter selected is one in which the

patient was recently HIV-infected.

In contrast to approaches one and two, approach three allowed the natural
course of HIV infection to progress for each patient over the course of the study
period. Approach three showed that the proportion of the HIV-infected
population who were recently HIV-infected at any one time is likely to be

relatively low, at around 2%. For this reason, approach three was used as the
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best representation of the size and transmission potential of the Brighton HIV-
infected population, and was consequently used as the comparator for the

descriptive analysis.

However, for approach three, it was not known if patients attended for every
calendar quarter. Infection category data was updated for each calendar
quarter according to section 6.2.1. Where other data were missing for a
calendar quarter, the data from the previous quarter was carried forward.
Where patients had not attended for 12 consecutive months, they were
considered lost to follow-up, and excluded from subsequent quarters of the
study period. This method was preferable to only including calendar quarters
for each patient, where patients were known to have attended. This is because
attendances during the study period are unlikely to be distributed equally
between infection category (e.g. patients who are ARV treated may be more
likely to attend more frequently than the untreated population). However the
potential for each patient to transmit their infection onwards needed to be

constant throughout the study period, regardless of clinic attendance.

Approach three is not with out its limitations; like approach one and two, it will
exclude certain groups of patients. All approaches exclude patients resident in
Brighton who attend other providers for HIV care. Approximately 10% of HIV-
infected MSM patients resident in Brighton and Hove city PCT attended sites
other than the Brighton clinic for their treatment and care (Personal
communication - SOPHID). All approaches exclude patients with undiagnosed

HIV infection who are disproportionately likely to be recently HIV-infected and
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have higher risk behaviour due to being unaware of their infection. Additionally,
approaches two and three exclude those who did not attend the clinic following
diagnosis (who may constitute a more vulnerable group that may also have

higher infectivity and risk behaviour).

Approach three also contains a major bias within the dataset. Patients who
were diagnosed with HIV infection towards the end of the study period will be
represented in fewer calendar quarters compared to those diagnosed before the
study period. This will have affected those recently HIV-infected at diagnosis
disproportionately. It is for this reason that transmission rates per PYFU were

calculated for the statistical analysis.

Plasma viral load by infection category

Patients who were not being treated (including the recently HIV-infected
population) had higher plasma viral loads compared to the treated population.
This is expected since treatment is designed to suppress viral replication
(Ledergerber, Egger et al. 1999). The viral load levels of the patients
undergoing treatment interruption was slightly lower than that of the untreated
patients, perhaps because they have recently been on treatment and/or they
are doing well clinically. The high proportion of patients currently being treated
who have undetectable viral loads (83% less than <50 copies/mL) is striking.
This work supports the evidence that treatment is associated with a reduced

patient infectivity.
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STI by infection category

Nearly 40% of HIV-infected patients were also diagnosed with an STI at some
point during the study period. This reduced only slightly to 35% when the STI
diagnoses made during the same calendar quarter as HIV diagnoses were
removed. This demonstrates continuing sexual risk among a population aware

of their HIV infection.

CD4 count by infection category

CD4 counts were highest among those interrupting treatment and those on

tfreatment.

6.4.2 Phylogenetic reconstruction of HIV transmissions in Brighton

A phylogenetic reconstruction was undertaken among the Brighton population,
and the factors associated with clustering were ascertained. Overall, 15.3% of
sequences fell into a robust cluster. The rate of clustering between patients
who were diagnosed during recent HIV infection was 11.3%. Sequences that
clustered were significantly more likely to be from MSM who were recently HIV-
infected at diagnosis, have an STI diagnosis, and not ARV treated at first

attendance, compared to those that did not form a cluster.

The observed rate of clustering is somewhat lower than that found in the
literature. In a similar population, (containing only Brighton patients who
were recently HIV-infected at diagnosis, and taken from earlier years), Pao
calculated the rate of clustering between patients recently HIV-infected at

diagnosis, to be almost double, at 29.6% (Pao, Fisher et al. 2005). Similarly
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Brenner found that 50% of sequences clustered from patients who were

recently HIV-infected at diagnosis (Brenner, Roger et al. 2007).

The rate of clustering may be lower in the current analysis because the majority
of sequences contained within the dataset were not recently HIV-infected at
diagnosis. Pao and Brenner both (albeit initially for the latter) restricted
phylogenetic reconstructions to include only patients diagnosed during recent
infection. Partner notification exercises, and an increased likelihood that
patients diagnosed during recent HIV infection within the same calendar period
will be drawn from the same transmission network, raises the chance that these
populations contain a higher proportion of patients who infected each other. In
contrast, sequences from patients who were chronically HIV-infected at
diagnosis will have a broader range of infection dates, and will be more likely to

be drawn from separate transmission networks.

The present analysis is an improvement upon on the analyses conducted in
chapter five, because they are not restricted to populations who were recently
HIV-infected at diagnosis. As discussed in section 4.4.2, such populations may
be different from populations who were not diagnosed during recent infection,
which may be related to infectivity. However, two major limitations remain.
Firstly, the risk factors apparently associated with clustering may not have been
present at the time of transmission. Secondly, the current population is likely to
disproportionately contain patients diagnosed with recent HIV infection. These

limitations are discussed in turn.
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As with recent infection, the observation of transmission events between
sequences from MSM who had a specific risk factor at diagnosis, does not
necessarily mean that that risk factor was present at the time of transmission
(this is applicable to infection category, viral load, CD4 count, and STI
diagnosis). For instance, the comparison of infection dates in the clusters that
formed between patients diagnosed with recent HIV infection in this analysis, as
with chapter four, found that only about half could have been generated during
recent infection. However, an association between clustering with infection
category and STI does seem to exist, perhaps indicative that patients with risk
factors at diagnosis may be at high risk of transmission throughout the course of

their infection. This requires further examination.

This analysis also revealed inconsistencies between phylogenetic
reconstructions. There were inconsistencies between the original neighbour
joining tree and the maximum likelihood tree. Nearly one in five clusters
originally ascertained in the neighbour tree were lost in the maximum likelihood
reconstruction. The neighbour joining clusters that did not appear in the
maximum likelihood tree contained a higher proportion of sequences per
cluster; clusters that constituted sequence pairs were more likely to be retained.
The occurrence of novel clusters in the maximum likelihood tree requires further

investigation.

Though the datasets contain the same patients, there was a difference between
the clustering rate found between patients who were recently HIV-infected at

diagnosis in this analysis (11.3% - when the recently and chronically HIV-
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infected at diagnosis were included) compared to that found in chapter four
(20.8% - when only the 159 patients diagnosed during recent infection were
included). This may indicate that reconstructions may have been affected by

the presence of other sequences (section 4.4.2).

6.4.3 A revised methodology: where do new infections come from?

A phylogenetic reconstruction was conducted using a dataset from a well
defined population to ascertain the origin of new infections. The reconstruction
included developments from previous analyses. The richness of the dataset
allowed a wide range of risk factors potentially associated with transmission to
be explored for patients throughout the study period (compared to studies that
only categorise patients as “recently” and “chronically” HIV-infected at
diagnosis). Additionally, a method was employed that allowed the attributes of

candidate transmitters to be ascertained at around the time of transmission.

A quarter of transmission sources had an STI diagnosis during the calendar
quarter, or the previous calendar quarter. Interestingly, the transmitters with
estimated transmission dates were more likely to ever have an STI diagnosis
during the study period, compared to the rest of the HIV-infected population.
This suggests that the transmitters with estimated transmission dates may have

riskier sexual behaviours compared with the rest of the population.

Through multi-variate analysis, the factors associated with an increased rate
ratio of transmission risk were: recent infection; high viral load; and STI
diagnosis. Almost one in four observed transmissions were likely to have been

generated by patients with recent HIV infection: in contrast, this group
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constituted 2% of the concurrent Brighton population (using approach three).
Those with viral loads over 10,000 copies/mL contributed 70% of observed
transmissions. Importantly 69.2% of transmission sources originated from
patients with CD4 counts over 350 mm?®. This is above the level at which
discussions about ARV should commence between patient and clinician.
Finally, despite comprising more than half of the HIV-infected Brighton
population, only two instances were recorded of transmission occurring from the

treated population.

The analysis suggests that the transmission rate from the recently HIV-infected
is elevated, but not as high as previous calculations (Brenner, Roger et al.
2007). Unlike other studies, it has also highlighted that the transmission rates
from the chronically HIV-infected is also important, and varies considerably
within this population. Specifically, the untreated population (containing an
uncertain, but elevated proportion of the recently HIV-infected individuals) was
responsible for generating approximately half of the transmissions identified.
Furthermore, the use of treatment was significantly associated with a reduced
risk of transmission. Around 20% of transmissions originated from those
currently interrupting treatment. Those with the low CD4 counts (<200
copies/mm?®) were least likely to generate transmission. This could be because
such individuals are more likely to be treated (and/or more likely to have

symptomatic illness), which may impact on their sexual activity.

The sensitivity analysis examined the consistency of the statistical significance

of the findings as the assumptions and definitions of treatment and estimated
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infection dates were varied. Throughout each repetition, the presence of an STI
was consistently associated with an increased transmission risk. When patients
with missing viral load/CD4 data at the start of a calendar quarter were
excluded, the association with infection stage and viral load did not retain its
significance. This is likely to be because the exclusion disproportionately
affected patients with recent HIV infection; such patients may not have viral
load/CD4 count recorded until a few weeks after diagnosis. Varying the
definition of recent infection from the mid-point to earliest and latest possible
date of infection substantially impacted on the association between infection
category and transmission risk. This indicates the importance of allowing

infection category to follow the natural course of infection in the analysis.

Case studies of transmitters

The case studies provide some validation of the methods of section 6.4.3. The
fluctuating viral loads observed within individuals confirm the importance of
finding a method to date the transmission event in relation to viral load: viral
load at diagnosis will not reflect viral load at later stages of infection. The
congruence of transmission events with surges of viral load, lack of treatment
and STI diagnoses provide some reassurance of the accuracy of this analysis in
identifying the right individual as the transmitter and the approximate time of
transmission. The instances where transmission occurred shortly after viral
load surges/STls/treatment changes may be indicative of the relative inaccuracy
of the technique in approximating the transmission date. The case studies put
the findings into context, but should not be over-interpreted.

In one of the two instances where transmission occurred despite the patient

being on treatment, the case studies suggest that the patient had been
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interrupting treatment very recently. For the second patient, it may be that
transmission occurred despite the patient having an undetectable plasma viral
load. Alternative explanations include: the data may not have captured surges
of viral load at the relevant transmission time; the phylogenetic reconstruction

was incorrect, and did not identify actual transmission source.

Limitations

The analysis has several limitations related to: the representativeness of the
population of transmitter sources with estimated transmission dates; and

assumptions about sexual mixing.

As with all phylogenetic reconstructions, the results may not necessarily
represent actual transmission events (section 1.6.1 and 1.6.2 and chapter four).
Even in cases where the clusters remained consistent between the neighbour
joining tree and the maximum likelihood tree, small differences in genetic
distances were observed within clusters. This is relevant because it was at this
level that decisions were made on which candidate sequence was the most
likely transmitter. The overall method relies exclusively upon data from specific
transmission pairings. If the specific pairings are incorrect, then the results will
be incorrect. While the life histories demonstrate a congruence of transmission
dates with events that are likely to increase the chance of transmission, the
accuracy of phylogenetic approaches in reconstructing specific transmission
events requires further assessment. Finally, the analysis does not consider
chains of transmissions; just transmission pairs.

The markers used to ascertain the estimated infection dates varied.

Consequently using the diagnosis date of the recently HIV-infected patients in
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combination with the marker used to identify recent infection to “date” the
transmission events may not be entirely accurate. The “calendar quarter of
transmission” may have been up to six months after the actual transmission
event, particularly where the serological testing algorithm for recent HIV
seroconversion (STARHS) was used. Additionally, extent that STARHS can
reasonably reconstruct infection dates is uncertain due to variation between
individuals (Reed 2004). However, no adjustments were made in these
instances. Future work needs to include intervals of uncertainty or calculate

what scale of adjustments need to be made in such analyses.

The data were summarized into three monthly intervals to anonymise the data;
attendance dates were not available. For viral load, and treatment data, the
data were carried forward from the previous calendar quarter unless that data
had changed. Consequently the accuracy of data around the time of the
estimated transmission event is dependent on the patient attending the clinic
regularly and having the relevant fields updated. The exclusion of patients lost
to follow-up (no attendance within 12 months) from candidate transmission
sources will limit any error. However, in order to assess the timeliness of data
linkable to the 39 transmitters at the time of transmission, the occurrence of
‘movement” in viral load during the period of transmission, or the quarter
directly preceding or following it, was taken as evidence that such measures
were timely.

In all but seven of 39 transmission sources, there was movement in viral load in
the period of transmission or the calendar quarters consecutive with it. For the

remaining seven transmission sources: transmitters 4, 18 and 24 all had a gap
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of under six months between the quarter a new viral load were recorded, each
side of the transmission quarter. For transmitters 16, 23 and 30, there was a
gap of 12 months in total spanning the interval in which the transmission event
occurred. For each of these, there was no recorded change in treatment during
the period, suggesting that viral load was unlikely to change substantially.
Transmitter 2 did not have a viral load recorded until treatment was started, but
was untreated at the time of transmission, suggesting viral load was detectable

at this time.

The multivariable analysis assumed each person was at risk for the whole three
month period of the calendar quarter when calculating person years. This
assumption is probably reasonable since even if a patient was not diagnosed
until half way through the period, they could still have transmitted in the weeks

leading up to the diagnosis.

The methods do not consider the undiagnosed HIV-infected population. This
group is likely to have an important role in transmission since they are: unaware
of their infection; more likely to be recently HIV-infected; and have riskier
behaviour, compared to the rest of the HIV-infected population. It is noted that
for 39 transmitters, nine transmitted during the period close to their own
diagnosis, suggesting they were undiagnosed at the time of transmission.
Additionally, the fact that only 39 transmission sources of 159 recent infections
were identified suggests that the undiagnosed population is likely to have a

substantial role in generating transmission events.
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The transmission sources had higher rates of STI diagnoses compared to the
concurrent Brighton population. This suggests that they may be a group with
higher risk sexual behaviour. This indicates that behavioural, in addition to
biological factors drive transmission. However, behaviour markers were not

measured or considered in the analysis.

Further limitations relate to assumptions made about the Brighton population.
The methodology assumes that the Brighton population is closed, with random
sexual mixing patterns. However patients attending care in Brighton may meet
sexual partners elsewhere in the UK, and abroad. It is also known that sexual
risk behaviours are affected by diagnosis status (Dodds, Mercey et al. 2004)

and perceived infectivity is related to treatment (Stephenson, Imrie et al. 2003).

6.5Conclusion

The Brighton dataset has provided a rare opportunity to understand the sources
of new infections in a localised population. It allowed the development of a
method capable of creating phylogenetic reconstructions of transmission
events, but also of dating these events. Consequently, this enabled the

identification of risk factors for transmitters, at around the time of transmission.

The factors associated with transmission are: recent HIV infection; elevated
viral load, and presence of an STI. Additionally, this chapter provided estimates
of the size of the population in relation to transmission risk; the association
between infection category and transmission; that despite making up 2% of the
HIV-infected population, the recently HIV-infected generate a quarter of new

infections; that 70% new infections originate from the untreated population; 70%
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of new infection originate from those with CD4 counts >350 mm?; and that
despite making up more than half of the HIV-infected population, few

transmissions occur from the treated population.

This work has important public health implications. Current BHIVA guidelines
(BHIVA 2008) (that suggest discussions to start ARV should commence when
CD4 counts reach 200-350 cellss/mm® are unlikely to impact upon
transmissions between MSM. The analysis suggests that treating HIV-infected
patients on a large scale, and reducing phases of treatment interruption, could

potentially reduce transmission.

Additionally, with a quarter of observed transmissions originating from the
recently HIV-infected, the continued drive to increase VCT may be limited in its
ability to prevent HIV transmission. Alternative strategies include promoting:
frequent HIV testing among the at-risk population; awareness of seroconversion
illness and its association with higher infectivity; and universal access to fourth

generation HIV tests. The need to prevent and treat STIs continues.

The analysis is not without its limitations. Future work needs to: better account
for the undiagnosed HIV-infected population; ensure algorithms that ascertain
recent infection are consistently applied; and consider the implications and

importance of rapid transmission chains.
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7 Chapter Seven: The prevalence, source and onward

transmission of HIV drug resistance

This chapter describes the prevalence of transmitted HIV drug resistance
among patients who were recently HIV-infected at diagnosis. The distribution of
drug resistance mutations are compared between datasets and infection
categories. The transmission potential of the drug resistant population is
compared between the drug naive and those who have been treated.
Phylogenetic reconstructions of possible transmission of resistant strains are
undertaken. Finally, the sources of transmitted drug resistance are explored

using a phylogenetic approach.
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7.1Introduction

It is the higher prevalence of TDR among the recently HIV-infected (Devereux,
Youle et al. 1999) coupled with their elevated viral load (Wawer, Gray et al.
2005) that suggests that this population has an important role in generating
TDR (section 1.5.3). However, this may not be the only factor in determining
TDR. Patients with diagnosed HIV infection continue to have unprotected sex
(Elford and Hart 2005) and a proportion of them will have drug resistant viruses.
Chapter six indicated that the recently HIV-infected, the chronically HIV-infected
untreated population and those interrupting therapy had potentially important
roles in generating onward transmission. Additionally, the relative fithess of
mutations may affect which mutations are transmitted onwards (both from men
who have sex with men (MSM) with transmitted and acquired drug resistant

mutations) (section 1.5.3 and 2.5.2).

This chapter aims to measure the level of TDR within the available datasets,
and describe the distribution and transmission of specific mutations between
patients recently HIV-infected at diagnosis. Using the whole Brighton dataset, it
also aims to ascertain the transmission sources of patients with TDR who were
recently HIV-infected at diagnosis, and consequently ascertain their attributes at

around the time of transmission.
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7.2Methods

7.2.1 Prevalence of HIV drug resistance

Transmitted drug resistance

The prevalence of TDR was ascertained for patients recently HIV-infected at
diagnosis using the CASCADE, UA survey and Brighton datasets. The
definition of drug resistance mutations was taken from the list of mutations

judged suitable for surveillance purposes (Shafer, Rhee et al. 2007).

Differences between transmitted and acquired drug resistance

For Brighton, the prevalence of drug resistance, and the specific mutations
involved were compared between the recently HIV-infected, the chronically HIV-
infected and the treated population. Statistical tests of association were

employed where appropriate.

Distribution of specific mutations

Specific mutations were identified from sequences obtained from patients
recently HIV-infected at diagnosis and compared between datasets. Using the
Brighton dataset, all patients (regardless of infection stage at diagnosis) with
drug resistant mutations were categorized as: TDR (recently infected), TDR
(chronically infected) or acquired on the basis of infection stage, and clinical and

treatment history.

7.2.2 Phylogenetic reconstructions of HIV transmissions of TDR from the

recently HIV-infected
The phylogenetic reconstructions described in this chapter are identical to those

in previous chapters, but this analysis maps the drug resistance mutations on to
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sequences included in the reconstructions. Two phylogenetic reconstructions
were undertaken from the Brighton dataset: first only including those sequences
from patients who were recently HIV-infected at diagnosis (section 5.3.2) and

second including the whole dataset (section 6.3.2).

For each dataset, robust clusters (section 2.2.11) that contained drug resistance
mutations were identified, and compared to clusters formed between wild-type
sequences. Comparisons were made between the mutations occurring among
sequences that were involved in a possible transmission event and mutations
found among non-clustering sequences. The differences between estimated
infection dates were compared within clusters in order to ascertain whether the

transmission could have taken place during recent infection.

7.2.3 Attributes and transmission potential of patients with transmitted

and acquired drug resistance

Using the Brighton dataset, patients with viruses containing drug resistance
mutations were placed in to three categories on the basis of infection stage and
ARV history. The categories include: those with TDR and recently HIV-infected
at diagnosis; those with TDR and chronically HIV-infected at diagnosis; and
those with acquired drug resistance. The plasma viral load was compared
between the three groups and also to the population with wild-type viruses.
This was to gauge whether the transmission potential of the patients with drug
resistance mutations was different to that among those with wild-type

sequences.
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7.2.4 Where does TDR come from?

Using all of the Brighton dataset, a phylogenetic reconstruction was undertaken
of all possible transmission events. The most likely transmission source for
each recently-infected patient with TDR was identified using the same
methodology described in section 6.2.4. The transmitter was categorised as
having acquired resistance or TDR (recently or non-recently acquired) at the

time of the likely transmission.

7.3 Results

7.3.1 Prevalence of HIV drug resistance

Transmitted drug resistance

Prevalence of TDR was ascertained using populations that were recently
infected at HIV diagnosis only. Overall, 10.9% (18/165) of recently HIV-infected
CASCADE patients sampled were infected with a drug resistant HIV variant
(Figure 7.1). Fourteen patients had a virus considered to be resistant to one or
more of NRTIs, three carried resistance mutations to NNRTIs and one had
resistance to PIs. One patient was infected with viruses resistant to both NRTI
and NNRTI mutations with the remainder being resistant to one class of drug

resistance only (14 to NRTIs, two to NNRTIs and one to PIs).
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Figure 7.1: Prevalence of TDR among MSM diagnosed during recent infection, CASCADE,

UA survey and Brighton: multiple years
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Overall, within the Unlinked Anonymous (UA) Sexually Transmitted Infection
(STI) survey, 14.2% (18/127, 95% CI 9.3-21.6%) of recently HIV-infected MSM
sampled were infected with a drug resistant strain. Eight patients had a virus
considered resistant to NRTIs, nine to NNRTIs, and four to Pls. Sixteen patients
were infected with a virus considered resistant to one class of drug only, one to

two classes and one to three classes of drug.

Among the patients who were recently HIV-infected at diagnosis among the
Brighton dataset, 12.6% (20/159, 95%CI 8-18%) of patients sampled were
infected with a drug resistant HIV variant. Nine patients had a virus considered
to be resistant to one or more of NRTIs, 14 to NNRTIs and four had resistance
to Pls. Fifteen patients were infected with a virus considered to be resistant to
one class of drug only (five to NRTIs, nine to NNRTIs and one to PIs), with

three to two classes and two to all three main classes of drugs.
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Differences between transmitted and acquired drug resistance

Among the Brighton dataset, overall, 22.2% (191/859) of patients sampled were
infected with a drug resistant HIV variant. Of these, 148 patients had a virus
considered to be resistant to one or more of NRTIs, 102 carried resistance
mutations to NNRTIs and 58 had resistance to Pls. Of these, 106 patients
were infected with a virus considered to be resistant to one class of drug only
(67 to NRTIs, 34 to NNRTIs and five to Pls), 53 to two classes and 32 to all

three main classes.

Brighton patients with drug resistant viruses were further subdivided into three
categories: those recently HIV-infected at diagnosis; the drug naive, but
chronically HIV-infected at diagnosis; and the drug experienced at the time the
sequence was taken. The differences in prevalence was 12.6% (20/159), 9.7%
(34/352) and 39% (74/396) respectively. For 63 patients with drug resistance
mutations, the category of drug resistance could not be ascertained from their

clinical data.

There were differences in class of drug resistance between drug naive patients
who were recently and chronically HIV-infected at diagnosis. While the
prevalence of resistance to Pls was similar between both groups, the
prevalence of resistance to NNRTIs may have been higher than the prevalence
of resistance to NRTIs among the recently HIV-infected (8.8% vs. 5.7%
respectively) (p =0.14). The converse was true of the chronically HIV-infected at

diagnosis (3.4% vs. 7.6% respectively) (p=0.007) (Figure 7.2).
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Figure 7.2: The prevalence of drug resistance mutations among the recently HIV-infected,
the untreated chronically HIV-infected and the treated chronically HIV-infected
population, Brighton: 2000-2006
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Distribution of specific mutations

The distribution of specific mutations among those recently HIV-infected at
diagnosis is described in Figure 7.3. The most frequent mutation overall was
the T215 variant followed by the K103N. Among the CASCADE dataset, five
patients had M41L, but this mutation was not identified in the other two

datasets.
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Figure 7.3: Distribution of specific mutations found among recently HIV-infected MSM,
CASCADE, UA survey, and Brighton: multiple years
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The differences between the specific mutations for each infection category are
described in Figure 7.4.  Where specific mutations were observed in all three
categories, the frequency of mutations was substantially higher among the
treated population. There were mutations from all three classes that were
observed in the treated population that were not apparent in the naive
populations including: V106A (NNRTI), K219E (NRTI), and V82A (PI).
Conversely, mutations were observed among the drug naive populations that
were not apparent in the treated population, for instance: M41L and F77L

(NRTIs) and G73T (PI).
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Figure 7.4: Distribution of specific drug resistance mutations between the recently HIV-
infected, the untreated chronically HIV-infected and the treated chronically HIV-infected

population, Brighton: 2000-2006
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7.3.2 Phylogenetic reconstructions of HIV transmissions of TDR from the

recently HIV-infected

Of the 165 sequences from the CASCADE dataset, 18 (10.9%) formed a
phylogenetic relationship with at least one other sequence (Figure 7.5). These
formed nine robust clusters, with two sequences within each cluster. Of the 18
sequences with drug resistance mutations, only two formed one cluster (C).
Both sequences shared the F77L mutation, and were derived from patients with

a difference of 226 days between their infection dates (Brown 2009a).

Of the 127 sequences from the UA STI dataset, 16 (12.6%) formed a robust
cluster with at least one other sequence (Figure 7.6). Of the 18 sequences

with drug resistance mutations, six formed two clusters (cluster A and cluster
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E). All four sequences that formed cluster A contained the K103N mutation,
and both sequences that formed cluster E contained T215V/D with one
sequence also contained F77L. Cluster A contained two sequences that had
the same calendar quarter, and two with a difference of two calendar quarters.
Cluster E comprised sequences obtained from patients who had a difference in

calendar quarter of nine.

Considering only the recently HIV-infected at diagnosis (n=159) from Brighton,
31 sequences fell into a cluster with at least one other sequence (Figure 7.7).
Of the 20 sequences with drug resistance mutations, four fell into a cluster with
at least one other sequence. One cluster contained sequences that shared the
K103N mutation. Two other sequences (with G190A/E) each formed a cluster

with a wild-type sequence.
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Figure 7.5: Phylogenetic reconstruction of HIV transmission events and distribution of

drug resistance mutations between MSM recently HIV-infected at diagnosis, CASCADE:
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Using the whole Brighton dataset, overall, 15% (129/859) sequences fell into a
robust cluster with another sequence (figure not shown). These formed 62
phylogenetic relationships, five clusters had three sequences per cluster; the
remaining 57 consisted of sequence pairs. Of the 191 sequences with drug
resistance mutations, 23 fell into a cluster with another sequence. These formed
eleven clusters and, of these, four sequences formed a cluster with a wild-type
sequence. The remaining nine sequences clustered with another sequence
sharing an identical mutation. Three clusters each comprised K103N, and three
comprised T215 variants. Other mutations included 154L, G73T, 184V, 154L,

and Y188L.

For the CASCADE and Brighton dataset, there was no significant difference
between the proportion of clusters that formed between sequences with drug
resistance mutations compared to the proportion formed between wild-type
sequences (Figure 7.8). For CASCADE, overall, 11.1% (2/18) of sequences
with mutations clustered compared with 10.1% (16/147) of wild-type sequences
(p=0.7). Among the recently HIV-infected Brighton population, 20% (2/20) of
sequences with drug resistance mutations clustered compared with 19%
(27/139) of wild type sequences (p=0.3). For the UA STI survey, 33.3% (6/18)
of sequences with drug resistance mutations clustered, compared with 9.2%
(10/109) of wild-type sequences (p=0.03). For all datasets, mutations that
were found in clusters tended to be those that occurred most frequently in terms

of prevalence.
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Figure 7.6: Phylogenetic reconstruction of HIV transmission events and distribution of drug resistance mutations between MSM recently HIV-

infected at diagnosis, UA survey: 1999-2002
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Figure 7.7: Phylogenetic reconstruction of HIV transmission events and distribution of

drug resistance mutations between MSM recently HIV-infected at diagnosis, Brighton:

2000-2006
n
n
| |
n
= B
n
Difference in calendar | Drug resistance = C
Cluster | guarter of diagnosis mutations
A 0,2,2,2 : u
B 0,4
C 0,51 =
D 0,7 1%G190A =
E o2 ]
F 0,7 2 IK103N =
G 0,5 D
H 0,8
| 0.0 [ ]
J 0.5 L T
K 0,3 ]
L 0,5
bl 0,3 1%G190E
N 0,1 =% F
G
n
*Difference within each phylogenetic
cluster between the sequence with the u
earliest quarter of diagnosis (quarter 0) n
and the sequence with the next
chonological guarter of diagnosis -
[ H |
b
Clusters are presented in bold. ':_ J K
e L
[ *W |
i N
n
1 1 1 1 1 L]
0.0 0.1 0.2 0.3 0.4 Q.5

Mucleotide substitutions per site

228



Alison Brown — Chapter Seven

Figure 7.8: Distribution of specific mutations between clustering and non clustering
sequences from patients recently HIV-infected at diagnosis, CASCADE, UA survey and

Brighton; multiple years
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7.3.3 Attributes and transmission potential of patients with transmitted

and acquired drug resistance

Using all calendar quarters of the study period, the viral load and STI
distribution were compared between the patients with drug resistance

mutations, and those with wild-type sequences, by infection category.

With the exception of those currently untreated, there was no statistical
difference in the mean viral load between patients whose sequences had drug
resistance mutations and those with wild-type sequences (Table 7.1). The

distribution of viral load by infection category is summarized in Figure 7.9.
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Table 7.1: Mean viral load (copies per mL) by infection category, between drug resistant

and wild-type sequences from diagnosed HIV-infected MSM, Brighton: 2000-2006

Infection category Drug resistant | Wild-type | p-value (t-test)
Recent 235883 209928 p=0.8
Chronic, untreated 62961 78642 p=0.02
Chronic, treated 14643 22624 p=0.1
Chronic, treatment interruption 58408 50643 p=0.2

Figure 7.9: Viral load distribution by infection category between drug resistant and wild-
type sequences from diagnosed HIV-infected MSM, Brighton: 2000-2006
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Including every calendar quarter of the study period, (approach three, table 6.2)
overall, 34% (1521/4428) calendar quarters were linked to patients with drug
resistance mutations who also had an STI diagnosis compared to 43%
(5847/13750) (p<0.0001) of quarters linked to patients with wild-type
sequences. Among the recently HIV-infected the proportions were 65.9%
(29/44) and 58.2% (181/311) respectively (p=0.17), and among the chronically
infected, 56% (235/413) and 45.8% (2067/4510) (p<0.0001) respectively. The

inverse was true for the treated population; those with wild-type were more

230



Alison Brown — Chapter Seven

likely to have STIs. Of patient calendar quarters with wild-type viruses, 38.7%
(2500/6457) had an STI diagnosis compared with 31.3% (943/3012) (p<0.0001)

of those with drug resistance mutations (Figure 7.10).

Figure 7.10: STI distribution by infection and drug resistance category among diagnhosed

HIV-infected MSM: Brighton, 2000-2006
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7.3.4 Where does TDR come from?

Of the 20 patients who were recently HIV-infected at diagnosis, and who had
drug resistance mutations, the most likely transmission source was identified in
four cases (20%) (Figure 7.11). The source of transmission could not be found
for nine. For the remaining seven, the direction of transmission could not be
ascertained, or data was not available during the calendar quarter of
transmission. Two of the most likely transmitters had chronic TDR (A and B)

and two had acquired resistance (C and D). The mutation sites were identical
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between the transmission sources and the patients with recently acquired TDR

(Figure 7.12).

Figure 7.13 describes the attributes of the four transmission sources at the time
of transmission. The untreated transmission sources had viral loads of >20,000
copies/mL (transmitters A and B) and the transmitters with acquired resistance
had interrupted therapy with viral loads of >550,000 copies/mL (transmitters C

and D). The most likely transmitter could not be identified for nine (69%).
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Figure 7.12: Phylogenetic reconstruction of possible HIV transmission events that

generated patients recently HIV-infected with TDR HIV strain, Brighton: 2000-2006
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Figure 7.13: Attributes of transmission sources of TDR at around the time of

transmission
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7.4Discussion

This chapter examined the level of TDR within the available datasets, and
described the distribution and transmission of specific mutations between
patients recently HIV-infected at diagnosis. It described the distribution of
specific drug resistance mutations between datasets, and for the Brighton
dataset, between infection categories. The distribution of viral load and STI
diagnoses was compared between infection categories. It also aimed to
ascertain the sources of TDR and their attributes at around the time of

transmission.

7.4.1 Prevalence of HIV drug resistance

Transmitted drug resistance

The prevalence of TDR mutations among the recently HIV-infected at diagnosis
was measured at: 10.9% for CASCADE, 14.2% for the UA STI survey and
12.6% among the (recently HIV-infected) Brighton dataset. These are broadly
consistent with the literature for the UK (UKCollaborativeGroup 2007) and

Western Europe (Wensing, van de Vijver et al. 2005).

The variation in the prevalence of TDR between the three datasets is likely to
be due to three factors. Firstly the definitions used to gauge recent infections.
While the UA STI survey used the serological testing algorithm for recent HIV
seroconversion (STARHS) only, Brighton and CASCADE used more than one
algorithm to identify recent infection, some of which have shorter window
periods (section 3.6.4). Consequently Brighton and CASCADE may be more

likely to identify drug resistant mutations.
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Secondly, the period of time from which the sequences were taken may explain
the variation between the three datasets. The UK data suggest that prevalence
of TDR peaked at 14% in 2001/2 and decreased to 8% in 2004
(UKCollaborativeGroup 2007). This reduction was largely due to a decline in
NRTI mutations, while NNRTI mutations increased in prevalence. Data from
the UA survey and CASCADE date from earlier years. Brighton data extends
from 2000-2006 and also showed a higher prevalence of NNRTI mutations.
The small samples sizes precluded the presentation of prevalence over time for

each dataset.

Finally, the geographic range from which the sequences were taken is likely to
affect the prevalence. Specifically, CASCADE constitutes a broad range of
countries and the sequences were taken during a time period spanning over a
decade: each country represented is likely to have different underlying
transmission networks. While the UA STI survey is taken from a narrower time
period, it is less likely to include transmission events since it is taken from

several national sites.

Differences between transmitted and acquired drug resistance

Using the entire Brighton dataset, the overall prevalence of drug resistance
mutations (transmitted or acquired) was 22.2%. This is substantially higher
than that found among sequences from MSM who were recently HIV-infected at
diagnosis. This is expected since the overall Brighton population will contain
patients with acquired resistance. Among the treated Brighton population, 36%
had drug resistance mutations. Among the drug naive population, the

prevalence of drug resistance mutations was higher among those recently HIV-
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infected at diagnosis compared with those with a chronic infection at diagnosis.
While this difference may be explained by the relative weaker fitness of drug
resistance mutations (Devereux, Youle et al. 1999) other considerations related
to the timing of HIV testing require exploration. Those who were diagnosed
during recent infection may have been prompted to come forward for HIV
testing either through recent risk exposure or seroconversion illness. Higher
risk sexual mixing (some HIV diagnosed MSM with sub-optimal treatment
adherence may also be more likely to have risky sex) and any clinical effects of
the specific drug resistant viruses respectively could both be independently

associated with being infected with drug resistant strains.

While sexual factors and symptoms possibly associated with resistant viruses
may be a factor, the uneven distribution of specific classes of drug resistance
mutations between the recently and chronically HIV-infected population
suggests the relative fithess of specific mutations may have a major role. This
work demonstrates that, within one population, there is a difference in the
specific mutations found depending on the time the sequence was taken
relative to infection. This adds further evidence of the potential for under-
detection of specific drug resistance mutations in the chronic population.
Consequently the use of deep sequencing or other methods to detect minority
species should be considered for MSM who are not recently HIV-infected at
diagnosis (Johnson, Li et al. 2008).

Distribution of specific mutations

The distribution of specific mutations varied between infection categories.

Mutations V106A, K219E and V82A were not observed in the drug naive
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populations, only in the treated. Conversely, M41L, G73T and F77L were

observed among the drug naive but not among the treated populations.

This analysis demonstrates that the likelihood of identifying drug resistant
mutations is affected by the specific mutations under investigation. It indicates
that there is a difference in the TDR prevalence between infection categories
but also that this may be directional to specific mutations. The results remain

exploratory and need to be interpreted with caution due to small sample sizes.

7.4.2 Phylogenetic reconstructions

Using phylogenetic reconstructions comprised of sequences from patients who
were diagnosed during recent infection, the extent of clustering between
sequences from patients with drug resistance mutations was fairly low. For
CASCADE, 11% formed a cluster, for UA STI 33.3% formed a cluster and from
Brighton (recent) 20% formed a cluster. The sequences with drug resistance
mutations that clustered were limited to K103N, F77L, and G190 and T215

variants. All of them shared identical mutations within clusters.

Including all three datasets, the formation of a robust cluster that consisted of a
sequence with a drug resistance mutation, and a wild-type sequence, occurred
only three times. Two cases occurred within the Brighton dataset and involved
the G190 site and one occurred within the UA STI survey involving the F77L
mutation. The G190 mutation has been known to revert after infection
(Bezemer, de Ronde et al. 2006). If the phylogenetic reconstruction did not

reflect reality, by chance, it would be expected that a higher proportion of
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clusters would be formed between wild-type and drug resistant mutations.

Consequently this adds some support to the reconstruction.

Comparing the estimated infection dates within clusters demonstrates whether
transmission could have occurred during recent infection (section 5.2.3). The
one instance of a cluster containing sequences with an identical drug resistance
mutation, identified in CASCADE could not have been generated during recent
infection because there was a difference of 226 days between the infection
dates). Cluster A could have been generated during recent infection for the UA
survey (difference of one calendar quarter), but cluster E could not (difference
of three calendar quarters). For the Brighton dataset (the recently HIV-infected

only) no transmission could have been generated during recent infection.

With the exception of the UA survey, there was no significant difference
between the proportion of phylogenetic clusters formed between sequences
with mutations compared with clusters formed between wild-type sequences.
This suggests that patients with drug resistant viruses may not be any more
likely to pass on their infection compared to those infected with wild-type
sequences. This is despite those with TDR mutations being more likely to have

been undiagnosed and more likely to be experiencing recent HIV infection.

7.4.3 Attributes and transmission potential of patients with transmitted
and acquired drug resistance

With the exception of the untreated, chronic population, there was no significant

difference in mean viral load between Brighton patients with drug resistant

viruses and those with wild-type viruses, by each category. Untreated patients
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with drug resistant mutations may be less likely to transmit their infection

onwards compared to the untreated wild-type population.

Patients with drug resistance mutations were less likely to have an STI
diagnosis during the study period compared to those with wild-type sequences
(p<0.0001). This may be because those with mutations are disproportionately
the treated population who may have been attending treatment and care for
long period of time and may have therefore modified their sexual behaviour.
However, among the recently HIV-infected, those with drug resistance
mutations may have been more likely to have STIs compared to those with wild-
type sequences. This occurrence may be associated with risk behaviours:
those with TDR may have acquired their infection through sex between men
with acquired resistance. This may suggest that HIV-infected MSM with sub-

optimal ARV adherence may be more “risky” in relation to treatment and sex.

7.4.4 Where does TDR come from?

Identifying the transmission source of patients with recently acquired TDR
allows the direction and approximate date of transmission to be ascertained.
This in turn allows the infection stage and attributes of the likely transmission

source to be ascertained at around the time of infection (section 5.2.3).

The identified transmission sources of patients with recently acquired TDR were
untreated individuals, and those going through a period of treatment
interruption. The transmission source could not be identified for the majority of
patients with recently acquired TDR, indicating that a substantial proportion may

have been derived from MSM with undiagnosed infection. However, the
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unidentified transmission sources of the patients with TDR may also have come
from diagnosed MSM with no sequence available, or MSM attending clinical
care elsewhere. Further limitations include the small sample size (making it
difficult to extrapolate to the wider population) and the inability of the methods

employed to detect minority species.

7.5Conclusion

The prevalence estimates of TDR mutations found in this chapter are broadly
consistent with other studies. The chapter also lends further evidence that the
relative fithess of drug resistance mutations, and their likelihood to be
transmitted, is differential to specific mutations. The refined definition of the
recently HIV-infected population and drug resistant mutations has allowed

improvements on the methods used in previous analyses.

This chapter suggests that patients with viruses with drug resistance mutations
do not seem any more likely to transmit their infection onwards compared with
those with wild-type viruses. However, those with TDR may represent riskier
populations in terms of acquiring STIs. The exploratory analysis suggests high
viral load as a risk factor for the transmission, including the transmission of
resistant strains. It also implicates individuals with undiagnosed infection as an
important source of TDR. Our data therefore support earlier HIV testing and

initiation of ARV as public health measures.

243



Alison Brown — Chapter Eight

8 Chapter Eight: Discussion and conclusions

This chapter describes how the thesis contributes to research and links with the
current literature. It also outlines the thesis limitations and describes the future

research needed in this field. Finally, the implications for policy and practice are

discussed.
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8.1Contributions to research

The objective of the thesis was to enhance understanding of HIV transmission
between MSM through combining HIV pol sequences with laboratory, clinical
and demographic information.  The specific contributions that the thesis has
made to research are divided into two categories: increased understanding of

factors associated with HIV transmission and methodological developments.

The thesis has contributed several findings related to HIV transmission that are
of public health importance. Chapter four suggested that while the
consistency of phylogenetic reconstructions of HIV transmission events was
broadly good, the need to interpret results with caution remains, as results are
at least partially dependent on the sample size and heterogeneity. The
phylogenetic reconstructions of transmission events from MSM diagnosed
during recent infection, as described in chapter five confirmed the recently HIV-
infected as an important group in generating HIV transmission. Improved
methods in chapter six demonstrated that the recently HIV-infected are
disproportionately generating onward transmission, with a rate ratio of 3.04
(compared with 1 from the untreated, chronically HIV-infected). However, the
majority of transmissions are generated by the currently untreated population —
regardless of infection category — with the risk of transmission from the treated
population being extremely low. Importantly, 70% of transmissions were
generated from patients with CD4 counts over 350 cellssmm?®. Chapter seven
provided further evidence that specific drug resistance mutations are different
with respect to transmission risk and patients with drug resistant mutations may

represent riskier populations in terms of acquiring STIs. The chapter also found
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that transmitted drug resistance (TDR) may be disproportionately generated by

the undiagnosed population.

The methodological improvements can be subdivided into three.  Firstly, a
method was developed to assess the consistency of phylogenetic
reconstructions of transmission events for public health purposes (chapter four).
Secondly, chapter five demonstrated that previous phylogenetic studies may
have overestimated the transmission risk from the recently HIV-infected through
failing to recognize that “recent” infection is a transient attribute: a phylogenetic
relationship between sequences from two patients recently HIV-infected at
diagnosis does not mean both patients were recently HIV-infected at the time of
transmission (Brown 2009a). Thirdly, on this basis, an improved method for
ascertaining risk factors associated with transmission events through
phylogenetic reconstructions (including recent infection) was developed in
chapter six. This method can be applied to factors that may vary over the
course of an individual’s infection (e.g. STI, viral load, and ARV treatment).
This method was applied to study the transmission of drug resistant viruses in

chapter seven.

8.2How the research fits into the current literature

The phylogenetic reconstructions presented in this thesis are compared to other
phylogenetic reconstructions of HIV transmission events. The specific findings
from the reconstructions will then be discussed in the context of other relevant

literature.
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The thesis has been written at a time when an increasing number of
phylogenetic reconstructions of HIV transmission events are being published
(Brenner, Roger et al. 2007; Lewis, Hughes et al. 2008; Paraskevis, Pybus et al.
2009; Yerly, Junier et al. 2009). All use anonymous datasets so that it is
impossible to identify any individual involved in a transmission event. Such
reconstructions can be subdivided according to their methods. Firstly those
(like that presented in this thesis) that use maximum likelihood methods to
reconstruct transmission events (Pao, Fisher et al. 2005; Brenner, Roger et al.
2007), link such events to the patients’ clinical and demographic information
(usually data on recent infection at diagnosis) and explore associations between
transmission events and the specific risk factors. As previously discussed, our
methods are an improvement on previous methods since they take account of
the fact that infection stages (and other risk factors) are transient and change

over the course of an HIV infection.

The second type of phylogenetic reconstructions use Bayesian methods
(Drummond and Rambaut 2007) that permit possible transmission events to be
“‘dated” through calibrating nucleotide substitution rates against known HIV
transmission events (Drummond, Ho et al. 2006) using software such as
BEAST (Bayesian evolutionary analysis by sampling trees) (Drummond and
Rambaut 2007). Using these methods, the dates that certain lineages
appeared, or the time intervals between transmission events can be estimated

(Lewis, Hughes et al. 2008).
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Through such methods, Lewis et al. estimated that 25% of transmissions
occurred at intervals of under six months of each other, and interpreted this as
evidence of the recently HIV-infected driving transmission (Lewis, Hughes et al.
2008). While the methods are not the same as those used in this thesis, it is

encouraging that the results are broadly consistent.

Following on from the Lewis et al paper, Hughes et al. presented a paper in
CROI 2009 of a phylogenetic reconstruction of HIV transmission events among
heterosexuals within the UK. Using BEAST they calculated the
intertransmission intervals and found them to be substantially longer than those
identified among MSM (Lewis, Hughes et al. 2008). From this they concluded
that recent infection was not as an important driver of transmission among the
heterosexual population as it is among the MSM population, and that less
transmission occurred within this population. However, rather than representing
transmission from the chronically infected, it may be that the longer time
intervals are due to the reduced probability of identifying transmission events
among heterosexual populations; sampled MSM are more likely to be drawn
from the same transmission networks, since more transmission occurs within
UK for this risk group. However, this finding is consistent with the lower rates of
sexual partner change found among heterosexual populations (Fenton, Mercer
et al. 2005) compared with the homosexual male population (Dodds, Mercey et
al. 2004). The inclusion of epidemiological and clinical data through this

approach could have assisted with interpretation.
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A disadvantage of the Bayesian/BEAST approach is its inability to link
transmission events to the attributes of the patient at around the time of
transmission. This is because it can ascertain ancestral transmission events
(with no representation in the dataset) or reconstruct events that occurred while
patients were undiagnosed (and consequently no information is known at the
time of transmission). The only factors that can be used to assist with
interpretation are the time intervals between transmissions and the sources

from which the sequences were derived.

The thesis confirmed recent HIV infection as a risk factor associated with an
increased transmission risk; the reasons for this have been well documented
(Gray, Wawer et al. 2001; Wawer, Gray et al. 2005). Through phylogenetic
methods, it is estimated that approximately a quarter of transmissions were
generated by MSM with recent infection; this is lower than the half estimated by
Brenner et al. (Brenner, Roger et al. 2007). This is partially explained through
Brenner et al. interpreting transmission events between patients recently
infected at diagnosis as “recent to recent transmissions”, even though the

transmission events may have occurred during chronic infection (Brown 2009a).

Secondly, the work presented found that a substantial proportion of
transmission is coming from the currently untreated, diagnosed population. It is
known that the diagnosed HIV-infected population continues to have
unprotected anal intercourse (Dodds, Mercey et al. 2004; Elford and Hart 2005).
This is to a greater extent with regular partners and to a lesser extent with

casual partners (Elford 2009 ISTTDR). Additionally, those on treatment may
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have unprotected sex due to a perceived reduced infectiousness (Crepaz, Hart

et al. 2004; Elford and Hart 2005).

The third main finding is that treatment reduces the risk of transmission. It is
well established that HIV-infected patients who have been treated with, and
adhere to combinations of treatment typically achieve a suppressed viral load
(Cu-Uvin, Caliendo et al. 2000; Vernazza, Troiani et al. 2000). In studies of
serodiscordant couples (where researchers study transmission within
monogamous couples with different HIV serostatuses) treatment has also been
shown to substantially reduce transmission (section 1.1.10). The current
literature recognizes that treatment greatly reduces transmission, but cannot
state definitively that it eliminates the risk of transmission. There have been
instances where vertical transmission has occurred where patients have
undergone treatment — however all mothers that transmitted had advanced HIV
disease (EuropeanCollaborativeStudy 2005). It has also been noted that blood
viral load is not synonymous with genital fluid viral load. Specifically it has been
found that among individuals who achieve undetectable blood viral load through
ARV, viral shedding has been observed in genital fluids (Zhang, Dornadula et
al. 1998; Neely, Benning et al. 2007). Plasma viral load only reflects the level of
cell-free virus in the blood. Latently infected cells might transmit infection in the
absence of virus. Consequently, using viral load as a definitive marker for
infectivity may be inaccurate (Adelisa L. Panlilio 2005). Finally, patients fully
adherent to ARVs may experience transient low-level viral rebound (blips)
(Garcia-Gasco, Maida et al. 2008). The transmission risk from such blips is not

clear.
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8.3Limitations

There are several limitations to the thesis. These relate to: the datasets used;
the phylogenetic methods employed; the techniques used to link infection stage

and clinical data; and the lack of behavioural data. These will be taken in turn.

The selection of the specific dataset for use in phylogenetic reconstructions will
influence the number of transmission events that potentially can be identified.
There are additional biases to consider. For instance, every sequence included
will have been derived from a patient with a diagnosed HIV infection.
Consequently the undiagnosed population is difficult to include (unless samples
are obtained from Unlinked Anonymous testing). Furthermore, the sequences
that are selected may not be representative of the HIV-infected population: they
may over-represent the recently HIV-infected. This population may have been
prompted to come forward due to a recent risk exposure, or have symptoms of
seroconversion illness (Burchell, Calzavara et al. 2003). They may differ in
important ways to the HIV-infected population as a whole. Chapter four
suggests that sample heterogeneity might affect the accuracy of
reconstructions, suggesting the extent of sexual mixing within one geographic

locality is likely to be an important factor.

The limitations and concerns with phylogenetic reconstructions were examined
in detail in chapter four. However, there are additional problems. The
technique used only considers pair-wise relationships; there have been no
attempts to look at alternative methods of interpreting larger clusters. The size

of the sample available is also a limitation to phylogenetic reconstructions. It is
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difficult to predict a sample size that would generate an interpretable number of
phylogenetic reconstructions. Additionally, phylogenetic reconstructions that
use a larger number of sequences are limited by the extensive computational

power that would be needed to undertake such analyses.

The thesis exclusively studies pol sequences from MSM. Firstly, this is
because, historically, this population has tended to have subtype B virus.
Arguably this increases the likelihood of finding transmission events within a
population sample of sequences, since circulating viruses are less likely to
contain viruses acquired abroad. Secondly, the analyses frequently include
infection stage, derived from laboratory algorithms. These have been
developed and validated with subtype B (Janssen, Satten et al. 1998), however
use of the avidity assay means the serological testing algorithm for recent HIV
seroconversion (STARHS) can now be applied to heterosexual populations
(Suligoi, Butto et al. 2008). With approximately half of the HIV-infected
population comprising heterosexuals, many of whom are infected with non-B

virus, there is a need to see if the results are also applicable to this population.

The greatest limitation of the thesis is the lack of behavioural data. Sexual risk
behaviour is likely to have a vital role in mitigating the effect of patient infectivity;
transmission cannot occur without an exposure event. Behaviour is known to
vary between diagnosed HIV positive, undiagnosed HIV positive and HIV
negative men, and also with respect to whether partners are casual or regular
(Dodds, Mercey et al. 2004).  Elford et al. (ISSTDR 2009) found that UAI was

more likely to occur between MSM in stable relationships. This has important
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implications both in terms of interpretation of phylogenetic reconstruction
events, and also for prevention messages. Markers of sexual behaviour
linkable to HIV sequences are needed to assist with the interpretation of
transmission rates by infection category. Patterns of sexual mixing would also

facilitate interpretation (e.g. gauging the extent that sexual mixing is random).

8.4Future research

Two main areas of further research are needed. Chapter six indicated that the
recently HIV-infected are disproportionately likely to generate infection, and that
transmission is unlikely to occur from the treated population with suppressed
viral load. It is important to determine whether these results can be replicated in
other settings, or whether the results are applicable to Brighton MSM only.
Investigation is required among heterosexual populations in particular; this is
now possible since avidity assays used in conjunction with STARHS, enables
recent infection to be consistently identified regardless of subtype (Suligoi, Butto
et al. 2008). The Health Protection Agency is rolling out incidence tests for
every new HIV diagnosis made in the UK. This will increase the availability of
infection category data linkable to HIV pol sequences nationally. Further
analyses should also attempt to integrate behavioural data to the sequences
from patients to assist with interpretation. The integration of sexual behaviour
could help in three ways: patterns of sexual behaviour by infection category
would help adjust the transmission risks from each category; linking markers of
risky sexual behaviour to patients from whom the sample was obtained would
help to ascertain the extent to which infectivity, and the frequency of exposure
events, are drivers of transmission; and the inclusion of sequences from

patients with known transmission histories to inform the phylogenetic accuracy.
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It is also important that further work is undertaken to develop phylogenetic
methods that can be applied appropriately for public health purposes. Further
work is needed to improve definitions of what constitutes a definite transmission
event (particularly with regard to heterogeneity). Work is needed to generate
some measure of the degree of error that can be expected from population level

phylogenetic reconstructions.

8.5Implications for policy and practice

There are two main implications for policy and practice: the need for the
recently HIV-infected to be targeted for testing; and the possibility that wide-
spread treatment for HIV could be used to prevent transmission from the HIV

diagnosed population.

The obvious solution to the disproportionate level of transmission arising from
the recently HIV-infected is to encourage testing in this population. However,
this is not necessarily easy to achieve. Work undertaken using data from the
Unlinked Anonymous (UA) sexually transmitted infection (STI) survey, but not
presented in the main part of the thesis, looked at the rate of HIV testing by HIV
status, by STI presence and, for the HIV-infected, and whether the infection
was recently or non recently acquired. Between 1999-2002 more than half of
recently HIV-infected MSM and nearly 80% of all undiagnosed HIV-infected
MSM with an STI did not receive HIV tests (Brown, Murphy et al. 2009b)
(Figure 8.1). The rate of HIV test uptake has since increased from 45% in 1996
to 86% in 2007. However, in the same year it was measured at 42% among
the HIV-infected with an STl and 63% among the recently HIV-infected.

Therefore despite an increased voluntary confidential HIV testing (VCT) uptake
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generally, a substantial proportion of those at highest risk of onward

transmission left the clinic remaining undiagnosed.

Figure 8.1: Proportion of MSM attending sentinel STI clinics survey receiving voluntary

confidential HIV testing, by diagnosis status, UA survey:1999-2002.
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The reason for poor VCT uptake among the recently HIV-infected may have
been due to a practice exemplified in older BASHH guidelines (BHIVA 2006)
that suggested that recently HIV-exposed patients receive two HIV tests: one
immediately and one 3 months after exposure (the “three month rule”). This is
because of concerns that HIV testing shortly after exposure may not vyield
accurate results. However, recent improvements in HIV test sensitivity mean
that the latest (so-called ‘fourth generation” tests) can detect both anti-HIV and
HIV p24 antigen within four weeks of infection (Busch, Glynn et al. 2005).
However, delaying the second test for three months may be detrimental; it will
include a subset of MSM with recent infection remaining unaware of their

infection at a time when they are highly infectious. A BASHH audit found that
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the most commonly cited reason for not receiving VCT was deferral because of
concerns relating to the accuracy of HIV testing shortly after exposure (Munro
2007). The rate of reattendance for the second test was low. The BASHH
guidelines have since been updated to include every patient attending, including

the targeting of those with recent risk exposure (Gazzard 2008).

This suggests that VCT may be limited in its ability to prevent HIV transmission.
An alternative solution may be to target those with seroconversion illness
presenting at settings outside of STI clinics. This has been found to be a
feasible practice in Brighton, achieved through raising awareness of
seroconversion illness symptoms (and its association with elevated infectivity)
among health care workers and among MSM at risk in areas of high HIV

prevalence (Sudarshi, Pao et al. 2008) (Fox, White et al. 2009).

Secondly, the finding that treatment is protective of transmission risk adds
further weight to the argument that treating the entire diagnosed HIV-infected
population could substantially impact on reducing transmission. In recent
times, the possibility has been considered that wide-spread treatment could
prevent HIV transmission from the diagnosed population. In 2008, the Swiss
federation on HIV and AIDS published a controversial paper stating that HIV
serodiscordant heterosexual partners may have unprotected sex, provided the

infected partner is ARV treated with viral load <40 copies/mL (Vernazza 2008).

Table 8.1 presents viral load by treatment for MSM attending care services in

the UK during 2005-7 (SOPHID, personal communication). The table
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demonstrates the elevated viral load among the untreated population. It can be
seen that in 2007, almost one third of the diagnosed HIV-infected MSM
population were untreated, with a viral load over 10,000/mL; this level was
found to be associated with an increased transmission risk in chapter six.
Treatment of this population could therefore substantially impact upon

transmission at the population level.

However, the Swiss report has been criticized as inconclusive and dangerous,
jointly by the World Health Organization and UNAIDS (UNAIDS 2008), and the
American Centers for Disease Control (CDC 2008). The mass treatment of the
diagnosed population is controversial for several reasons. Firstly, it cannot be
ascertained definitively that patients fully adherent to treatment will have their
risk of transmission eliminated. Even if patients achieved undetectable viral
load in their blood, it does not mean that their genital fluid will also have an
undetectable viral load. For instance, a recent paper (Sheth, Kovacs et al.
2009) demonstrated that among 25 HAART treated HIV positive MSM, blood
viral load was undetectable in all subjects by week 16; however, HIV RNA
shedding was detected in semen among 12/25 subjects, and at a high level
(>5000 copies/mL) in 4 of the 25. Secondly, even if treatment was 100%
efficacious in preventing transmission, it cannot be guaranteed that patients will
fully adhere to treatment. Thirdly, there are concerns about the mass treatment
of patients, regardless of clinical need. This is because of the side effects for
the patients, but also it increases the risk of acquiring drug resistance.
Fourthly, mass treatment among the diagnosed population will ignore the

transmission risk from the undiagnosed population, an elevated proportion of
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whom will be experiencing recent HIV infection. However, if large-scale
treatment is successful in reducing transmission, the proportion of the HIV-

infected population who are recently HIV infected should diminish.

In late 2008, Wilson et al. (Wilson, Law et al. 2008) published an exercise
based on modelling transmission risks at certain viral loads to ascertain the risk
of transmission from HIV-infected patients over a prolonged period. Assuming
monogamous serodiscordant relationship with 100 sexual encounters per year,
for MSM they calculated a transmission risk of 0.043 per sex act. While this
seems low, they point out that this translates as of 10,000 HIV negative MSM
exposed to HIV each year, 3524 would become infected per year. In 2009,
Granich et al. published a mathematical model that demonstrated that universal
VCT in combination with immediate ARV could reduce HIV incidence within 10
years, and drive global prevalence to less than 1% within 50 years (Granich,
Gilks et al. 2009). A recent meta-analysis of HIV transmission risk through
unprotected sexual intercourse by ARV and/or viral load found that there are
few studies that examine the effect of ARV and viral load (Attia, Egger et al.
2009) on transmission. However, on the limited data, it concluded that the
overall HIV transmission rate in the presence of ARV was around 0.5 per 100
person years — substantially higher than that presented in this thesis (Table
6.4). While data are lacking, preliminary results show the risk of transmission
from the treated population cannot be eliminated. A randomized control trial
(START) has been launched by the US National institutes of Health to ascertain

the magnitude and durability of the benefits of early treatment to prevent HIV
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transmission between serodiscordant couples in practice (Cohen, Mastro et al.

2009; De Cock, Gilks et al. 2009).

Table 8.1: Viral load by treatment status among diagnosed HIV-infected MSM attending
treatment services, UK: 2005-2007Table 8.2: Viral load by treatment status among

diagnosed HIV-infected MSM attending treatment services, UK: 2005-2007

viral load/mL ARV level 2005 2006 2007 Grand total
<50 None 163 229 343 1069
Mono 25 64 78 333
Dual 74 112 170 596
Triple 430 678 886 3172
Quadruple + 207 310 453 1589
Not known 15 130 70 218
50-999 None 1115 1757 1881 6051
Mono 61 107 95 361
Dual 125 223 199 688
Triple 1615 2430 2772 9093
Quadruple + 774 1285 1271 4271
Not known 27 252 60 339
1000-9999 None 2696 4507 4506 14666
Mono 26 50 34 135
Dual 29 55 54 168
Triple 657 944 870 3101
Quadruple + 306 445 369 1356
Not known 34 415 148 598
10000-99999 None 4062 6315 6415 20514
Mono 29 42 27 117
Dual 33 81 62 206
Triple 714 1020 1024 3452
Quadruple + 288 431 383 1317
Not known 59 713 232 1005
>100000 None 1256 1955 1738 5997
Mono 10 18 20 60
Dual 17 38 20 88
Triple 425 609 564 1961
Quadruple + 171 285 237 837
Not known 23 199 96 320
Not known None 201 153 168 750
Mono 50 19 33 123
Dual 69 31 70 198
Triple 217 167 180 756
Quadruple + 156 89 146 510
Not known 58 53 84 206
Grand Total 16217 26211 25758 86221

Source: Personal communication, SOPHID
Whilst this debate needs to continue, it also needs to become more

sophisticated. It is likely that the risk of transmission cannot be eliminated
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through treatment, but this needs to be weighed against the very real reductions
that could be achieved through wide-spread treatment, regardless of clinical
need. Instead debate should focus upon what threshold of transmission risk
from the treated population is acceptable. If such a threshold can be agreed
upon, it is equally important to consider what level of monitoring of viral load
and therapy adherence would be necessary to ensure that the risk of
transmission remains below this threshold. Considerations should also include
the feasibility and cost benefits of implementing such a monitoring system
among the UK HIV-infected population. In the meantime behavioural
interventions should promote awareness of the elevated transmission risk

among the untreated, diagnosed population.

8.6 Thesis conclusions

The combination of sequence based, laboratory and clinical data can provide
more insight into HIV transmission than can be gleaned from each source
considered individually. The thesis has confirmed recent infection as an
important risk factor in causing onward HIV transmission and provided further
evidence for the debate of whether population level treatment of the diagnosed
population — regardless of an individual’s clinical need — should be implemented
for public health purposes. There is a very real need for behavioural
interventions targeted both at the at-risk HIV negative population (promoting
awareness of elevated infectivity during seroconversion) and among the HIV
diagnosed population (particularly emphasizing the increased transmission
potential among the untreated population). The phylogenetic approach remains
in its infancy and it is essential that methods continue to be assessed rigorously

and results be interpreted with caution.
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10 Appendix B - Consent letter for Brighton dataset

Lawson Unit

Department of GU Medicine
Eastern Road

Brighton

BN2 5BE

Study title:  Understanding HIV transmission in men who have sex with men

You are being invited to take part in a research study. Before you decide it is
important for you to understand why the research is being done and what it will
involve. Please take time to read the following information carefully and discuss
it with others if you wish. Ask us if there is anything that is not clear or if you
would like more information. Take time to decide whether or not you wish to
take part. Thank you for reading this.

1. What is the purpose of the study?

We are seeing a worrying increase in the number of new cases of HIV infection
diagnosed in the UK, and the reasons for this are not clear. The aim of this
study is to find out which factors contribute to this increase, and to use this
knowledge to help stop more people becoming infected and in turn reduce the
growth of the HIV epidemic. What we know so far suggests that patients
recently infected with HIV (i.e. within 12 months) are much more likely to
transmit the virus to another person (when there is a much higher level of HIV in
the semen or vaginal secretions). This perhaps begins a chain of infection that
grows wider and larger with time. Crucially, most people with early HIV have no
indication that they are infected and feel perfectly well, and so will not be aware
of the risk of infecting others. Thus, recognising people who may be at risk of
early HIV infection may be very useful in preventing the transmission of HIV and
thus prevent a much larger number of people being infected.

2. Why have | been chosen?

You are being invited to take part in this study because you are HIV positive,
over 16 years of age and attend the Lawson Unit regularly. In order to carry out
this research, we need to take an additional blood sample from you.

3. Do | have to take part?

It is up to you to decide whether or not to take part. If you decide to take part,
you will be given this information sheet to keep and be asked to sign a consent
form. A decision not to take part will not affect in any way the standard of care
you receive.

4. What will happen to me if | take part?

If you agree to join the study and sign the consent form at the back of this
leaflet, the study doctor will then ask you to provide a sample of blood (10 ml).
The blood sample will be obtained during your clinic visit.
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The virus contained in this blood sample will be analysed* to identify any
potential resistance you may have to anti-HIV drugs. This can help in deciding
the best treatment choice for you, if and when you need to start HIV treatment

We would also like to look for similarities and differences that exist between
different individuals’ virus samples. If viruses from people who were recently
HIV-infected are very similar, this may show that recently infected people may
be more likely to infect others. We should have completed the testing of all
samples by July 2007.

5. What are the possible disadvantages and risks of taking part?
The blood samples we ask you to provide, about a couple of teaspoonfuls, may
cause some discomfort and/or bruising.

6. What if something goes wrong?

If you are harmed by taking part in this research project, there are no special
compensation arrangements. If you are harmed due to someone’s negligence,
then you may have grounds for a legal action but you may have to pay for it.
Regardless of this, if you wish to complain, or have any concerns about any
aspect of the way you have been approached or treated during the course of
this study, the normal National Health Service complaints mechanisms should
be available to you.

7. What are the possible benefits of taking part?

Your participation will increase our knowledge of how HIV is transmitted within a
population and will help us to develop ways of slowing or halting the epidemic.
If we find that your virus is resistant to some anti-HIV drugs we will feed this
back to you and it will help us make better decisions about your future anti-HIV
treatment.

8. Will my taking part in this study be kept confidential?

Yes, we can guarantee that you will remain unidentifiable at any time during the
study or after study completion. Confidentiality and anonymity will be highly
protected, as follows.

Your blood sample will be sent to the laboratory for genotypic resistance
analysis. The analysis will show whether your virus is resistant to any anti-HIV
drugs. The results of this analysis will be fed back to you and will be included in
your clinic notes. This will help us make better decisions about your future anti-
HIV treatment.

We will then use the genotypic resistance analysis results for a study to see
what factors are important in causing HIV transmission. Before we start this
study will give your genotypic resistance analysis results an anonymous study
number and delete any information that identifies you.
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We will also take some very limited information from your clinic records to help
interpret your resistance analysis results — no information will be taken that
could identify you directly or indirectly.

The resistance analysis results and the limited clinical data will be sent to an
independent centre (Health Protection Agency) together with an anonymous
study number.

The Health Protection Agency will examine what factors are shared by viruses
that are very similar to each other. It will be impossible to identify any individual
throughout the duration of the study.

9. What will happen to the results of the research study?

Before the main analysis, your virus will be tested (genotypic resistance testing)
to see if there are any drugs it is resistant to. These results will be fed back to
you.

The main study looking at virus similarity will not be feedback to you as an
individual since the data are completely anonymised before the analysis is
carried out.

Similarly, neither Brighton HIV services nor the laboratory will be informed of
individual results,

The overall results of the study will be made available to you at its conclusion,
and may be published in a medical journal,

10. Contact for further information
You may ask questions about this study at any time. If you have any questions
about the informed consent process or you require any further information,

please contact your regular clinic doctor.

Alternatively you can contact Dr Martin Fisher who is the principal researcher
for this project.
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Title of Project: Understanding HIV transmission in men who have sex with
men

Patient Identification Number for this trial:
Name of Researcher: Dr Martin Fisher
Please initial box

1. I confirm that | have read and understand the information sheet
dated 27th November 02 []

(version 1.1) for the above study and have had the opportunity to ask
questions.

2. | understand that my participation is voluntary and that | am free to
withdraw at any time, []

without giving any reason, without my medical care or legal rights being
affected.

3. | understand that sections of my medical notes may be looked at by
researchers []

from the Lawson Unit as is relevant to my taking part in research. |
understand that my identity will remain unknown to the researchers at all times,
up to and including the conclusion of the research. No data collected from
the notes will relate either directly or indirectly to my identity. | give
permission for these individuals to have access to my records.

4. | agree to take part in the above study.

[l

Name of Patient Date Signature

Name of Person taking consent Date Signature
(If different from researcher)
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11 Appendix C - Life histories of transmission sources with

estimated transmission dates
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12 Appendix D - Published papers

Phylogenetic Reconstruction of
Transmission Events from Individuals
with Acute HIV Infection: Toward
More-Rigorous Epidemiological
Definitions

Alison E. Browm,'™ Robert J. Gitierd? Jonathan P. Clewley,'

Slaudia Kuchersr® Bemard Hulquuliur.‘ Khaloud Parier?

Claudia Bakiin? Nicok K T. Back ® Louise Bruun Jorgensen*
Carmen de Mendoza @ Erishnan Bhaskarand 0, Nl Gill !

Ame M. Johnson! and Deenan Pillay,'? on behalf of the Concarted
Hction an Sercoanversion 1o A1D5 and Death in Europe | CASCADE)
Callaharstion®

'Centre for Infedtions, Heakth Protection A gerey, “Centre for Virlogy, Universioy
Collmgs Lordor, “Medicl Aesearh Couril Clinical Triaks, and 'Division af
Population Heafth, University College London, London, United Kingdam; *Rabert
Keoch Imtitute, Berfin, Gearmany; Department de Virdlogie =t Immunclogie
Bidlogique, Cermires Haspitalier Universitaive, Bordeaws, France; "hnstine of Infectious
and Tropical Disseses, University of Mikn, Mian, kely ‘Department of Medical
Microbiakag y Academic Medical Corire, Amasberdam, the Netharands; #Strisns
Gerum Inging, Copenhagen, Denmark; %G evios of Infectious Diseases, Hogical
Carlas |1, Matid, Spain

Phylogenetic reconstructions of transmission events from in-
dividuals with acate human immunodeficlency virus (HIV)
infection are conducted to ilustrate this group’s heightened
Infectivity. Varled definitions of acute infection and assump-
tion s about abserved phylogenetic clusters may produce mis-
leading results, W conducted a phylogenetic analysis of HIV
pol saquences from 165 Puropean patients with estimated in-
fection dates and calculated the difference between dates
within clusters. Mine phylogenetic clusters were observed.
Cornparison of dateswithin cluster s revealed that only 2 could
have been generated during acute infection. Previous analyses
may have Incorrectly assigned transmission events to the
acutely HIV Infected when they were more likely to have oc-
curred during chronic infection.

HIV-Infected individuals may be more Lkely to transmit their
wims omward during acute infection than during chronic infec-

Fecawed 18 Werrh 2008 accaplad 27 Bugust 2008; akcimaically published 10 Janusry
100s.
Patamiil camlicts af inemsi: nana rapariad.

The Jaumal of Infecions Disamses 2009, 19942731

0 2008 by 1ha imiactious Disaasss Soclaty of America. AN rigs rsenad.
D022 185530051 3303001 351500

DO 10.1085/535048

tien [1]. This s becanse acute infection is assockated with ele-
wated bloed and genital fuid viral leads [2] atb atime when in-
fection is fraquently undiagnosed. Individuals who are acutely
infected with drug-resistant HIV strains may also disproper-
ticnately drive further transmiss ion of drug- resistant vinses be-
canse af a combination of increased infectivity and the persis-
tence of resstant vimses in thelr plasma [3]. To ensure that
prevention initlatives {sach as promotion of HIWV testing and
adherence to antiretrowiral therapy) are effective, it is important
to measre the extent towhich patients with acute HIWV infection
generate transmission at the population level, inchading the
transmission of drag-resistant strains

Sequence-based antiretroviral resistance testing has become
cammanplace to inform treatment aptions [4]; this has resalted
in an accumulation of HIV pol sequences, the varkability of
which s adequate for pldogenetc reconstruction of transmis-
slon events [5]. Phylogenetic reconstractions of transmisslon
events that combine HIWV pol sequences with data on patients®
infection stage (obtained either by comparing the time interval
between the date ofthe last negative HIV test result and diagne-
sls [6] or by laboratory serologlcal algorithms [ 7] ) have the po-
tential to enhance cur understanding of the role that the acutely
HIV infected play in generating HIV transmission. Through
such methods, explorat ive phylogenetic anabyses have identifisd
possible transmission events generated by the acutely HIV in-
fected, Qustrating the eavated transmission potential among
thi group [8]. More recently, Brenner et al. [9] attempted to
measire the extent to which the acutely HIV infected generate
new HIW transmission events by comparing the proportion of
new transmissions generated by the acutely and chronically in-
fected in turn.

However, interpretation and comparison between studies 1s
difficult because of varled sampling strategles and definitions of
acute HIW Infection used. Importantly, the katter may serve to
overestimate the fore of tran smission from this population. vi-
ral lcad & known to peak less than a month after infection bat
remains elevated for - 10 weeks [2]. However, definitions of
acute Infiection and laboratory techniques used to identify it vary
[7. 10, 11], and those frequently adopted mean that patients can
be so categorized =& months after infection [, 9]. Moreover,

Francial sappari: Uniwrsiy Collaga Longon Hospha b/Unkars iy College London Camprs-
heritive Biorsadical Camiim {suppoit 10 1hie Syl The CRECRDE Caldnriion her boen
funded Trough 1ha Ewopean Uninn jgiamts BWHN-CTI-JE50, OLKI-2000-014:1, OLRT-
20H-01NH, and LSHP.CT-2006 - [ES-TL

' Sty group memEas ana listed s e ma

Regrints or comaspongence: Al hson Erows, HVST1 Dapt, Haakh Frractins Agarcy Cants
for Iniadinns, &l Colindala Awe., Londan HAWS GED, LK |alon bimwnidipa o ety
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studies do not consider the translent nature of acute infection:
phylogenetic analyses frequently categorize patlents as being
acutely or chronkally infected according to their infection stage
at diagnosis [ 9], However, all patients experience aoute and
chronic infection, and the chservation of possible transmission
events (ascertained through phylogenetc reconstruction) be-
tween patients diagnosed during acute infection does mot neces-
sarily mean that transmission ocourred while the patients were
acutely HIV Infected. Forinstance, Erenner et al. [%] showed that
the mean interval between infection dates within clasters was 15
months—suggesting that most identified transmissions origl-
nated from chronbcally HIV-infected indbdduals— bat inter-
preted these as acute-ta-aoate transmissions.

Wi conducted a phylogenetic amalysls of a previously de-
scribed HIV-infected European population [6] that used precise
definitions of acute HIV infection to identify instances of pos-
slble transmission events, including transmission of dnag-
reslstant strains. Wi caloulated the difference between the esti-
mated infection dates within the observed clusters to determine
whether transmission could have coourred during acute infec-
tian. The analysis s not an attempt to measare the force of In-
fecticn from the acutely HIV Infectad but a demonstration ofthe
need for rigor in the design and interpretation of such anabyses.

Methods,  The study population was derived from CAS-
CADE (hitpefwww.cascade-collaboratlon.ong) [12], an ongo-
Ing intermational cellaboration that monitors events ameng
HIV-infected individuals througheut their infections. HIV-1—
Infected patlents were included provided they were == 15 yvears
ald and had a reliable and precise date of Infection. For the
present analysis, this invoelved either an HIV-positive test re-
st within %0 days of an HIV-negative test mesult or an HIV
antibody—negative test resalt with poalymerase chain reaction
(PCR) positivity. The estimated infection date was taken as the
midpeint between the diagnosis date and last negat ive test result
for the former and as the date the sample was taken for the latter.

The first plasma sample available after the estimated HIV in-
fection date was abtained for genotypic resistance testing, Sam-
ples chtained = 18 manths after the estimated infection date or
from drug-experienced patlents were excluded. Mucleotide se-
quence data spanned the proteass gene and at least codons 41—
236 of reverse transcriptase (RT). The saquencing methodol ogy
has been described praviously [6]. Drug-resistance mutations
were defined on the basls of the standardized list of mutaticns
for use in epldemiological studies [13].

Before phylogenetic anabysis, the mutation sites assochited with
drug resistance [13] were deleted from all sequences. Protease and
RT saquences were aligned across @98 ot and imported into the
tree-bullding software PALUP (version 4.0b10). A nelghbor-jeining
tree was created wunder the general time-raversible (GTR) model
with gamma rate heterogenstty set at 0.5, The alignment was nin
through Modeltest software (verson 3.7) 1o select the best-fitting
evolutionary model. The GTR+ 1+G model was seected, and a

heuristic search was conducted for a madmum-lkelihood tree by
mens of this model and its derived parameters (proportion of in-
vartable sites, 0.43%; gamma distribution, 0.79), using the initial
nelghbor-jolning tree as the starting tree. The robustness of the tree
wasevalwated by bootstrap anabysks with 100 replicates. Genetic dis-
tances were calculbated from the maximum-lkelihood tree topal-
ogy. Branches comprising 2 or more saquences with a bootstrap
walwe of =68 and a genetic distance of <00,015 macectide substi-
tutlons per site wereconsidered to constitubea cluster, representing
posilble trarsmission [ 5]. To assess whethera possible transmission
was generated by an ind ividual during acute infection, clusters con-
talning sequences with a difference of =180 days bebween estimated.
Infection dates were interpreted as being a possible acute-to-acute
transmission.

Ethics approval for cohorts contributing to the CASCADE
Collaboration (s maintained according to the respective national
regulations In the countries concerned. The mudeotide se-
quences usad In this study were deposited Into GenBank under
the accession mumbers F03064 3—Fl020807.

Results.  OF 8993 patlents with an estimated infection date
from data pooled in December 2004, HIV sequences werz sub-
mitted from 10 Burcpean cohorts. Of these, 165 sequences were
complete, were from drug-natve patients, and fulfilled the defi-
nithan of acute HIW infection. Specifically, 131 (79%) had had a
documented seronegative test result at least %0 days before thelr
diagnosis {mean mamber of days between tests, 38 days), and 34
{21%) were HIV antibody negative with PCR pesitivity.

The majority of ssquences were from men who had had sex
with men (1204165 [T¥%]). The sample proporticn from each
country varked anmaally; overall, 23% (38/165) of the samples
were from Italy, 23% | 38/165) were from France, 20% (33/165)
were from Germany, and 17% (287165) were from the 1TE, with
the remalnder from Denmark, Spain, and the Metherands.

Overall, 10 (177165) of patlents sampled were infected with
a drug-resistant HIV-1 varlant. Fourteen patients had a viras
consldered resistant to 1 or more nuclectide RT inhibitors
(MRTIs), * carrled a virus resistant to nonnuclectide BT inhib-
ftors (MMRTIs), and 1 had a vims resistant to protease inhibd-
tors, Ome patient carried virus with both HETTand NMRTI mu-
tatboms.

Of the 165 saquences, 18 (11%) formed a phylogenetic claster
with at least 1 other sequence iclusters A-1) (figure 1). These
formed @ phylogenetic clusters, with 2 saquences in each cluster.
All & phylogenetic clusters were composad of sequences derived
from patients sampled within the same country. Two of the @
clusters contained sequences that had a difference between in-
fectlon dates of < 180 days { 104 and 29 days for dusters Eand G,
respectively) (table 1), For the remaining 7 clusters, the average
difference in infection dates within clusters was 675 days | range,
187-1571 days).

Ofthe 18 saquences with drag-resistance mutations, 2 formed
a phivlogenetic duster (2 (Agare 1), Both sequences shared the

422 = JID 2005059 (1 Febraary) = BRIEF REFORT
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Figure 1.

Phylogenetic tree showing 3 chusters and sequences with drug-resistance mutations within @ Eropean cohort of HV-infected patients with

wel-estimated infection dates |<1005-2004. Phylcgenetic clusters are shown in boldfece and are labeled &-1; red diamonds denote dnug-resisiance

muiztiona

F77L mutation and were derived from patients with a difference
of 226 days between thelr infection dates table 1.

Discwssion. We conducted a phylogenetic analysis of HIV-
Infected Eurcpean patients with well-estimated infection dates
and calculated the difference between infection dates within the
poasible transmissien custers ldentified. Nine transmissicns
may have ocourred between ind belduals in this sameple, inclading
1 posalble instance of transmitted dnag resistance. OF the possi-
bile transmissions events identified, only 2 could have been gen-
erated during acute HIV infecticn.

This analysis demcnstrates the need forcaution inthe design
and imerpretation of phyd cgenetic analyses that link HIV pal
sequences to data an patients’ Infection stage. For the first time,
the time intervals between Infection dates between patlents in-
vabeed in a possible transmisslon event have been explored. This

camgparison revealad that anly 2 possible transmissions could
have ccowrred during acute infection. The remainder are more
likety to be transmissions from indbvduals with chronic infiec-
tlon. Previons analyses that use liberal definitions of acoute HIV
infection and do net take into account the translent ature of
Infection stage may Inaccuratety calculate the force of Infection
from this growp, induding the transmission of drug-resistant
wirnses [9], within the populations stadied.

We recommend that fiuture analyses should comprise se-
quences from patients from a local H IV-infected population and
cantaln alarge proportion of patients with well-estimated infec-
tion dates. bethods should then all ow each patient’s infection
stage to change from acute to chronk to reflact the natural pro-
gresslon of HTV Infection. Consequently, both acute and chron-
kalby HIV-Infected patients will be represented in the sample

BRIEF REPORT = NI 20080155 (1 February) = 425
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Table 1. Difference between estimated infec-
tion dates and drug-resistance mutations for the
phylogenetic clustars shown in figure 1.

Differance between
astimated infection
datas,* days
a1z

1241 L.
226 2 % FTIL

348

104

232

28

167

1671
* DMsrancs within aach phylogeratic chister bebwaan
i sequance wih the saest nfection dade day &0 and
tha saqusncs with the next chrorclogical infaction dele
8.3, @ phyleganetic clustar consisting of 2 saguencss

weithi Irdection dedes of 15 Aprl 2002 ard 13 July 2002
weidd be prazamed as B3 days).

Cinugresistance

Cluster mutations

— Tr@mTmonmoE

Additionally, we suggest that identified transmissicn events that
Involbve patlents with acute infection could be usad to approxd-
mate the transmission date (Le., transmissions imeolving an
acutely HIV-infected individual are likely to have ocoarred
around that patient’s time of diagnasis ). This methed of dating
will allow researchers toascertaln whether the patient most lkely
to have generated the acute Infection was acutely or chronlcally
Infected at the transmission date (provided he or she also has an
estimated infection date).

Our analysis Is not a fresh attempt to measare the force of
transmission from patients with acuate HIV infection. The data
wire selected because they contained well-estimated Infection
dates, However, the size and the inconsistent geographic and
demographic makeup of the population sample prohibits the
extrapalation of results to the HIV-infected pepalation and the
calculation of the rate of transmission from the acutely HIV-
Infected population.

Further methodalogical challenges are applicable to all phy-
logenetic anabyses of HIV-infected patients. First, although the
bectstrapping and genetic distance cutoffs used areconservative
and have been shawn to reduce the proportion of false-positive
clusters among an analysls of UE HIV saquences [5]. it Is nat
poasible to conclusively demonstrate that the pessible transmis-
slon events identifisd in the present analysis represent actual
transmissions [ 14]. The clusters observed could each have been
generated by a third party (not sampled ) Infecting each individ-
ual sequenced in thecluaster or acting as an intermediary between
the sequenced persons. Similarly, transmisslons from the pa-
tients represented in this study would not be identified if the
sequence from the infection generated was not included in the
sample. Additicnalty, such studies cannot incude sequences
from the population with undiagn csed Infections (a higher pro-

portien of the acutey HIV infected are lkely to have undbg-
nosad infections compared with these with chrendc infection ).
Finally, the phylogenetic transmiss lons chserved may be relative
to thegenetic diversity among the sampled sequences [14] rather
than reflect absalute transmission events. For instance, Brenner
et al. [9] found that the phylogenetic custers observed among
the acutely HIV infected were disrupted when additional se-
quences were added.

wie have demonstrated the need for preciss definitions of
acute HIW infection in phylogenetic transmission reconstrac-
ticns and the requirement that the possible transmission events
abserved through such anabyses take into account the transient
natare of acute infaction. Future analyses should (1) wse popu-
lation data that contain a latge proportion of patlents with well-
estimated infection dates, (2) allow each patlent to progress
from acute to chronke infection, (3 ) use transmissions iomvobeing
acute Infections to approximate the date of transmission and
thereby ascertain the infaction stage of the most likely transmit-
ter at arouand the time of transmission, and (4) use a sample that
15 broadly representative of a lecal HIV-Infected population with
respect to geography and time. Cnly then can we attemnpt to
measire with any precision the extent to which the acutely HIV
Infected drive HIV transmission at the population level.
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Implications for HIV testing policy derived from
combining data on voluntary confidential testing with
viral sequences and serological analyses

A E Brown,™* G Murphy," G Rinck," J P Clewley," C Hil" J W Pamy," A M Johnson,?

D Pillay,"* O N Gl

ABSTRACT

il e fhw eem: Lzboratony, clinical and sequencebased data
were combined 10 &ses te dferemal upake of
woluntary confidendal HV esting (VCT) acconding to nisk
ard explore the ocosmence of HIV Taamizgon fam
vzl with recenity acouired HIV infscton, before the
degrosic opportunity.

Methods: Between 1999 ard 2002, ready 30 000
SRORTNCLE tests for presously undiagros ed HIV infecion
were conducied among men who have 2ex with men
PEEM) atending 15 senirel seudly tenamited
rfection |5T0) chrics in Ergland, Wales and Mothem
Iredand. Ling & semlogical testing algorithen, undizgnosed
HV-nfected men were categonasd o tiode wath recent
ard moerecent mfection. VO T wpizke was companed
betacen HIV-reQative, recently HIVCnfeted ard non-
recendy Hv-infecied men. A phylogersic aralyas of HIV
oo aequences from 127 recently HIV-infiectad MESM was
conducted 10 identiy inatances in which fraramission
iy hawe cooumed before the degroatc opporunity
Results: H\-negatve MM were mome likely 10 receie
VT & cliric viats compenad with undiagroged HIV-
infected MEM (S5 |14 02024 938 v 31 35S
1072); p= 0001 ). Recendy HIV-nfected MEM were more
ikely 10 recee VOT compared with thise with mon-
recent infections WE% [97/229) v 28% [2EEM);

P 007). 28% |954ES) of undiagroaed HIV-indected
MEN wath ST recened VT, Prylogeretic araliyais
reveded a1 east SEvEn TEREMESSIONS may have been
gereratad by recantly HIV-indecied MEM: & goup that
aftended 5T1 chnics 3000 &% SEMOCONMErS0n.
Conclusions: The insyaton of clinicd, laboratony ad
sequencebaed data reveds e nesd for speaic
targeang of te recendy HIV exposed, and theee with 571,
for VCT. VCT promotion slore may b= limited in i abiny
0 predent IV fraramEsion

Sequence-based, bbaratory and dinical data ane
collected moutinely around HIV d:i.'l.ymsu far
medical and swveillince purposes. In particular,
sequence-hased antiretroviral resistance testing has
recenthy became moutine to inform  treatment
optioms.! This has resulted in an accurmbation of
HIV pol sequences, the variatility of which allows
phylogenetic recanstructin af possitle transms
sion events’ Clinkal data (s, co-dinfection with
sexually transmitted infections (ST} etd) allows
the ascertainment of risk factors associated with
infection. Labaratary methods such as the seralo
gical testing algarithm for recent HIV ssroconver
sion (STARHS)" ' can identify men who have sex
with men (MSM) with recent HIV infection Such

men are likely to have heightened mbectivity as a
result of the elevated wviral load sharthy after
nfection * * Combining such data has the potential
to enhance aur urLdumndin;g of HIV transmission
and w5 assaciated misk factars to 3 greater extent
than can be gleaned fram each data source when
considered individually:

Methaods have combined bibaratory and dinical
data previowhe’* Fao @ & used phylogenetc
analysis af HIV pol ssquences to dentify possible
tramsmissons between MEM and, through linkage
ta dinical data, identibied risk Factars assaciated with
tramsmisson. Brenner of ol recent by inked sequences
to nfectim stage data i a phylogenstic analyss
that highlighted the hi transmisskm potential
hmﬁnﬁiaﬁk w]mﬁ recenthy Hl‘v.’p':lTFer:ted.
Such studies remain exploratary, but demanstrate
the benehts of combining data sources to enhance
aur understanding of HIV transmassian.

Combined approaches could also be focused to
examine specihc public health problems For
example, assessing the etfectiveness of voluntary
confidential HIV testing (VO T) in preventing HIV
transmission, wiich we explare mn this paper. VT
pramation amang MEM wha may have had HIV
exposuTe is an impartant part of the UK response
to the HIV epidemic and remains a central
companent of hest practics guidelines® and the
sexual health strategy Framp HIV dignoss
may prevent further HIV transmission through
ensuning patients’ viral load @5 low (through regular
manitaring  andfor administering  antiretroviral
thetapy when clinically a ppropriate’) and movid
ing earher opportunities kr partner notification
and hehaviour change munselling Betwesn 194
and 2004 the propartion of MSM attendess of 5T1
chinics recenving VCT rose from 45% to 25%"
However, during the same peniad, annual HIV
incidence has remained at approximately 3%
Therefare, the effectiveness of pramaoting VT to
prevent HIV transmission may bhe hHmited for
reascns that are nat fully understaad.

We sxamine the benefits of integrating secquence
and bbaratary data derived fom an unfinked
anonymous (LA} survey of STI clinic attendees™
ta imprave our understanding of the efectivenes: af
VLT in preventing HIV tnmmisson. VUT uptake
s compared between recently and nonerecenthy
HlVeinfected MSM to assess differential uptake
accanding to tansmimion sk A phylogenetc
anahysis is concucted to explare the occumence af
HIV tmmsmisson fram recently HIV.infected indi
widuals before the disgnostic apportunity.

S Trarsro fnfoer 2004854-4 dartil 1 1365 J0Ma021E1
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METHD DS

Study population

Data and seta were obtained ram the UA survey betwesn
199 and 2002" Established in 1989, this angang survey
measures HIV prevalence {inchiding undiagnosed prevalence)
amang attendess of sentinel 5TI chnics (15232 chnics o
England, Wales and Morthern Ireland, seven in londan, eight
elsewhere]. Such clinics provide advice, treatment and screen
:i:r|.;g services far HIVASTL Blaod b=kt aver from syphihs tuti:n.;g
is immeversibly unlinked Fom patient identifiers and anan
ymausly HIV tested Patients can only be inchided in the
survey anee per calendar quarter. Limited information is
retained with each sample: risk group; age group; sex; calendar
quarter af attendance; chnic; birth region; 5T1 dugnosis;
whether matient was HIV  diagno befare the chinic
attendance ar had recerved WOT during the dimic atten
dance "™ The UA survey has had Fublic Health Laboratary
Service ethical approval since its inception in 1989 and is
compliant with the Human Tissue Act (2004

Disgnosis status and HIV testing uptake

Fatients found to be HIV positive through UA testing were
categorised as “newly diggnosed” ar “undia gnesed'’ according
to whether they received VCT at the attendance (patients
diggnased with HIV hefore the chni attendance were
excluded]. The “newly dignosed” recawved VOT during the
clinic attendance and the “undiagnossd”’ did not recere VCT,
leaving the dink remaining undiagnased. T tests were used oo
supplement results when apprapriate.

Siwe Tranzwo irfoer 040845 dai?0 113654 200 1821

Sarological testing algorithm for recemt HIV seroconversion

All samples From MSM with a newdy d:i.'l,-_:p'l.used ar urLd:i:.gruused
HIV inkction were tested using 5TARHS "' 5TARHS dis tin

guishes recent HIV infections through explofting evolving
antibody responses. The algarithm assumes anti-HIV titres
inease at a similar rate between individuals over the months
following mfection: a less sensitive ant-HIV-1 enzymie mmm

noassay (ELA} is appliad to test serum or plasma specimens
canhrmed to be antiHIV-1 postive wing a sensitive ElA
Reactivity below the cut-aff (standardised optical density 10} in
the less sensitive ELA indicates that the sample was derived From
sameane who was mbected an average of 170 days (95% Ol 162
ta 183 days) befare specimen collection ™

Phylogenstic analysis

Samples From recently HIV infected individuals were ity
a5 previcusly descnibed ¥ The prateass region uﬁﬁ' was
sequenced alang with the first 230 codons of reverss tran
sariptase (RT) Froteass and KT sequences were aligned using
sequence alignment version 2 across 98 nudeatides. Framary
drug resistance mutation sites” were removed Fom the
alignment to elminate HWas fom  convergent evalution
Fhylagenetic analysis was performed using phylogenetic analy
sis using mramony’® with a neighbour-jaining algonthm. The
alignment was run through Madel Test to select the best Atting
evolutionary model A heuristic search was conducted bor a
madmrum  bkebhood  tree using  the  selected  model
(GTE+1+0G) and s derived parameters (mopartion af
invaniable sites 043 and gamma distnbution 09) using the
neighbour-joining tree as the starting tree. A bootstrap anahyss

5
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(500 rephcates] was used to obtain statistical suppart Far
branching patterns. Cenetic distances were caloulated From the
consensus tree for each terminal chuster. Branches comprising
fwa or more sequences with an average baatstrap value of aver
9%% and an average genetic distance under 0015 nuclatide
substitutions per site were considered o be *‘possible transmis
Py

RESULTS

Popul athon characten sf ez

Between 1999 and 2002, 28 530 UA tests were canducted an
samples ram MEM attending 15 5T clinkcs in England, Wales
and Marthern Ireland {fig 1) Of these, 3592 samiples were found
to be HIV positive, of which 1072 were detived From patients
with a meviously undisgnosed mfection (newly diagnased or
undisgmased HI inkction). Amang this group 21% (28] of
samples were detived From recently infected MEM. Complete
prateass and BT sequences were obtamed fram 127 mamples
from recenthy HIV-infected patients (the remaming 102 coukd
nat be amphibed because of problems asmociated with using
residual samples).

Orvetall, of the 229 samples rom recently HIV infected M5k,
% (190) attended chnics in Landon, 5% (127) were UK bom
and 15% (35 were bam elsewhers in Ewrope Far the 127
hinkalle to sequences, equivalent Fgures were 34% (109), 53%
(74} and 15% (19), respectively.

VCT uptake
VT uptake was higher among MM ram wham HIV-negative
samples were callected than compared with samples From MS M
with previousy undisgnosed HIV infection: 586 (14 020/
24 939, 5% C 556 to 588 versus 31% (3351072, 95% CI
288 ta 3.1 p=0001) {hg 1] Forty-twa per cent (97/229, %5%
Cl 341 to 43 5%) of MM with samples indicating recent HIV
infection received VCT. This compares with 23% (238/843, 95%
Cl 253 to 313; p<0001} amang ssmples from mevioushr
undisgnased HIV.infected MEM with a non-recent nfection.
Figure 2 demonstrates the differential VOT uptake according
to transmisman sk, Regardless of HIV infection, all MM were
less hikely ta receive VT if they had an 5TL: uptake was 2%

[

(950425, 95% Cl 187 to 204) amang the mevioushy undisg
nosed HIV infected and 45% (37214233, 95% C1 441 w0 443
amang the HIV negative (p0001)

Phylogenstic analysis

Of the 127 ssquences from samples from recenthy HIV anfected
MEM, 16 clustered with at least one other ssquence with a
baotstrap suppart af at least 9% and a genetic distance under
0015 nuckeatide substitutions per site (By 3). Thes formed
seven dusters (A-C): duster A contained four sequences and
clusters B0 each consisted of sequence pairs Chster B
cansisted of sequences obtained in Wales and the remaining
sie wete From London. Clusters A=) and F contained Sequences
Fram samples obtained within the same, ar successive, calendar
quarteTs.

Chusters ©, E and @ were composed entirely af sequences
From individuals whose HIV infection was diagnosed at that
5Tl chnic attendance (g 3. Clusters B uﬁq I comprised
sequences from mdwvidwlb who kbt the dink remaining
unaware of ther HIV infction. Eight ssquences that fell mto
a cluster were detived fram patients who had an 5TL

DISC USSI0N

Mare than half of recently HIV.infected M5M and nearly 308
af all undusgnased HIV.mbected MEM with an 5T, attending
chinics colbbonating in the UA survey, did not receive VT,
Fhydagenetic analyses of HIV pol sequences from recenthy HIV.
infected MM identified at least seven possible instances of HIV
transmission before the dia,g:'l.usl:ic OppaTtunity.

VLT uptake

Combaning VT data with hbaratary algorithms demanstrated
that using VT uptake as a pevention ndicator lacks
sensitiity m dicTiminating between groups with varied
transmission risks. The diagnostic oppartunity was missed
amang the recently HIV mnkcted and thoss with an 5TL We
speculate that this could be for several reasons First, recenthr
HIV.inlectsd individuals may have previowsh tested HIV
negative and consejuently believed themselves still to be HIV
negative Secand, a concern that testing within a 3-manth

S Tramsro infocr 20058544 dar il 113654 200a 03180
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window periad would afect diagnostic accuracy’® may have led
ta test deferral amang the recenthy HIV mbected. Third, testing
algarithms may be failing to pick up those at sk Fowth, a
clinical focus an 5T1 ma t may have detractsd Fram
thase with an 5T receiving VT, Finally, there may exist a
subset af MSM who are serial VT refusers.

Itis anly known whether VT was receved; # & not known
whether and why VO T was not offered, ar was refused. Mo data
were  collected  concemning past HIV  testing  hastary.
Furthermare, only patients undergoing syphilis tests ane
included: a jon ot necessaml tative af the
dntwmquﬂgnnu;mmﬂmﬂ
patients are inchuded many times within the dataset. The size
and attributes of this group are nat known, but of they ane
associated with a particular risk ar HIV testing behaviours, this
mi}l’lﬂ:ﬂ:t data ACCUTACY-

Data are taken from 1999-2002, a period in which WCT
uptake was kower among MAM_ A British Assaciation far Sexual
Health and HIV (BASHH] audit demonstrated a recent rise in
the rtian of ST1 chinic attendees being HIV tested fas 2
result of hetter targeted HIV testing efforts induding patients
with 5T1} and mare assertive testing invitations [%,r;qt-uut
palicies] ® Although this mereased VT uptake is reflected

i Tranam infoct 048044 dab 0003650 200 e

within the UA survey, which found that VCT uptake ncreased
to85%" overall in 2004, in the same VOT was measured at
4 %% amang HI anfected MEM with an 5T1 and 83% amang
the recenthy HIV infected . Therefare, despite an mereased VT

uptake generally, a substantial wm of thase at highsst
:'.ilgchkuf En:|:|'|. trans missian :EUPI;.:E the clinic THETL'D'I.E
undiagnased.

Transmiszion before diagnostic opportunity

The phylogenstic analysis was canducted to abserve mnstances
in which transmission events may hawe ocourred before the
disgnostic u'pp-umuﬁtf}:aNu attempts were made tocalculate the
force of transmission from the recently HIVanfected population
because the size and inconsistent geographical makeup of the
dataset prohibats this, and indesd any extrapalaion of results to
the HIV.inhected 'p-u'ptﬂ.'lt:iu:n_

We abserved seven distinct 'Fusi}k HIV transmission clusters
hetween recenthr HIV infected MSM. Five clusters had close-
ness in the lﬂcgg seroconversian dates betwesn the Sequences
invalved. This demanstrates the potential for HIV transmassion
ta accur rapidly from recently HIV ankcted MEM, even amang
thase wha attend chnics sson abter mbection. Combining

1
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w Batwaan 1999 and 2002 VT uptake was higher among HIV-
nagative MEM, compared with HiVinfected BMEM. Low VT
upteke wes obssrvad amaong recantly HIVAnfeciad MSM.

= Phylogenatic reconstrucion of HIV rersmission evants amang
moanty Hitindected MESW indcate fat trenamissions may
heve ocoumead befrs the ooporumity for VET.

= WIT promotion sione may ba imited in its shility o pevent
HIV Frarsmisaon.

+ Integraing cinical Ebhorstory end sequence-besed HIV data
can enhiance owr undestandng of HIV transmmssion.

sequences with VOT data demonstrated that approximatehy
half of the MSM invalved ina possible transmissian went an to
miz the diagnostic opportunity at ther dinic attendance,
imcreasing the 1ok of Rother tamsmismion and Emiting the
oppartunity for prampt partner notification.

It cannat be condusivehyr demonstrated that the transmission
clusters identified represent actual transmissians events. The
bootstrapping and genetic distance cutabls used are not
definitive but have been shown to reduce the proportion of
False-positive dusters amang phylogenetic anahses af UK HIV
sequences ' The analysis cannat rube out that each cluster could
have been genetated by a third marty (not ssmpled) nkcting
each sequence in the cluster, or acting as an mtermediany
between the ssquences. Similarly, transmissions fram mdiv
duals in the dataset may nat be represented if the infection
generated was not in the study.

The survey methodaligy allvws patients to be sampbed
{within the same chinic) up to four times annually, but not
within the same calendar quarter. Therefore, thearetically, the
transmission clusters dentified oould have been formed
betwesn ssquences from the same individual, sampled many
times. Furthermore, the UA surwey & necessanly designed oo
prevent the identification of individuals However, Fve of the
pasble tansmismans (C-0]} mvalve patent pairs who hawe a
dibferent birth region ar age group {bg 3], making it unkikeh
that the ssquences come bram the same person. Similarly, there
must e at least two individuals included in duster A—%but not
necessatily four. The matients in cluster B both attended the
same clinic within the same calendar quarter, meaning they
should he different patients.

Implicationz for HIV tes fing policy

BASHH guidelines (2008) recommend that all patients sheuld
be affersd WVOT an their frst cdinical attendance ™ including
patients presenting with STL Whereas the benehits of VT ane
unquestionable for chnical purpases, the pubhc health benehts
require further consideration. Since 2002, HIV testing palicy has
nat been adapred specifically to target patients with recent nisk
expasure " BASHH gu:iddimu recommend that recently HIV
expased patients receive two HIV tests: ane immediatehr and
ane 3 months after expasure [(the “3-month rul”). This is
becawse af concerns that HIV testing shartly after exposure may
nat yield accurate results. However, recent improvements in
HIV test sensitivity mean that the latest (so-called “fourth
gemeration” tests] can detect both antiHIV and HIV p24
antigen within 4 wesks aof mfection™ We believe that delaying
the second test far 3 manths may be detrimental. The BASHH
audst found the maost commanly cited reason for not recenving
VT was deferral because of concerns relating o the accuracy

af HIV testing shortly after sxposure?® the rate of reattendance
far the second test was low. We suggest the guidelines shauld be
modified to emphasise the impartance af undertaling WCT at
first attendance I the brst test is negative, the second test
should he brought farward to 1 month post-attendance
{pravided fourth Fenetation tests are emplayed) to enable
earlier interventions to reduce onward transmission.

Cur phylogenetic analysis dlustrates the potential far the
recently HIV infected to generate rapd omward transmuson,
even amang those wha receive VT soan abter mbection
Consequently, VCT alone may not have a large impact on the
Freater transmiskn potental af recenthy HIV-mbected MEM.
Alternative strategies mchude: mare figarous fartner notifica
tian; pastexposure prophylics among recently exposed MEM;
encouraging frequent, regular testing: educating MAM and
healthcare moviders about seroconversion illness.

This anatyss demonstrates how the integration of chinical,
labaratary and ssquence-based dats can be wed to explore HIV
transmission and relited public health problems more exten
sively. Although the anabysis has not measured the farce of
infection from the recently HW.infected population, ar the
impact of VO T an HIV transmission, it }L'lg}l.'hghted the need far
specific targeting of the recently exposed and these with 5T for
VT, It also revealed that VT alme may be limited in its
ahbilaty to prevent HIV transmizsion.
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