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#### Abstract

Let $N$ be a set of positive integers and let $$
F(z)=\sum A_{n} z^{n}
$$ be an entire function for which $A_{n}=0(n \notin N)$. It is reasonable to expect that, if $D$ denotes the density of the set $N$ in some sense, then $F(z)$ will behave somewhat similarly in every angle of opening greater than $2 \pi D$. For functions of finite order, the appropriate density seems to be the Pólya maximum density $\mathscr{P}$. In this paper we introduce a new density $\mathscr{D}$ which is perhaps the appropriate density for the consideration of functions of unrestricted growth. It is shown that, if $|I|>2 \pi \mathscr{D}$, then


$$
\log M(r) \sim \log M(r, I)
$$

outside a small exceptional set. Here $M(r)$ denotes the maximum modulus of $F(z)$ on the circle $|z|=r$ and $M(r, I)$ that of $F\left(r e^{t \theta}\right)$ for values of $\theta$ in the closed interval $I$. The method used is closely connected with the question of approximating to functions on an interval by means of linear combinations of the exponentials $e^{i \times n}$ ( $n \in N$ ).

1. Introduction. Let $S$ be a normed vector space over the complex field. If $T \subset S$, let $V(T)$ denote the subspace of $S$ generated by $T$.

Let $E=\left\{e_{n} \mid n=0,1, \ldots\right\}$ be a linearly independent subset of $S$ and, if $x \in V(E)$, write $x=\sum x_{n} e_{n}$, where all but a finite number of terms are zero.

The set $E$ is said to be free in $S$ if no element of $E$ belongs to the closure of the vector subspace generated by the other elements of $E$. A necessary and sufficient condition that $E$ be free in $S$ is the existence of positive constants $C_{n}(n=0,1, \ldots)$ with the property that

$$
\left|x_{n}\right| \leqq C_{n}\|x\| \quad(n=0,1, \ldots)
$$

whenever $x \in V(E)$. It follows that, if $E$ is free in $S$, each $x \in \mathrm{cl} V(E)$ has a unique formal expansion $x \sim \sum x_{n} e_{n}$. Here $x_{n}=L_{n}(x)$, where each $L_{n}(n=0,1, \ldots)$ is a continuous linear functional on $\mathrm{cl} V(E)$.

The set $E$ is said to be fundamental in $S$ if $V(E)$ is dense in $S$.

[^0]In this paper, we particularise $S$ to be one of the spaces $\mathscr{L}^{p}(-\pi \Delta, \pi \Delta)$, where $1 \leqq p \leqq \infty$ and $0<\Delta \leqq 1$. We let $\Lambda=\left\{\lambda_{n}\right\}$ be a strictly increasing sequence of positive integers and take the elements of $E=E_{\Lambda}$ to be

$$
e_{n}=\exp \left(i x \lambda_{n}\right) \quad(n=0,1, \ldots)
$$

It was shown by L. Schwartz [14] that, if $E_{\Lambda}$ is nonfundamental in $\mathscr{L}^{p}(-\pi \Delta, \pi \Delta)$, then $E_{\Lambda}$ is free in $\mathscr{L}^{p}(-\pi \Delta, \pi \Delta)$. Further, if $E_{\Lambda}$ is free in $\mathscr{L}^{p}(-\pi \Delta, \pi \Delta)$ and $\Delta^{\prime}>\Delta$, then $E_{\Lambda}$ is nonfundamental in $\mathscr{L}^{p}\left(-\pi \Delta^{\prime}, \pi \Delta^{\prime}\right)$.

As before we have that, if $E_{\Lambda}$ is free in $\mathscr{L}^{p}(-\pi \Delta, \pi \Delta)$, then there exist positive constants $C_{n}(n=0,1, \ldots)$ such that $\left(^{2}\right)$

$$
\begin{equation*}
\left|a_{n}\right| \leqq C_{n}\|f\|_{p} \quad(n=0,1, \ldots) \tag{1.1}
\end{equation*}
$$

whenever $f$ is a function of $\mathrm{cl} V(E)$ with expansion

$$
\begin{equation*}
f \sim \sum_{n=0}^{\infty} a_{n} e^{i x \lambda_{n}} \tag{1.2}
\end{equation*}
$$

In attempting to use inequality (1.1), two questions arise.
(1) What structural properties of the sequence $\Lambda$ imply that $E_{\Lambda}$ is free in $\mathscr{L}^{p}(-\pi \Delta, \pi \Delta)$ ?
(2) Given that $E_{\Lambda}$ is free in $\mathscr{L}^{p}(-\pi \Delta, \pi \Delta)$, how large are the constants $C_{n}$ ( $n=0,1, \ldots$ )?

An answer to (1) has been given by Beurling and Malliavin [2]. For an expository account of their work, see Kahane [8]. For each sequence $\Lambda$ they construct a number $\mathscr{B}$ (which we call the Beurling-Malliavin density of $\Lambda$ ) with the property that $E_{\Lambda}$ is fundamental in $\mathscr{L}^{p}(-\pi \Delta, \pi \Delta)$ if $\Delta<\mathscr{B}$ and nonfundamental (and therefore free) if $\Delta>\mathscr{B}$.

Some estimates for the constants $C_{n}$ in (2) have been obtained in [1], [3] and [4] under various hypotheses. (See also [5] and [7].) In this paper we obtain another theorem of this type and discuss an application it has to the theory of entire functions with gap power series. The proof of the theorem is elementary and does not depend on the work of Beurling and Malliavin.
2. Density conditions. The Pólya maximum density $\mathscr{P}$ (see e.g. Levinson [11]) of a sequence $\Lambda$ may be defined in the following way. Let $\Gamma$ denote the class of functions $\gamma(x)=\eta x(0<\eta<1)$. Then

$$
\mathscr{P}=\sup _{\gamma \in \Gamma} \limsup _{x \rightarrow \infty} \frac{N[x-\gamma(x), x)}{\gamma(x)}
$$

where $N[a, b)=N(I)$ denotes the number of terms of $\Lambda$ contained in the interval $I=[a, b)$. We have that $\mathscr{P} \leqq \mathscr{B}$.
$\left(^{(2)}\right.$ Except where otherwise noted $\|f\|_{p}=\left\{\int_{-\pi \Delta}^{\pi \Delta}|f(x)|^{p} d x\right\}^{1 / p}$, with the usual understanding for the case $p=\infty$.

We now introduce a new density condition which is closely related to the Beurling-Malliavin density $\mathscr{B}$ but defined in a similar way to $\mathscr{P}$.

Let $\Psi$ denote the class of functions $\psi$ which are positive and continuous on $(1, \infty)$ and which satisfy
(1) $\quad \psi(x) \uparrow \infty$;
(2) $x^{-1} \psi(x) \downarrow 0$;

$$
\begin{equation*}
\int_{1}^{\infty} x^{-2} \psi(x) d x<\infty \tag{2.1}
\end{equation*}
$$

We then define the " $\Psi$-density" $\mathscr{D}$ of $\Lambda$ by

$$
\begin{equation*}
\mathscr{D}=\inf _{\psi \in \Psi} \lim _{x \rightarrow \infty} \frac{N[x-\psi(x), x)}{\psi(x)} \tag{2.2}
\end{equation*}
$$

We have $\mathscr{P} \leqq \mathscr{B} \leqq \mathscr{D}$.

## 3. Statement of results.

Theorem 1. Suppose $\Lambda$ has $\Psi$-density $\mathscr{D}$ and $\mathscr{D}<\Delta<1$. Then $E_{\Lambda}$ is free in $\mathscr{L}^{p}(-\pi \Delta, \pi \Delta)(1 \leqq p \leqq \infty)$, and there is $a \psi \in \Psi$, which depends only on $\Lambda$ and $\Delta$, such that

$$
\begin{equation*}
\left|a_{n}\right| \leqq \exp \left(\psi\left(\lambda_{n}\right)\right)\|f\|_{p} \quad(n=0,1, \ldots) \tag{3.1}
\end{equation*}
$$

whenever $f$ is a function of $\mathrm{cl} V(E)$ with expansion (1.2).
Corollary 1. A sufficient condition that $E_{\Lambda}$ be nonfundamental in $\mathscr{L}^{p}(-\pi \Delta, \pi \Delta)$ $(1 \leqq p<\infty)$ is that $\Delta>\mathscr{D}$.

It is interesting to compare the above corollary with the following theorem of Redheffer [13].

Theorem A. Let $\phi$ be a function which is positive and continuous on $(1, \infty)$ and which satisfies
(1) $\phi(x) \uparrow \infty$;
(2) $x^{-1} \phi(x) \downarrow 0$;
(3) $\int_{1}^{\infty} x^{-2} \phi(x) d x=\infty$.

Then there is a sequence $\Lambda$ with

$$
\lim _{x \rightarrow \infty} \frac{N[x-\phi(x), x)}{\phi(x)}=0
$$

such that $E_{\Lambda}$ is fundamental in $\mathscr{L}(-\pi, \pi)$.
We suppose that $F$ is an entire function which is not a polynomial and has the gap power series expansion

$$
\begin{equation*}
F(z)=\sum_{n=0}^{\infty} a_{n} z^{\lambda_{n}} \tag{3.2}
\end{equation*}
$$

where the sequence $\Lambda=\left\{\lambda_{n}\right\}$ has $\Psi$-density $\mathscr{D}<1$. We define

$$
M(r)=\max |F(z)| \quad(|z|=r)
$$

and, if $I$ denotes a closed interval,

$$
M(r, I)=\max |F(z)| \quad(|z|=r ; \arg z \in I)
$$

With these definitions we have the following theorem.
Theorem 2. If $\Delta>\mathscr{D}$, then

$$
\begin{equation*}
\log M(r) \sim \log M(r, I) \tag{3.3}
\end{equation*}
$$

outside a set of finite logarithmic measure $\left(^{3}\right.$ ) provided that $I=I(r)$ varies so that $|I| \geqq 2 \pi \Delta$.

Pólya [12] showed in 1929 that, if $F$ is of finite order and $\Lambda$ has $\mathscr{P}=0$, then

$$
\limsup _{r \rightarrow \infty} \frac{\log M(r, I)}{\log M(r)}=1
$$

provided $|I| \geqq \delta$. Various authors have discussed theorems of this type since that date, in particular Kövari [9] who, writing in 1958, gives references to earlier work. More recently, it is shown in [1] that, if $\Delta>\mathscr{A}$, where

$$
\mathscr{A}=\lim _{q \rightarrow \infty} \lim _{x \rightarrow \infty} \frac{N[x-q, x)}{q}
$$

and $F$ is a function of finite order, then (3.3) holds with no exceptional set provided $|I| \geqq 2 \pi \Delta$.
4. Some remarks on Theorem 1. (1) The requirement that $\Lambda$ be a sequence of positive integers is not critical in the proof of Theorem 1. If $\Lambda$ is a countable collection of real numbers which can be ordered by increasing magnitude, let $\Lambda^{+}$be the subset of nonnegative elements and $\Lambda^{-}$the subset of negative elements, the latter with their signs reversed. We can then define the $\Psi$-density of $\Lambda$ to be the larger of $\mathscr{D}^{+}$and $\mathscr{D}^{-}$, where these are defined in the obvious way using (2.2).

With this definition, the obvious extension of Theorem 1 holds, provided that

$$
|\lambda-\mu| \geqq \gamma>0,
$$

whenever $\lambda$ and $\mu$ are distinct elements of $\Lambda$. Even this last condition may be relaxed, the critical requirement being merely that a suitable analogue of Lemma 2 (iv) be true.
(2) If it is known that

$$
\Delta>\limsup _{x \rightarrow \infty} \frac{N\left[x-\psi_{0}(x), x\right)}{\psi_{0}(x)}
$$

[^1]where $\psi_{0} \in \Psi$ satisfies
$$
\psi_{0}(x) / \log x \rightarrow \infty \quad(x \rightarrow \infty)
$$
then the conclusion of Theorem 1 holds with $\psi(x)=A \psi_{0}(B x)$, where $A$ and $B$ are positive constants.

As a consequence we have, for example, the following result. Let

$$
\mathscr{E}=\lim _{\alpha \rightarrow 1-} \lim _{x \rightarrow \infty} \frac{N\left[x-x^{\alpha}, x\right)}{x^{\alpha}},
$$

and suppose that $\mathscr{E}<\Delta \leqq 1$. Then, for each $p(1 \leqq p \leqq \infty)$, there are constants $A$ and $B(B<1)$, which depend only on $\Lambda$ and $\Delta$, such that

$$
\left|a_{n}\right| \leqq \exp \left(A \lambda_{n}^{B}\right)\|f\|_{p} \quad(n=0,1, \ldots)
$$

whenever $f$ is a function of $\mathrm{cl} V\left(E_{\Lambda}\right)$ with expansion (1.2).
(3) Given any $\Delta(0<\Delta<1)$ and any $\psi \in \Psi$, there exists a sequence $\Lambda$ of positive integers with $\Psi$-density $\mathscr{D} \leqq \Delta$ such that

$$
\sup _{f \in \operatorname{clv}\left(E_{\Lambda}\right)} \frac{\left|a_{n}\right|}{\|f\|_{p}} \geqq \exp \left(\psi\left(\lambda_{n}\right)\right)
$$

for an infinite set of $n$.
Proof. Let $\psi_{0}(x)=C \psi(x)$, where $C$ is a positive constant to be chosen later. Let

$$
\rho=\left|1-e^{i \pi \Delta}\right|
$$

Then $0<\rho<2$ and we may choose $\sigma$ so that $\rho<\sigma<2$. Given a sequence $\left\{n_{k}\right\}$ of positive integers, let $w_{k}=\left[\Delta \psi_{0}\left(n_{k}\right)\right], m_{k}=n_{k}-w_{k}$ and $\mathrm{X}_{k}=m_{k}+\left[\frac{1}{2} w_{k}\right]$. We choose $\left\{n_{k}\right\}$ so that
(1) $m_{k}-\psi_{0}\left(m_{k}\right)>n_{k-1} \quad(k=1,2, \ldots)$;
(2) $\sum_{k=1}^{\infty}(\rho / \sigma)^{w_{k}}<(2 \pi \Delta)^{-1 / p}$.

We now obtain $\Lambda$ by deleting the positive integers which lie outside the intervals $\left[m_{k}, n_{k}\right)(k=1,2, \ldots)$. The sequence $\Lambda$ has $\Psi$-density $\mathscr{D} \leqq \Delta$. Let

$$
\begin{equation*}
f(x)=\sum_{k=1}^{\infty}\left(\frac{1-e^{i x}}{\sigma}\right)^{w_{k}} \exp \left({i x m_{k}}_{k}\right) \tag{4.1}
\end{equation*}
$$

Then $\|f\|_{p}<1$. Also $f \in \mathrm{cl} V\left(E_{\Lambda}\right)$, its expansion being obtained by expanding each term of (4.1) by the binomial theorem. If $\mathrm{X}_{k}=\lambda_{n}$, we have

$$
\left|a_{n}\right| \geqq A_{0}^{w_{k}} \geqq A_{1}^{\psi\left(n_{k}\right)} \geqq A_{2}^{\psi}\left(x_{k}\right)=A_{2}^{C \psi\left(\lambda_{n}\right)} .
$$

The constants $A_{0}, A_{1}$ and $A_{2}$ are all greater than 1, since $\sigma<2$. With an appropriate choice of $C$ we obtain the required result.
5. Proof of Theorem 1. We begin by giving a rough indication of the structure of the proof. First note that the insertion of a finite number of terms into the sequence $\Lambda$ does not alter the truth of Theorem 1. We therefore prove the theorem,
in the first instance, with $\Lambda$ replaced by $\Lambda_{N}=\left\{\lambda_{N}, \lambda_{N+1}, \ldots\right\}$. Here $N$ is a large positive integer determined by technical considerations.

Given the number $\Delta^{\prime}$ with $\mathscr{D}<\Delta^{\prime}<1$, our aim is to find a $\psi$ in the set $\Psi$ with which we can associate functions $v_{n}(n=N, N+1, \ldots)$ which are uniformly bounded and whose support lies in $\left[-\pi \Delta^{\prime}, \pi \Delta^{\prime}\right]$. Further, the Fourier transforms $V_{n}$ of these functions must satisfy a number of special properties which we discuss below.

Suppose now that $T$ is a trigonometric polynomial with exponents drawn from the sequence $\Lambda_{N}$, say $T(x)=\sum a_{k} \exp \left(i \lambda_{k} x\right)$. Then

$$
\int_{-\pi \Delta^{\prime}}^{\pi \Delta^{\prime}} T(x) v_{n}(x) d x=\sum a_{k} V_{n}\left(\lambda_{k}\right)
$$

In order to obtain an inequality for the coefficient $a_{n}$ from this expression, it is desirable that the term $a_{n} V_{n}\left(\lambda_{n}\right)$ should dominate the sum on the right-hand side whenever $\left|a_{n}\right|$ is not too small compared with the other coefficients. We ensure this by contriving that the functions $V_{n}$ we construct vanish at each point $\lambda_{k}$ (other than $\lambda_{n}$ ) which lies in the interval $\left[\lambda_{N}, 2 \lambda_{n}\right.$ ) and are quite small compared with $V_{n}\left(\lambda_{n}\right)$ in the interval $\left[2 \lambda_{n}, \infty\right)$. The functions $V_{n}$ are related to the function $\psi$ by the estimate $\left|V_{n}\left(\lambda_{n}\right)\right| \geqq \exp \left(-\psi\left(\lambda_{n}\right)\right)$. This explains roughly how the inequality of Theorem 1 is obtained.

The construction of $V_{n}$ is somewhat complex and is organised in the following way. The set $\Lambda_{N}$ is split up into three parts, $S, T$ and $U$. The set $U$ consists of those $\lambda_{k}$ which satisfy $\lambda_{k} \geqq 2 \lambda_{n}$. The set $S$ is a subset of the interval [ $\lambda_{N}, 2 \lambda_{n}$ ). It is itself the union of a large number of subsets of $\Lambda_{N}$ constructed with the help of Lemma 1. Each of these subsets includes $\lambda_{n}$ but they are otherwise disjoint. The points of each particular subset will be far apart, and, on either side of $\lambda_{n}$, each subset will look almost like an arithmetic progression from which certain terms have been omitted. Finally, $T$ will consist of those points of $\Lambda_{N}$ which are too close to $\lambda_{n}$ to be included in the union $S$.

The Fourier transform $V_{n}$ is constructed as the product of three others, $R_{n}, P_{n}$ and $Q_{n}$ associated with the sets $S, T$ and $U$ respectively. (In the notation of the proof, $R_{n}(x)$ is $R\left(x-\lambda_{n}\right), P_{n}(x)$ is $P\left(x-\lambda_{n}\right)$ and $Q_{n}(x)$ is $Q\left(x-\lambda_{n}\right)$.) Lemma 2 is used to construct $P_{n}$ as a Fourier transform (of a function with small support) which vanishes at the points of $T$ but is not too small at $\lambda_{n}$. The function $R_{n}$ is a Fourier transform (of a function with support of length slightly less than $2 \pi \Delta^{\prime}$ ) which is not too small at $\lambda_{n}$ but vanishes at the other points of $S$. Its construction is based on the application of Lemma 4 to each of the component sets which make up $S$. Finally $Q_{n}$ will be a Fourier transform (of a function of small support) provided by Lemma 3. It has the property of being quite small at the points of $U$, but not too small at $\lambda_{n}$.

We now embark on the proof proper.
Lemma 1. Suppose the sequence $\Lambda$ has $\Psi$-density $\mathscr{D}$. Let $\delta>\mathscr{D}$ and $\tau<1$. Then there is an $X>0$ and $a \psi \in \Psi$ such that, whenever $X<a<b$, there is a finite collection
of disjoint, half-open intervals $\left\{I_{1}, I_{2}, \ldots, I_{K}\right\}$ with the following properties:

$$
\begin{align*}
& \text { (1) } \quad[a, b)=\bigcup_{j=1}^{K} I_{j} ; \\
& \text { (2) }  \tag{5.1}\\
& \text { (3) } \quad \tau \psi\left(I_{j}\right) \leqq \delta \psi(b) \quad\left(j=\left|I_{j}\right| \leqq \psi(b) \quad(j=1,2, \ldots, K)\right. \\
& \text { (3) } \quad \tau \psi, K-1) .
\end{align*}
$$

Proof. Since $\Lambda$ has $\Psi$-density $\mathscr{D}$, defined by (2.2), there exists a $\psi_{0} \in \Psi$ and an $X>0$ such that

$$
\begin{equation*}
N\left[x-\psi_{0}(x), x\right) \leqq \delta \psi_{0}(x) \quad(x>X) \tag{5.2}
\end{equation*}
$$

Write $\phi(x)=\phi_{1}(x)=x-\psi_{0}(x)$ and let $\phi_{j}(x)=\phi\left(\phi_{j-1}(x)\right)(j \geqq 2)$. For a given value of $x$, write $x_{0}=x$ and $x_{j}=\phi_{j}(x)(j \geqq 1)$. Then $x_{0}>x_{1}>\cdots$. Let $N$ be the smallest positive integer with $(N-1) / N \geqq \tau$.

We now define

$$
\begin{aligned}
\psi(x) & =x-\phi_{N}(x) \\
& =\psi_{0}\left(x_{0}\right)+\psi_{0}\left(x_{1}\right)+\cdots+\psi_{0}\left(x_{N-1}\right)
\end{aligned}
$$

We must first show that $\psi \in \Psi$, the set $\Psi$ being defined by (2.1).
Since $\psi_{0}(x) \leqq \psi(x) \leqq N \psi_{0}(x)$, it is clear that $\psi(x) \rightarrow \infty(x \rightarrow \infty), x^{-1} \psi(x) \rightarrow 0$ $(x \rightarrow \infty)$ and

$$
\int_{1}^{\infty} x^{-2} \psi(x) d x<\infty
$$

It remains to prove that $\psi(x) \uparrow$ and $x^{-1} \psi(x) \downarrow$.
Since $x^{-1} \phi(x)=1-x^{-1} \psi_{0}(x)$, we have that $x^{-1} \phi(x) \uparrow$. This implies that $\phi(x) \uparrow$ and therefore that $\phi_{j}(x) \uparrow(j \geqq 1)$. Thus $x \leqq y$ implies $x_{j} \leqq y_{j}(j \geqq 1)$. Hence, if $x \leqq y$,

$$
\begin{aligned}
\psi(x) & =\psi_{0}\left(x_{0}\right)+\cdots+\psi_{0}\left(x_{N-1}\right) \\
& \leqq \psi_{0}\left(y_{0}\right)+\cdots+\psi_{0}\left(y_{N-1}\right) \\
& =\psi(y)
\end{aligned}
$$

and therefore $\psi(x) \uparrow$. Further, since $x^{-1} \phi(x) \uparrow$ and $\phi_{\rho}(x) \uparrow(j \geqq 1)$, we have that

$$
\phi_{j+1}(x) / \phi_{j}(x)=\phi\left(\phi_{j}(x)\right) / \phi_{j}(x)
$$

is monotone increasing. Writing

$$
\frac{\phi_{N}(x)}{x}=\frac{\phi_{N}(x)}{\phi_{N-1}(x)} \cdot \frac{\phi_{N-1}(x)}{\phi_{N-2}(x)} \cdots \cdot \frac{\phi(x)}{x}
$$

it is clear that $x^{-1} \phi_{N}(x) \uparrow$. But $x^{-1} \psi(x)=1-x^{-1} \phi_{N}(x)$, and so $x^{-1} \psi(x) \downarrow$.
This completes the proof that $\psi \in \Psi$.
Given $a$ and $b(X<a<b)$, we let $I_{1}=[b-\psi(b), b)=\left[b_{N}, b_{0}\right)$. For $j \geqq 2$, we define $I_{j}$ inductively by $I_{j}=\left[b_{p_{j}}, b_{p_{j-1}}\right.$ ) where $p_{j}$ is the smallest $s$ with the property that

$$
b_{p_{j-1}}-b_{s}>\frac{N-1}{N} \psi(b)
$$

terminating the construction at $j=K-1$ if $b_{p_{K}} \leqq a$ and taking $I_{K}=\left[a, b_{p_{K-1}}\right)$. Thus

$$
\left|I_{j}\right|>\frac{N-1}{N} \psi(b) \geqq \tau \psi(b) \quad(j=1, \ldots, K-1)
$$

But

$$
\left|I_{j}\right|-\psi_{0}\left(b_{p_{j}}\right)=b_{p_{j-1}}-b_{p_{j}+1} \leqq \frac{N-1}{N} \psi(b) \quad(j=1, \ldots, K-1)
$$

Since $\psi(x) \uparrow$, we have that $\psi_{0}\left(b_{p_{j}}\right) \leqq N^{-1} \psi(b)$, and so

$$
\left|I_{j}\right| \leqq \frac{N-1}{N} \psi(b)+\frac{1}{N} \psi(b)=\psi(b) \quad j(=1, \ldots, K-1)
$$

Finally, it follows from (5.2) that

$$
N\left(I_{j}\right) \leqq \delta \psi(b) \quad(j=1, \ldots, K)
$$

Lemma 2. Let N be a set of nonzero integers containing at most $N$ elements and with $\mathrm{N} \subset[-a, a]$, where $2 a \geqq N$. Let $l \leqq \pi N a^{-1}$. Then there is a function $p \in \mathscr{L}(-\infty, \infty)$, which is zero outside $(-l, l)$ and which satisfies
(i) $\sup |p(x)| \leqq l^{-1}$;
(ii) $\int_{-\infty}^{\infty}|p(x)| d x \leqq 1$;
and whose Fourier transform $\left(^{4}\right) P$ satisfies
(iii) $P(x)=0(x \in \mathrm{~N})$;
(iv) $|P(0)|^{-1} \leqq(1 / \pi N)(2 \pi e / l)^{n}$.

Remark. The similarity of the constant in (iv) above to that which appears in "Turan's Lemma" (see [15, p. 30]) is not a coincidence. For small values of the parameter $\delta$ figuring in its statement, Turan's Lemma can be obtained from the above result.

Proof. Let $\left\{\nu_{1}, \nu_{2}, \ldots, \nu_{N}\right\}$ be a collection of nonzero integers in $[-a, a]$ which contains N. Consider the product

$$
\begin{aligned}
\Pi(x) & =\prod_{k=1}^{N} \cos \frac{1}{2} l N^{-1}\left\{x-\nu_{k}+\pi N l^{-1}\right\} \\
& =\sum_{k=-N}^{N} c_{k} \exp \left(i x\left(\frac{1}{2} l N^{-1}\right) k\right)
\end{aligned}
$$

in which expression $\sum_{k=-N}^{N}\left|c_{k}\right| \leqq 1$. Take

$$
P(x)=\left(\frac{\sin \frac{1}{2} l x}{\frac{1}{2} l x}\right) \Pi(x) \quad(P(0)=\Pi(0))
$$

This is the Fourier transform of the function

$$
p(t)=\sum_{k=-N}^{N} c_{k} \delta_{l}\left(t-\frac{1}{2} l k N^{-1}\right)
$$

(4) I.e. $P(u)=\int_{-\infty}^{\infty} e^{i u x} p(x) d x$.
where

$$
\begin{aligned}
\delta_{l}(t) & =l^{-1}, & & |t|<\frac{1}{2} l, \\
& =0, & & |t| \geqq \frac{1}{2} l .
\end{aligned}
$$

We have that $p$ is zero outside $(-l, l)$ and
(i) $\sup |p(x)| \leqq l^{-1} \sum_{k=-N}^{N}\left|c_{k}\right| \leqq l^{-1}$;
(ii) $\int_{-\infty}^{\infty}|p(x)| d x \leqq \sum_{k=-N}^{N}\left|c_{k}\right| \leqq 1$.

## Further,

(iii) $P\left(\nu_{k}\right)=\left(\sin \frac{1}{2} l v_{k} / \frac{1}{2} l v_{k}\right) \Pi\left(\nu_{k}\right)=0(k=1,2, \ldots, N)$.

It remains to prove (iv). We have

$$
\begin{aligned}
|P(0)|^{-1} & =\prod_{k=1}^{N}\left|\cos \frac{1}{2} l N^{-1}\left(\pi N l^{-1}-v_{k}\right)\right|^{-1} \\
& =\prod_{k=1}^{N}\left|\sin \frac{1}{2} l N^{-1} \nu_{k}\right|^{-1}
\end{aligned}
$$

Since $l \leqq \pi N a^{-1}$,

$$
\left|\frac{1}{2} l N^{-1} \nu_{k}\right| \leqq \frac{1}{2} l N^{-1} a \leqq \pi / 2 \quad(k=1,2, \ldots, N)
$$

Hence, using the inequality

$$
|\sin x| \geqq 2|x| / \pi \quad(|x| \leqq \pi / 2)
$$

we obtain
(iv)

$$
\begin{aligned}
|P(0)|^{-1} & \leqq \prod_{k=1}^{N} \frac{\pi}{2} \cdot \frac{2 N}{l} \cdot \frac{1}{\left|\nu_{k}\right|} \\
& =\left(\frac{\pi N}{l}\right)^{N} \prod_{k=1}^{N}\left|\nu_{k}\right|^{-1} \\
& \leqq\left(\frac{\pi N}{l}\right)^{N}\left\{\left[\frac{N}{2}\right]!\right\}^{-2} \\
& \leqq \frac{1}{\pi N}\left(\frac{2 \pi e}{l}\right)^{N}
\end{aligned}
$$

Lemma 3 (Ingham [6]). Suppose that $l>0$ and $\varepsilon$ denotes a positive, monotone decreasing function with domain $(1, \infty)$. Then a necessary and sufficient condition that there exist a function $q \in \mathscr{L}(-\infty, \infty)$ which is zero outside $(-l, l)$ and which satisfies
(i) $\int_{-\infty}^{\infty}|q(x)| d x \leqq 1$;
and whose Fourier transform $Q$ satisfies
(ii) $Q(x)=O(\exp (-|x| \varepsilon(|x|)))(|x| \rightarrow \infty)$;
(iii) $Q(0)=1$
is that

$$
\begin{equation*}
\int_{1}^{\infty} \frac{\varepsilon(x)}{x} d x<\infty \tag{5.3}
\end{equation*}
$$

Remark. We use only the sufficiency which is easily proved by taking

$$
Q(x)=\prod_{k=1}^{\infty} \frac{\sin \rho_{k} x}{\rho_{k} x}
$$

where the sequence $\left\{\rho_{k}\right\}$ is chosen appropriately.
Lemma 4 (Ingham [4]). Let N be a finite set of integers which includes zero, and has the property that $|m-n| \geqq \sigma>0$ for each distinct $m$ and $n$ in N . Then there is a function $r \in \mathscr{L}(-\infty, \infty)$ which is zero outside $\left(-\pi \sigma^{-1}, \pi \sigma^{-1}\right)$ and which satisfies
(i) $\int_{-\infty}^{\infty}|r(t)| d t \leqq 1$;
and whose Fourier transform $R$ satisfies
(ii) $R(x)=0 \quad(x \in \mathrm{~N}$ but $x \neq 0)$;
(iii) $|R(0)|^{-1} \leqq 2$.

Remark. Construct the functions $k$ and $K$ of Ingham's paper appropriate to the set $\left\{\nu \sigma^{-1} \mid \mathrm{N} \in \nu\right\}$, defining $k(t)$ to be zero for $|t|>\pi$. We may then take

$$
R(x)=\frac{1}{2} \frac{K\left(x \sigma^{-1}\right)}{K(0)}
$$

which implies that

$$
r(t)=\frac{1}{2} \frac{\sigma k(\sigma t)}{K(0)}
$$

Lemma 5 (L. Schwartz [14]). A necessary and sufficient condition that $E_{\Lambda}$ be free in $\mathscr{L}^{p}(-\pi \Delta, \pi \Delta)$, where $1 \leqq p<\infty$ and $\Delta>0$, is the existence of functions $g_{n}(n=0,1, \ldots)$ in $\mathscr{L}^{\dot{q}}(-\pi \Delta, \pi \Delta)(1 / p+1 / q=1)$ such that

$$
\begin{aligned}
& \begin{aligned}
\int_{-\pi \Delta}^{\pi \Delta} \exp \left(i \lambda_{k} x\right) g_{n}(x) d x & =1, \quad k=n, \\
& =0,
\end{aligned} \quad k \neq n, ~ l \\
& =0, \quad k \neq n,
\end{aligned}
$$

where $\left\|g_{n}\right\|_{q}$ is the smallest $C_{n}$ which satisfies (1.1).
An analogous result holds for $p=\infty$.
Remark. The sufficiency is obvious. For the necessity, note that the continuous linear functional $L_{n}$ of $\S 1$ may be extended to $\mathscr{L}^{p}(-\pi \Delta, \pi \Delta)$ by the HahnBanach theorem. An application of the Riesz representation theorem then yields the lemma.

Lemma 6. Let $\Lambda_{N}=\left\{\lambda_{N}, \lambda_{N+1}, \ldots\right\}$ and suppose that the set $E^{\prime}=E_{\Lambda_{N}}$ is free in $\mathscr{L}^{p}\left(-\pi \Delta^{\prime}, \pi \Delta^{\prime}\right)$ for some $p(1 \leqq p \leqq \infty)$ and some $\Delta^{\prime}>0$, and that $\left|a_{n}\right| \leqq C_{n}^{\prime}\|f\|_{p}^{\prime}$, whenever $f \in \mathrm{cl} V\left(E^{\prime}\right)$ has expansion $(1.2)\left({ }^{5}\right)$.

Then, if $\Delta>\Delta^{\prime}$, the set $E=E_{\Lambda}$ is free in $\mathscr{L}^{1}(-\pi \Delta, \pi \Delta)$ and $\left|a_{n}\right| \leqq C_{n}\|f\|_{1}$, whenever $f \in \mathrm{cl} V(E)$ has expansion (1.2). Here $C_{n} \leqq H \lambda_{n}^{N+1} C_{n}^{\prime}(n \geqq N)$, where $H$ is a constant which depends only on $N, \Delta^{\prime}$ and $\Delta$.
$\left({ }^{5}\right)$ In this sentence, $\mathrm{cl} V\left(E^{\prime}\right)$ denotes the closure of $V\left(E^{\prime}\right)$ in the space $\mathscr{L}^{p}\left(-\pi \Delta^{\prime}, \pi \Delta^{\prime}\right)$ and $\|\cdot\|_{p}^{\prime}$ denotes the norm of this space.

Proof. We consider only the case $1 \leqq p<\infty$. When $p=\infty$ there is an analogous argument.

The proof consists of constructing functions $g_{n}(n=0,1, \ldots)$ which satisfy Lemma 5 with $p=1$. The existence of functions $h_{n}(n=N, N+1, \ldots)$ in $\mathscr{L}^{q}\left(-\pi \Delta^{\prime}, \pi \Delta^{\prime}\right)$ with

$$
\begin{aligned}
\int_{-\pi \Delta^{\prime}}^{\pi \Delta^{\prime}} \exp \left(i \lambda_{k} x\right) h_{n}(x) d x & =1, & & k=n \\
& =0, & & k \geqq N \text { but } k \neq n,
\end{aligned}
$$

and $\left\|h_{n}\right\|_{q}^{\prime} \leqq C_{n}^{\prime}(n \geqq N)$ is already assured by Lemma 5 .
We now construct a bounded function $j_{n}$ which vanishes outside $(-l, l)$, where $l \leqq \frac{1}{2} \pi\left(\Delta-\Delta^{\prime}\right)$ and satisfies

$$
\begin{aligned}
\int_{-l}^{l} \exp \left(i \lambda_{k} x\right) j_{n}(x) d x & =1, \quad k=n \\
& =0, \quad 0 \leqq k<N .
\end{aligned}
$$

To do this, take $\mathrm{N}=\left\{\lambda_{k}-\lambda_{n} \mid 0 \leqq k<N\right\}, a=\lambda_{n}$ and $l=\min \left\{\frac{1}{2} \pi\left(\Delta-\Delta^{\prime}\right), \pi N a^{-1}\right\}$ in Lemma 2. We obtain functions $p$ and $P$ with the properties described in the lemma. Now define

$$
j_{n}(x)=\{P(0)\}^{-1} \exp \left(-i x \lambda_{n}\right) p(x)
$$

Then $j_{n}$ satisfies the condition specified above and also

$$
\sup |j(x)| \leqq \frac{1}{\pi N l}\left(\frac{2 \pi e}{l}\right)^{N}
$$

For $n \geqq N$, we now define $g_{n}=j_{n} * h_{n}$. The functions $g_{n}(n \geqq N)$ now satisfy Lemma 5 with $p=1$, and $\left\|g_{n}\right\|_{\infty} \leqq H \lambda_{n}^{N+1}\left\|h_{n}\right\|_{q}^{\prime}$, where $H$ is a constant which depends only on $N, \Delta^{\prime}$ and $\Delta$.

A similar argument may be used to construct the functions $g_{n}(n<N)$.
Proof of Theorem 1. We begin by selecting functions $\Delta^{\prime}, \Delta^{\prime \prime}, \Delta^{\prime \prime \prime}$ and $\Delta^{\text {iv }}$ of $\mathscr{D}$ and $\Delta$ in such a way that

$$
\mathscr{D}<\Delta^{\text {iv }}<\Delta^{\prime \prime \prime}<\Delta^{\prime \prime}<\Delta^{\prime}<\Delta \leqq 1
$$

and

$$
\begin{equation*}
l=\frac{1}{2} \pi\left(\Delta^{\prime}-\Delta^{\prime \prime}\right)<\pi \Delta^{\mathrm{iv}} \tag{5.4}
\end{equation*}
$$

Let

$$
\begin{equation*}
\rho=\Delta^{\prime \prime} \mid \Delta^{\prime \prime \prime}>1 \tag{5.5}
\end{equation*}
$$

and define $h$ to be the smallest positive integer which satisfies

$$
\begin{equation*}
h /(h-1) \leqq \rho . \tag{5.6}
\end{equation*}
$$

Further, let

$$
\begin{equation*}
\tau=\Delta^{\mathrm{iv}} / \Delta^{\prime \prime \prime}<1 \tag{5.7}
\end{equation*}
$$

We define

$$
\begin{equation*}
\Lambda_{N}=\left\{\lambda_{N}, \lambda_{N+1}, \ldots\right\} \tag{5.8}
\end{equation*}
$$

Here $N$ is a constant, depending only on $\Lambda$ and $\Delta$, on which we shall make a number of requirements during the course of the proof.

The body of the proof consists of showing that the set

$$
E_{\Lambda_{N}}=\left\{\exp (i \lambda x) \mid \lambda \in \Lambda_{N}\right\}
$$

is free in $\mathscr{L}^{p}\left(-\pi \Delta^{\prime}, \pi \Delta^{\prime}\right)$.
In Lemma 1, we take $\delta=\Delta^{\mathrm{iv}}$ and $\tau$ as in (5.7). Then there is a $\psi_{0} \in \Psi$ and an $X>0$ for which the conclusions of the lemma hold. Our first requirement on the constant $N$ in (5.8) is therefore that $\lambda_{N}>X$.

Let $\psi_{1}$ be a second function in $\Psi$ which has the property that $\psi_{1}(x) \geqq \psi_{0}(x)$ for each $x>0$ and

$$
\begin{equation*}
\psi_{1}(x) / \log x \rightarrow \infty \quad(x \rightarrow \infty) \tag{5.9}
\end{equation*}
$$

We now define the function $\varepsilon$ by

$$
\begin{equation*}
\varepsilon(x)=A \psi_{1}(4 x) / x \tag{5.10}
\end{equation*}
$$

where the constant $A$, which will be specified later, is to depend only on $\Lambda$ and $\Delta$. In view of conditions (2.1), $\varepsilon$ is positive, monotone decreasing and

$$
\int_{1}^{\infty} \frac{\varepsilon(x)}{x} d x<\infty
$$

Further $x \varepsilon(x) \uparrow$. Finally, we define

$$
\begin{equation*}
\psi(x)=B \psi_{1}(2 x) \tag{5.11}
\end{equation*}
$$

where, again, $B$ is a positive constant to be specified later and depends only on $\Lambda$ and $\Delta$. Clearly $\psi \in \Psi$.

We now fix a positive integer $k \geqq N$ and write

$$
\begin{equation*}
q=q_{k}=\psi_{0}\left(2 \lambda_{k}\right) ; \quad \mathrm{X}=\mathrm{X}_{k}=\left[q \Delta^{\mathrm{iv}}\right] \tag{5.12}
\end{equation*}
$$

(Since $\psi_{0}(x) \rightarrow \infty(x \rightarrow \infty)$, we make a further minor requirement on $N$ in (5.8) that $\mathrm{X}_{k} \geqq 1(k \geqq N)$.)

From Lemma 1, we obtain that there exists a finite collection of disjoint halfopen intervals $\left\{I_{1}, I_{2}, \ldots, I_{K}\right\}$ such that
(i) $\left[\lambda_{N}, 2 \lambda_{k}\right)=\bigcup_{j=1}^{K} I_{j} ;$

$$
\begin{array}{ll}
\text { (ii) } & N\left(I_{j}\right) \leqq \mathrm{X}  \tag{5.13}\\
\text { (iii) } & \tau q<\left|I_{j}\right| \leqq q
\end{array} \quad(j=1, \ldots, K) \text {; } \quad(j=1, \ldots, K-1) .
$$

Let $I_{s}$ be the interval from this collection which contains $\lambda_{k}$.

Recalling that $h$ is defined by (5.6), we suppose that $\alpha$ is an integer satisfying $1 \leqq \alpha \leqq h \mathrm{X}$. Then $\alpha$ can be written in the form $\alpha=\beta \mathrm{X}+\gamma$, where $\beta$ and $\gamma$ are integers and $1 \leqq \gamma \leqq$ X. Let $S_{\alpha}$ be that subset of $\Lambda_{N} \cap\left[\lambda_{N}, 2 \lambda_{k}\right.$ ) which contains precisely the following elements:
(1) $\lambda_{k}$;
(2) the $\gamma$ th smallest element of $\Lambda_{N}$, where this exists, contained in each interval $I_{s+r h+\beta}(r=1,2, \ldots)$;
(3) the $\gamma$ th largest element of $\Lambda_{N}$, where this exists, contained in each interval $I_{s-r n-\beta}(r=1,2, \ldots)$.

In view of (5.13) (iii), the sets $S_{\alpha}(\alpha=1,2, \ldots, h \mathrm{X})$ have the property that

$$
\begin{equation*}
|m-n| \geqq(h-1) \tau q \tag{5.14}
\end{equation*}
$$

whenever $m$ and $n$ are distinct elements of $S_{\alpha}$. (The construction of the sets $S_{\alpha}$ is similar to a construction used in [1], where a diagram is available.)

Let $T$ be the set of those elements of $\Lambda_{N} \cap\left[\lambda_{N}, 2 \lambda_{k}\right.$ ) which do not belong to $S=\bigcup_{\alpha=1}^{\mathrm{X} h} S_{\alpha}$. Then

$$
\begin{equation*}
T \subset\left[\lambda_{k}-h q, \lambda_{k}+h q\right] \tag{5.15}
\end{equation*}
$$

and contains at most $2 \mathrm{X} h$ terms.
Finally, let $U=\Lambda_{N} \cap\left[2 \lambda_{k}, \infty\right)$. Then $\Lambda_{N}=S \cup T \cup U$.
In Lemma 4 we take, for a given value of $\alpha(1 \leqq \alpha \leqq h \mathrm{X}), \mathrm{N}=\left\{\lambda-\lambda_{k} \mid \lambda \in S_{\alpha}\right\}$ and $\sigma=(h-1) \tau q$. In view of (5.14), it follows from the lemma that there exists a function $r_{\alpha}$, zero outside ( $-\pi \sigma^{-1}, \pi \sigma^{-1}$ ) with
(i) $\int_{-\infty}^{\infty}\left|r_{\alpha}(t)\right| d t \leqq 1$;
and whose Fourier transform $R_{\alpha}$ satisfies
(ii) $R_{\alpha}\left(\lambda-\lambda_{k}\right)=0\left(\lambda \in S_{\alpha}\right.$ but $\left.\lambda \neq \lambda_{k}\right)$;
(iii) $\left|R_{\alpha}(0)\right|^{-1} \leqq 2$.

If we now define $r=r_{1} * r_{2} * \cdots * r_{\mathrm{x} h}$, we have that $r(t)$ is zero for

$$
|t|>\pi \mathrm{X} h / \sigma=\pi h \mathrm{X} /(h-1) \tau q .
$$

But $\mathrm{X}=\left[q \Delta^{\text {iv }}\right]$, from (5.12). Hence $\mathrm{X} \leqq q \Delta^{\mathrm{iv}}$. Therefore, by (5.5)-(5.7),

$$
\frac{\pi \mathrm{X} h}{\sigma} \leqq \frac{\pi h}{h-1} \cdot \frac{\Delta^{\mathrm{iv}}}{\tau}=\frac{\pi h}{(h-1)} \Delta^{\prime \prime \prime} \leqq \pi \rho \Delta^{\prime \prime \prime}=\pi \Delta^{\prime \prime}
$$

It follows that the function $r$ vanishes outside $\left(-\pi \Delta^{\prime \prime}, \pi \Delta^{\prime \prime}\right)$. Further
(i) $\int_{-\infty}^{\infty}|r(t)| d t \leqq 1$.

The Fourier transform of $r$ is $R=R_{1}, R_{2}, \ldots, R_{\mathrm{x} h}$, which satisfies
(ii) $R\left(\lambda-\lambda_{k}\right)=0\left(\lambda \in S\right.$ but $\left.\lambda \neq \lambda_{k}\right)$;
(iii) $|R(0)|^{-1} \leqq 2^{\mathrm{x} h}$;
and, in view of (i),
(iv) $|R(x)| \leqq 1$.

In Lemma 2 we take $\mathrm{N}=\left\{\lambda-\lambda_{k} \mid \lambda \in T\right\}$, with $N=2 \mathrm{X} h, a=h q$ and $l$ as in (5.4). Then $N \leqq 2 a$, and since $\mathrm{X}>q \Delta^{\mathrm{iv}}-1$,

$$
l=\frac{1}{2} \pi\left(\Delta^{\prime}-\Delta^{\prime \prime}\right)<\pi \Delta^{\mathrm{iv}}<\left(\frac{\mathrm{X}+1}{q}\right) \pi \leqq \frac{2 \mathrm{X} \pi}{q}=\frac{N h^{-1} \pi}{a h^{-1}}=\pi N a^{-1}
$$

The conditions of Lemma 2 are therefore satisfied and so there exists a function $p$, zero outside $(-l, l)$ with
(i) $\int_{-\infty}^{\infty}|p(t)| d t \leqq 1$;
(ii) $\sup |p(t)| \leqq l^{-1}$;
and whose Fourier transform $P$ satisfies
(iii) $P\left(\lambda-\lambda_{k}\right)=0(\lambda \in T)$;
(iv) $|P(0)|^{-1} \leqq C^{2 h \mathrm{x}}$
(where $C=2 \pi e l^{-1}$ ). In view of (i), we also have
(v) $|P(x)| \leqq 1$.

In Lemma 3, we take $l$ as in (5.4) and $\varepsilon$ as in (5.10). There then exists a function $q$, zero outside ( $-l, l$ ) with
(i) $\int_{-\infty}^{\infty}|q(t)| d t \leqq 1$;
and whose Fourier transform $Q$ satisfies
(ii) $|Q(x)| \leqq E \exp \{-|x| \varepsilon(|x|)\}(|x|>Y)$,
where $E$ and $Y$ are constants which depend only on $l$ and the function $\varepsilon$;
(iii) $Q(0)=1$.

We now take $u=p * q * r$. Then $u$ has Fourier transform $U=P \cdot Q \cdot R$. Finally, we define $v_{k}(x)=\exp \left(i \lambda_{k} x\right) u(x)$ which has Fourier transform $V_{k}(x)=U\left(x-\lambda_{k}\right)$. The function $v_{k}(x)$ is zero for $|x|>\pi \Delta^{\prime \prime}+2 l=\pi \Delta^{\prime}$. Further,
(i) $\sup \left|v_{k}(t)\right| \leqq l^{-1}$;
(ii) $\quad V_{k}\left(\lambda_{j}\right)=0 \quad\left(\lambda_{N} \leqq \lambda_{j}<2 \lambda_{k}\right.$ but $\left.j \neq k\right)$;
(iii) $\left|V_{k}(x)\right| \leqq E \exp \left\{-\left(x-\lambda_{k}\right) \varepsilon\left(x-\lambda_{k}\right)\right\} \quad\left(x>Y+\lambda_{k}\right)$;
(iv) $\left|V_{k}\left(\lambda_{k}\right)\right|^{-1} \leqq F^{\mathbf{x}_{k}} \quad\left(\right.$ where $\left.F=\left(4 \pi e l^{-1}\right)^{2 h}\right)$.

At this stage, we require further of $N$ in (5.8) that

$$
\begin{equation*}
\lambda_{N}>Y \tag{5.18}
\end{equation*}
$$

So far we have constructed, for each fixed $k \geqq N$, functions $v_{k}$ and $V_{k}$ with the above properties. In the remainder of the proof, $k$ is no longer fixed.

Consider now an arbitrary trigonometric polynomial with exponents drawn from $\Lambda_{N}$, say $T(x)=\sum_{k=N}^{M} a_{k} \exp \left(i \lambda_{k} x\right)$. We fix our attention on a value of $n$ with the property that

$$
\begin{equation*}
\left|a_{n} V_{n}\left(\lambda_{n}\right)\right|=\max _{N \leqq k \leqq M}\left|a_{k} V_{k}\left(\lambda_{k}\right)\right| \tag{5.19}
\end{equation*}
$$

Then

$$
\begin{align*}
\int_{-\pi \Delta^{\prime}}^{\pi \Delta^{\prime}}\left|T(x) v_{n}(x)\right| d x & \geqq\left|\int_{-\pi \Delta^{\prime}}^{\pi \Delta^{\prime}} T(x) v_{n}(x) d x\right| \\
& =\left|\sum_{k=N}^{M} a_{k} \int_{-\pi \Delta^{\prime}}^{\pi \Delta^{\prime}} e^{i \lambda_{k} x} v_{n}(x) d x\right| \\
& =\left|\sum_{k=N}^{M} a_{k} V_{n}\left(\lambda_{k}\right)\right|  \tag{5.20}\\
& =\left|a_{n} V_{n}\left(\lambda_{n}\right)+\sum_{2 \lambda_{n} \leqq \lambda_{k} \leqq \lambda_{M}} a_{k} V_{n}\left(\lambda_{k}\right)\right| \\
& \geqq\left|a_{n} V_{n}\left(\lambda_{n}\right)\right|\left\{1-\sum_{\lambda_{k} \geqq 2 \lambda_{n}}\left|\frac{V_{n}\left(\lambda_{k}\right)}{V_{k}\left(\lambda_{k}\right)}\right|\right\} .
\end{align*}
$$

Now

$$
\left|V_{n}\left(\lambda_{k}\right)\right| \leqq E \exp \left\{-\left(\lambda_{k}-\lambda_{n}\right) \varepsilon\left(\lambda_{k}-\lambda_{n}\right)\right\} \quad\left(\lambda_{k}>Y+\lambda_{n}\right)
$$

But, if $\lambda_{k} \geqq 2 \lambda_{n}$, then $\lambda_{k}-\lambda_{n} \geqq \frac{1}{2} \lambda_{k} \geqq \lambda_{n} \geqq \lambda_{N}>Y$ by (5.18). At the time $\varepsilon$ was chosen (i.e. after (5.10)), it was noted that $x \varepsilon(x) \uparrow$. Hence

$$
\begin{equation*}
\left|V_{n}\left(\lambda_{k}\right)\right| \leqq E \exp \left\{-\frac{1}{2} \lambda_{k} \varepsilon\left(\frac{1}{2} \lambda_{k}\right)\right\} \quad\left(\lambda_{k} \geqq 2 \lambda_{n}\right) \tag{5.21}
\end{equation*}
$$

Moreover, from (5.12) and (5.17),

$$
\begin{equation*}
\left|V_{k}\left(\lambda_{k}\right)\right|^{-1} \leqq F^{\mathrm{x}_{k}} \leqq \exp \left(C \psi_{1}\left(2 \lambda_{k}\right)\right) \tag{5.22}
\end{equation*}
$$

since $\psi_{0}(x) \leqq \psi_{1}(x)$. Here $C$ denotes a positive constant which depends only on $\Lambda$ and $\Delta$. Combining (5.21) and (5.22), we have

$$
\begin{aligned}
\left|V_{n}\left(\lambda_{k}\right) / V_{k}\left(\lambda_{k}\right)\right| & \leqq \exp \left\{C \psi_{1}\left(2 \lambda_{k}\right)-\frac{1}{2} \lambda_{k} \varepsilon\left(\frac{1}{2} \lambda_{k}\right)\right\} \\
& =\exp \left\{C \psi_{1}\left(2 \lambda_{k}\right)-A \psi_{1}\left(2 \lambda_{k}\right)\right\},
\end{aligned}
$$

where we have substituted for $\varepsilon$, using (5.10).
By (5.9) we have that

$$
\int_{1}^{\infty} \exp \left(-C \psi_{1}(x)\right) d x<\infty
$$

Hence, if we choose $A=2 C$ in (5.10), we obtain

$$
\begin{aligned}
\sum_{\lambda_{k} \geqq 2 \lambda_{n}}\left|\frac{V_{n}\left(\lambda_{k}\right)}{V_{k}\left(\lambda_{k}\right)}\right| & \leqq \sum_{\lambda_{k} \geqq 2 \lambda_{n}} \exp \left(-C \psi_{1}\left(2 \lambda_{k}\right)\right) \\
& \leqq \int_{2 \lambda_{n}}^{\infty} \exp \left(-C \psi_{1}(x) d x\right) \\
& <1 / 2
\end{aligned}
$$

for $\lambda_{n}>Z$, where $Z$ is a constant which depends only on $\Lambda$ and $\Delta$. The final
requirement on the constant $N$ of (5.8) is therefore that $\lambda_{N}>Z$. Returning to (5.20), we deduce from (5.23) that

$$
\begin{aligned}
\left|a_{n} V_{n}\left(\lambda_{n}\right)\right| & <2 \int_{-\pi \Delta^{\prime}}^{\pi \Delta^{\prime}}\left|T(x) v_{n}(x)\right| d x \\
& \leqq 2 l^{-1} \int_{-\pi \Delta^{\prime}}^{\pi \Delta^{\prime}}|T(x)| d x
\end{aligned}
$$

by (5.16). But, by (5.19),

$$
\left|a_{k} V_{k}\left(\lambda_{k}\right)\right| \leqq\left|a_{n} V_{n}\left(\lambda_{n}\right)\right| \leqq 2 l^{-1} \int_{-\pi \Delta^{\prime}}^{\pi \Delta^{\prime}}|T(x)| d x \quad(k=N, \ldots, M)
$$

and so, by (5.22),

$$
\left|a_{k}\right| \leqq 2 l^{-1} \exp \left(C \psi_{1}\left(2 \lambda_{k}\right)\right) \int_{-\pi \Delta^{\prime}}^{\pi \Lambda^{\prime}}|T(x)| d x \quad(k=N, \ldots, M) .
$$

The extension of this inequality to the case when $T$ is no longer an element of $V\left(E_{\Lambda_{N}}\right)$ but of $\mathrm{cl} V\left(E_{\Lambda_{N}}\right)$ is trivial.

It now follows from Lemma 6 that

$$
\left|a_{k}\right| \leqq R \lambda_{k}^{N+1} \exp \left(C \psi_{1}\left(2 \lambda_{k}\right)\right)\|f\|_{1} \quad(k=0,1, \ldots)
$$

whenever $f \in \operatorname{cl} V\left(E_{\Lambda}\right)$ has expansion (1.2). Here $R, N$ and $C$ are constants which depend only on $\Lambda$ and $\Delta$. In view of (5.9), there is a constant $S$, which again depends only on $\Lambda$ and $\Delta$, such that

$$
R \lambda_{k}^{N+1} \leqq \exp \left(S \psi_{1}\left(2 \lambda_{k}\right)\right) \quad(k=0,1, \ldots)
$$

If we define the constant $B$ of (5.11) by $B=S+C$ we then obtain that

$$
\left|a_{k}\right| \leqq \exp \left(\psi\left(\lambda_{k}\right)\right)\|f\|_{1} \quad(k=0,1, \ldots)
$$

Theorem 1 is therefore proved for the case $p=1$. Since the general case follows from Hölder's inequality, the proof is thus complete.
6. Proof of Theorem 2. In addition to the notation concerning entire functions which was introduced in $\S 3$, we also require the following. Let $\mu(r)$ denote the modulus of the maximum term of (3.2) and let $\nu(r)$, the "central index", denote the largest value of $\lambda_{n}$ for which this maximum is attained. Clearly $\mu(r) \leqq M(r)$, but also

Lemma 7 (Valiron [16]). Outside a set of finite logarithmic measure

$$
M(r) \leqq \mu(r) \log \mu(r)
$$

Lemma 8 (Kövari [10]). Let $\phi$ be any positive monotone increasing function defined on $(0, \infty)$ which has

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d x}{\phi(x)}<\infty \tag{6.1}
\end{equation*}
$$

Then, outside a set of finite logarithmic measure,

$$
\nu(r) / \phi(\log \nu(r))<\log \mu(r)
$$

It suffices to prove Theorem 2 when $I=[\gamma-\pi \Delta, \gamma+\pi \Delta]$ and $\gamma=\gamma(r)$ varies in an arbitrary fashion.

For a given value of $r$, we apply Theorem 1 with $p=\infty$ to

$$
F\{r \exp (i(\theta+\gamma))\}=\sum\left(a_{n} r^{\lambda_{n}} \exp \left(i \gamma \lambda_{n}\right)\right) \exp \left(i \theta \lambda_{n}\right),
$$

which is considered as a function of $\theta$. We obtain that there exists a $\psi \in \Psi$ such that

$$
\left|a_{n} r^{\lambda_{n}}\right| \leqq \exp \left(\psi\left(\lambda_{n}\right)\right) \max _{\theta \in I}\left|F\left(r e^{i \theta}\right)\right| \quad(n=0,1, \ldots)
$$

In particular, $\mu(r) \leqq \exp \{\psi(\nu(r))\} M(r, I)$. Hence

$$
\log \mu(r) \leqq \psi(\nu(r))+\log M(r, I)
$$

Let $\psi_{1}$ be a second function in $\Psi$ with the property that $\psi(x)=o\left(\psi_{1}(x)\right)$. Then

$$
\begin{equation*}
\log \mu(r) \leqq o\left\{\psi_{1}(\nu(r))\right\}+\log M(r, I) \tag{6.2}
\end{equation*}
$$

Choose $\phi$ so that $\phi(\log x)=x / \psi_{1}(x)$. Then $\phi$ is positive, monotone increasing and satisfies (6.1) because

$$
\int_{0}^{\infty} \frac{d y}{\phi(y)}=\int_{1}^{\infty} \frac{d x}{x \phi(\log x)}=\int_{1}^{\infty} \frac{\psi_{1}(x) d x}{x^{2}}<\infty
$$

by (2.1). We therefore obtain from Lemma 8 that

$$
\psi_{1}(\nu(r))=\nu(r) / \phi(\log \nu(r))<\log \mu(r)
$$

outside a set of finite logarithmic measure. Using this result in (6.2) we have that, outside a set of finite logarithmic measure,

$$
\begin{equation*}
(1+o(1)) \log \mu(r) \leqq \log M(r, I) \tag{6.3}
\end{equation*}
$$

But, by Lemma 7,

$$
\begin{equation*}
\log \mu(r) \sim \log M(r) \tag{6.4}
\end{equation*}
$$

outside a set of finite logarithmic measure. Together, (6.3) and (6.4) yield that

$$
\log M(r) \sim \log M(r, I)
$$

outside a set of finite logarithmic measure, as required.
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