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Abstract

This thesis involves an investigation of how knadge discovery can be applied in
the area Geographic Information Science. In pdercuts application in the area of
property valuation in order to reveal how differegpatial entities and their
interactions affect the price of the propertie®xplored. This approach is entirely

data driven and does not require previous knowledglee area applied.

To demonstrate this process, a prototype systerbders designed and implemented.
It employs association rule mining and associail@ssification algorithms to
uncover any existing inter-relationships and penfothe valuation. Various
algorithms that perform the above tasks have beepoged in the literature. The
algorithm developed in this work is based on theidp algorithm. It has been
however, extended with an implementation of a ‘Beste’ classification scheme

based on the Classification Based on AssociatiGBs\] algorithm.

For the modelling of geographic relationships aobrtheoretic approach has been
employed. Graphs have been widely used as modebiolg within the geography
domain, primarily for the investigation of netwaijpe systems. In the current
context, the graph reflects topological and meteiationships between the spatial
entities depicting general spatial arrangementsefficient graph search algorithm
has been developed, based on the Djikstra shqrétistalgorithm that enables the
investigation of relationships between spatial tesgti beyond first degree

connectivity.

A case study with data from three central Londorobghs has been performed to
validate the methodology and algorithms, and detnates its effectiveness for
computer aided property valuation. In additionptigh the case study, the influence

of location in the value of properties in those damghs has been examined. The
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results are encouraging as they demonstrate trectetness of the proposed
methodology and algorithms, provided that the datappropriately pre processed
and is of high quality.
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Introduction

1.1 Background

When considering the important economic value eflind, the process of property
valuation stands out as a significant elementni lmanagement. Property Valuation
involves the estimation of the market value of aperty. It is a non-trivial process
since it involves the consideration of a varietyuoderlying factors of the market
and the way they affect the value of the propettg given time. Such factors may
include governmental policies, geographical factorgven factors such as fashion;
season etc. Property valuation also depends orptingose (e.g. sale, taxation,
financing) and the type of the property (residdndiacommercial), for which it is

exercised.

It is widely recognised that there are five maimansfard valuation methods
(Lawranceet al, 1971), of which the Comparative Method is consdeas the most
reliable but also heavily dependant on the quatitythe selected comparables.
Recently, a number of techniques for determiniregwtalue of property by trying to
mimic the thought process of the actors of the mfatkave been developed
(Pagourtziet al, 2003).

The successful application of a valuation methdaeiavily dependant on the quality
and the variety of the data. Among the factors allegphysical, economic) that
influence the value, location is considered to beudmost importance. Location in
terms of proximities to infrastructure or amenitieseighbourhood quality,

environmental quality and topology plays an impattale in the formulation of the

value, therefore can generate variations in priceray similar properties. Despite
the recognised importance of location in the wayeffects the value of a property

(Kauko, 2003) it is currently under-representecexisting valuation models (Wyatt

12



Introduction

& Ralphs, 2003). This is mainly due to the modgluifficulties that relate to the
wide variety of spatial factors and their interans that may or may not affect the
property in question at given instances of timeddeet al, 2002). As a result, in
the majority of the cases the incorporation of tmra is based on a valuer's
knowledge and experience (Wyatt & Ralphs, 2003argples of research projects
that face these challenges include: the multi-ldvedlonic modelling with location
(Orford, 1999); Artificial Neural Networks (Jenkiret al, 1998) and Accessibility
Index (Wyatt, 1995). However, there is still a nded new more efficient and

accurate location based valuation models (Deeldat, 2002).

A common characteristic of these approaches is dbhatl knowledge of the area
under investigation is required. This knowledgeised for the determination of the
key variables in these models. This implies thatdhs a bias in these models as a
result of this knowledge, leading to biased valrai An alternative is to use an
entirely data-driven approach where a priori asdionp about the role of location
are not necessary. Knowledge discovery approacakesasa driven and are designed

to determine unknown patterns and relationshigiata that may exist.

Knowledge discovery in databases is the non-tripratess of discovering of valid,
novel, potentially useful, and ultimately understable patterns in data (Fayyatl
al., 1996A). A number of methodologies have been megdofor the knowledge
discovery processes that are mainly variations led general process: data
preparation-data mining-interpretation of the estied knowledge. In this study the
methodology proposed by Fayyatlal. (1996B) will be adopted and involves five
basic activities: selection, pre-processing, tramsftion, data mining and
interpretation. These five activities are also vale when analysis is focused on

geographical information (Miller & Han, 2001).

As explained in detail in Section 2.1, the actiomglved in each activity are the
following. Selection, Pre-processing and Transfdiomaare data preparatory stages,
which lead to the core knowledge discovery proecesigta mining. Data mining is
commonly broken into three more sub-stages. That firvolves the search and
identification of the generic pattern type. Them®t step includes the identification
of the specific data mining technique that is ral@vfor the problem at hand. The

third and final step is the application of the st&de technique for pattern search. The
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Introduction

final stage of knowledge discovery is the intergtien/evaluation in which
visualization techniques are being used and theod&sed knowledge is either
integrated into a knowledge-based database orinsedeport. In many applications,

these activities are not carried out in a sequiemi@aner, but rather iteratively.

When we look at the specifics of data mining, thghHevel aims have been
identified by Fayyacket al. (1996B) as being the prediction and descriptiorihef
datasets. These are accomplished through the iseleahd application of an
appropriate data mining task. Data mining taskdude (Miller & Han, 2001):
Segmentation which can further analysed to Clusgerand Classification,
Dependency Analysis, Deviation and Outlier AnalyJieend Detection and finally

Generalisation and Characterisation (see Sectih@)2.

Although knowledge discovery is a quite well essti#d area in conventional
databases its application in spatial databasesneswabut very promising area for
research (Estest al, 2001). The complexity of geographical phenomésahggan,
2001) along with the large size of spatial datasetsonly justifies the application of
knowledge discovery to spatial datasets but they alake it highly attractive. The
term Geographic Knowledge Discovery is used to mlescthe application of a
general knowledge discovery procedure to geograplkata. Spatial data mining is
used to describe the data mining step.

Adoption of such an approach into geographical lerabsolving presents a number
of challenges. Among them are, the modificatiorexikting or the development of
new algorithms that can handle spatial data, tipeesentation and storage of the
extracted knowledge into spatial databases antdurhcorporation into the model,
the role of visualisation in such a methodology afsb the mining of disparate and
different in format data (Koperskt al, 1998A; Gahegan, 2001; Miller, 2004).

1.2 Aims and Objectives

Knowledge discovery is applied in complex problamseveal previously unknown
information or structures within data that describenplex systems. A problem that

is suitable for application of knowledge discovenust satisfy two conditions.
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Firstly, it must be a non-trivial problem. That ascomplex problem which is mainly
described with models containing uncertain varigbl8econdly, it must involve
datasets that have high data volume and diverBitg.way location affects the value

of a property is such a problem and is the maijestilof the present research.

Today the most common way to take into accountldication of a property in a
valuation effort is the experience of the valuerbgrusing small and similar areas
that compare with the property in question. In #ddito such traditional methods,
automated property valuation systems that are ctlyrén use, employ computer-

based valuation models where location is not alvlagsnain component.

Valuation modelling may include data that involvee tstructure and general
character of the property in question, locationhhkracteristics, environmental
characteristics, transactional data and so on.elhetential datasets, apart from the
fact that they vary in type, may also be found ispdrate and heterogeneous data
sources. Developing coherent data models and espedons for such datasets to
integrate them and use them in a spatial data miapplication is another key

element in research of this type.

The main aim of this project is to research theliagpon of knowledge discovery in
Geographical Information Science (GIScience) angairticular in understanding the
effects of location in the value of a property gsspatial data mining technology.
This has been accomplished through the designrapttinentation of an integrated
location-aware knowledge-based methodology andesystiming at automated
property valuation. The system uses spatial datsstoacts and integrated data
mining algorithms implemented using a prototypehdecture and does not address
these issues as a collection of isolated functidii®e approach is data-driven.
Therefore, it does not only rely on specific theerihat attempt to explain the role of
location in the property value using a priori asptions or fixed mathematical
models but rather identifies relationships and kiedge that is hidden in existing
and readily available datasets. This knowledgeisaeted automatically in the form
of rules that are used to classify properties, j@a better understanding of how
location affects their value and ultimately deterenthat value in conjunction to its
specific location.

15



Introduction

To meet this aim, the following objectives had been

* Review the areas of knowledge discovery and prgpatuation in general
and specifically the areas of Geographic KnowleDigcovery and location
aware property valuation modelling. Awareness atexg methodologies in
both areas will assist in the better formulationhef proposed methodology. It
will form the basis on which the whole design oé tsystem will be based.
The property valuation review will also assist imetwhole data mining

process in the form of background knowledge.

» Use standard data that is readily available aratively cheap to access.
* Develop a model that takes location explicitly iatmcount.

» Design and implement a prototype system. The prpe&osystem will assist in
the demonstration of the proposed methodology.

« Test the methodology on real data from three cebhtradon boroughs. This
application will allow the evaluation of the progoasmethodology.

* Analyse and discuss the methodology in the lighheftest.

1.3 Research Questions

This research was structured in such way that aissfeer main questions. These
were formulated after the literature review thatiafly carried out in the fields of
Geographical Knowledge Discovery and property \#bma The research questions

that set the framework for the remaining of thisearch are:

* What knowledge can be extracted from existing stechdlata sources? How

could this be represented and stored into a sphitabase?

Discovering patterns and relationships within emgst standard data sources can
unveil information relating to the dynamics betwespatial objects. Such
information can then be used to determine how #ieevof properties is affected by
such spatial relations. This approach can be alevialternative to the traditional
approaches employed for property valuation. The afssgtandardised datasets that

can be readily available makes such an approachoatoally attractive as it will
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not require the capturing of data that is difficat expensive to source. An
implication of this approach is the discovery ofwnkenowledge that is inherent but
not obvious or known in commonly used data sourpegfessionals are familiar
with. From the technological perspective, the repn¢gation, management and
storage of the data sets and the knowledge disedvier a spatial database is an
interesting challenge to be addressed. A databesigreed for this purpose will also

enable the usage and further analysis of this data.

 How can location be modelled and successfully ipoated to a knowledge-

based valuation model?

Successful modelling involves the representatioa sfstem in the form of a set of
variables and their relationships. As location eplex term that can be expressed
in various ways (e.g. proximity, environmental icators), its modelling is not a
trivial process. It involves addressing questiormmf level of detail and type of

representation to collection of data and integratio

* How can the spatial arrangement of landuses affifecproperty value based

on real-world data?

In the literature, the need for further investigatof the ways location influences the
property value is highlighted. Extensive researah been carried out involving the
structural characteristics of properties resultmghe development of reconciliation
procedures that quantify the structural and legdlluénces on property value.
However, in spite of its importance, the influenoé$ocation to property value have
not been adequately addressed. Research is thenefguired to develop a better
understanding of how spatial relations affect propevalue and lead to the

development of reconciliation procedures that iake account location too.

* Could such a location-driven methodology producemvegful results? Does
such an approach add value to valuation processawddoes this method

compare to existing approaches?

Current research has mainly focused on the stralctigscription of properties and
the way it influences their value. The role of lbea in these models is only minor.

This work is primarily concerned with the developmhe@f a property valuation
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approach that is entirely driven by location anghleses whether this can be used
independently or in conjunction with other wellasitshed practices.

1.4 Approach

The design of the research methodology followethis thesis involved two basic
considerations. The first was the identificationneéaningful research questions in
the related area (see Section 1.3) and secondatbttevards the meeting of these
goals. There were six main steps in the methodaareliew that links them to the

research questions follows.

Step 1: Review of existing knowledge discovery mdtand property valuation

practices

An extensive literature review in both areas hasnbearried out that led to the
formulation of the above questions. Initially theea of knowledge discovery in
general and in relation to geography in particutas been reviewed and the possible
research opportunities have been identified. Onthe$e was the need for a real-
world application. This, in relation to the dataven nature of such methods
introduced the need for defining the applicatiogaanf this project at an early stage.
A number of potential areas that could benefit freath an approach have been
identified. For reasons that connect to the reteaatentials the application of
knowledge discovery in the area of property vatratvas chosen (see Section 1.2).
Therefore, to complete the theoretical backgrouhdhe research, the property
valuation review was carried out. This extendednfrime basic aspects of property

valuation to the more specific issue of involviogation to such models.

Due to the interdisciplinary nature of this worlatinvolved two quite wide research

areas, this step required extensive work whickfiected in Chapters 2 and 3.
Step 2: Identification of possible data sources aachuisition of final datasets

A database specification has been developed to theetquirements derived from
the literature in conjunction with the identifiaati of potential sources. Data

involved were divided to location and property sfiecThe acquisition of property
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related information was a very time consuming t#stother consideration involved
the degree of standardisation in the selected elatahe location model was
constructed based on data provided by OrdnanceeguBeolnformation Group and
the Office for National Statistics. Structural infation was inferred from data

provided by the Geolnformation Group.

Step 3: Design of the general system and detaileelcdfication of the data mining

algorithm

This step involved the general design of the da@tzand the system, its basic parts
and also the detailed specification of the dataimgiralgorithm. Based on an
extensive literature review of data mining the mgitype (association rule mining)
has been chosen and a supplementary literaturbeospecific type of algorithms
was carried out to assist in the final identifioati For the requirement analysis and
the design of the system, the Unified Modelling gaage (UML) methodology was
employed. Finally the software platforms were cimobased on criteria related to
implementation issues. These include Oracle 10csime 10.2.0.3) for the database
and Java 1.6.0 for the implementation. As a devetayg environment Netbeans 5.5

was used.
Step 4: Data preparation and modelling

Data is the most important component in such systend its efficient preparation
and modelling would contribute towards the sucedssiodelling of the problem.
This step included all the initial data transforimas and import to the selected
software platforms. Once the data was cleaned ameds in the database the
different datasets were integrated into one grapletic data model. For the
storage of the graph the Oracle Network data medslused as it provides a generic

structure for the persistent storage of networkglmthe database.
Step 5: System implementation

Based on the analysis carried out in previous Steplatabase and the system were
implemented. This involved the setting-up of alle tttomponents (software

installation, configurations) and also the impletaéion of the algorithms.
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Step 6: Analysis of the results

Finally a number of tests were carried out to aseisneeting the two last research
questions. The tests were designed in such wayelp in revealing the optimal

configurations for acquiring the best possible issand also to perform some
example case studies to demonstrate the use alygtem. The trial tests have been
performed on a small sample in order to assist ecisions regarding initial

configurations. The case study involved two typesl@monstrative test cases. The
first group involved the locational influence testkile the second the classification
tests. Both type of tests assist in the evaluatibnthe methodology against two
requirements. Its ability to produce meaningfulbmfation about the way location

influences the property price and its viabilityarvaluation process.

1.5 Main Contributions
The main contributions of this project are thedaling:
Use of knowledge discovery method to consider lmrainto the valuation process

Knowledge discovery and in particular the task afimg association rules, has been
traditionally applied to retail sector applicatioihs this work, a knowledge discovery
method has been devised and applied to a diffepenlblem: that of property

valuation.
A Residential Property Valuation Platform

Specification and prototype implementation of aidestial property valuation
platform using a knowledge discovery and data nginechnology. This platform is
designed to facilitate the location-aware methoglm an integrated manner rather
than in an isolated function. The valuation engsméntegrated within the database
management system as opposed to a stand alon¢h&ialequires additional data

transformations.
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Integration of multiple datasets

For the purposes of this research a number ofatestl available datasets has been
used. All the data had to be integrated into onammgful data model. The task of
integrating different datasets that have been mreddor different purposes and from
different sources is not trivial. It requires gokmbwledge of all their specifications
in order to identify and handle errors, overlapgs, Bifficulties associated with these

datasets are reported in the data preparatiorosecti
Real world application

One of the main contributions of this work is tilaé evaluation of the proposed
method was not based on fictitious data, a commaactige in algorithm
development and research reported in literaturgtesd, real-world data from three
London Boroughs was used increasing in such waydégree of difficulty of
designing and implementing the system but makisg #ile results more meaningful.
In literature, the need for real-world applicatioims the field of geographical

knowledge discovery is stressed.

1.6 Structure of the Thesis

This section provides a guide through this documéigure 1-1 provides the
structure of the document in relation to the cotstemd outcomes in diagrammatic
form. Brief summaries of each of the following ctep follow.

General Knowledae Property Valuation Gﬁggéﬁiansed Software Platforms
Research Discoveg Methods System Al orgi]thms Datasets Experiments Discussion
vy & y A9 Data Preparation Results Future Work
Framework Methodology Techniques Requirements Study Area
4 UML Diagrams y
Chapter 1 Chapter 2 Chapter 3 Chapter 4 Chapter 5 Chapter 6 Chapter 7

[ S | D | S | gy [ S | comtin | b |

Figure 1-1: Document Structure Overview

Chapter 2presents a review of the areas knowledge discoaady geographical

knowledge discovery and present the current sthtbeoart in spatial data mining
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technology. A particular emphasis is given in thetmodologies adopted in this
research.

In Chapter 3,some general concepts are presented followed bgviaw of the

current valuation approaches and techniques. Tdeitm theory is then introduced
coupled with a review of the way it affected thevelepment of location-aware
models. It concludes with a reference to up to dafdications of GIS technology in
the area of property valuation. This is further destrated by presenting some

characteristic applications.

The knowledge-based system is presentéchiapter 4which consists of three parts.
The first part deals with modelling concepts sustite graph model and also gives
an overview of the general function of the dataingralgorithm. The second part
involves the design of the system. This is explovgt the use of UML. Finally, the
design of the database is described.

Chapter 5focuses on the implementation aspects of the sydte the first section
the employed software platforms are presented.fdll@ving sections deal with the
datasets used in this research and the stagesdatemacquisition to the physical
implementation of the database. In the final sactibthis chapter, the study area is
introduced followed by a description of its chaeaistics.

The knowledge discovery process and how it is po@ted in the implemented
system is presented in the first sectiorCbiapter 6 The rest of the chapter focuses
on the experiments carried out. The rationale lieirtdesign is presented followed

by the description and analysis of the tests.

Chapter 7concludes this thesis by summarising the workiedrout. A discussion
follows related to the initial research questiond &ow these were met through this
research. Finally, the main research outcomes eduplith the opportunities for

further research following the current work arecdssed.
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2 Knowledge Discovery
in Geographic
Information Science

This chapter provides a detailed literature revigvthe area of knowledge discovery
in relation to the Geographic Information Scieniteomprises of three main logical
entities. The first, Section 2.1, presents the ggneoncepts of the knowledge
discovery methodology and provides a general oeanaf the data mining tasks and
available techniques. It further emphasises thasaocé association rule mining and
associative classification as these techniquesddrthe basis of the developed spatial
data mining algorithm. Section 2.2 discusses ti@i@gion of knowledge discovery
in the geographic domain. It presents the issusscaged with spatial data and also
reviews the existing ways to deal with these. Fn&ection 2.3 overviews the spatial
data mining algorithms available in the literatdioe each of the main spatial data
mining tasks. More emphasis is placed on spatedsiiication, spatial association
mining and the hybrid method of spatial associatolassification due to their

relevance to this research. This chapter is coediny a summary in Section 2.4

2.1 Knowledge Discovery Process

Developments in Information Technology (IT) haveuiéed in increasing volumes of
data being collected and analysed by public orgbeivorganizations and researchers.
The need for the development of new methods thatdcoope with the massive

amount of the collected data became apparent anw/l€dge Discovery in Databases
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(KDD) that tend to be dynamic, incomplete, noigyarse and large became a very
active research area (Matheaisal, 1993; Fayyacet al, 1996B). Over the last decade
since KDD introduction, there has been a continugrosvth in the field that resulted
to the development of new techniques that are egiplke to various research areas in
industry and in academia. Major progress in fietdgh as biology and web/e-
commerce, forced the knowledge discovery to go uadeenormous transformation
(Piatetsky-Shapiro, 2007).

In addition, recent advances in computer scienghlighted the need to move from
the confirmatory type of analysis to the knowledijscovery type. Confirmatory
analysis requires a priori hypotheses that resthet researcher and prevent the

discovery of previously unknown information (Mille2004; Miller & Han, 2001).

In databases there is a lot more information imgepof hidden patterns, trends or
relationships from what can be retrieved usingiti@ual analysis and query methods.
Where traditional analysis techniques fail to urezolidden patterns from large and

diverse datasets, knowledge discovery techniquesesd (Miller & Han, 2001).

In 1989, at the first KDD workshop (Piateski-Shapii991) the term knowledge
discovery in databases was introduced to deschibenhole process of knowledge
discovery. One of the most prevalent definitionskobwledge discovery is that
proposed by Fayyaet al.(1996A).

They define knowledge discovery éhe nontrivial process of identifying valid,
novel, potentially useful, and ultimately understable patterns in data’(p.6).
According to that definition patterns must be vdldth some degree of certainty),
novel to the system or to the user, offering taleglenefits to the user and finally
understandable immediately or after post-processing

Despite the fact that this definition was introddicever 10 years ago, it is not
outdated. Its main points are still valid and captithe essence of knowledge
discovery in large databases, although its int¢sicen has been broadened to cover
recent challenges such as complex data types awnitl dontinue to do so (Kriegedt

al., 2007) It is this need to cope with the recent advanbes makes this field so
highly active in terms of research even today. Thialso underlined by the fact that

back in 1996 there was only one relevant conference (KDD-96) abdut 100
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research papers while 10 years later there are thare20 conferences dedicated to
the area (Piatetsky-Shapiro, 2007).

In the literature, a number of methodologies haeenbproposed for knowledge
discovery. Most of these approaches are mainlyatians of the main scheme: data
preparation, data mining and finally interpretatmnthe extracted knowledge. Since
the methodology proposed by Fayyad and his collieaguthe framework used in this

work it is presented in more detail.

Fayyadet al. (1996B) provide a broad description of the batps of the knowledge
discovery process. As shown in Figure 2-1 the kedgé discovery process involves
the following five general steps: Selection, Preegassing, Transformation, Data

mining and Interpretation / evaluation.

]nlerpretal ion |
Eualuatlan

Data Mining
m .
Rl Transformed

Preprocessed Data Data

Selection

Target Date

Figure 2-1: Knowledge Discovery Process
(Source: Fayyad et al., 1996B)

A brief analysis of the knowledge discovery prociEslows (Fayyadet al, 1996A;
Miller, 2004; Miller & Han, 2001):

Selectionof data involves the identification of the targettaset and further selection
of the subsets or the variables, on which the amsgo process will be focused.
Reinartz (1999) and Barbaed al. (1997), both cited in Miller and Han (2001), offer

automated techniques for data reduction or ‘foaisin

Pre-processingncludes, noise removal (e.g. incorrect data typesliers), dealing

with missing data fields and accounting for timees information and known
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changes. It can also include the enhancement aflmajoining the selected datasets

with external data.

The transformation step involves the reduction of data, its transfdroma and
projection and finally its aggregation. This willssast in the best possible
representation by using variables that capture riiwst variance. The use of
dimensionality reduction techniques such as Praiciomponents Analysis or Factor
Analysis, results in the further reduction of thember of the variables or even to the
discovery of invariant representation of the data.

Data miningis the central component of the knowledge discpyeocess. This step
can be further analysed to three more steps. Tis¢ ifivolves the search and
identification of the generic pattern type. Thertgpattern is used for an expression
that describes a subset of data or a model appidabthe subset (Fayyeet al,
1996B). Patterns are not random, casual or acathehbormed and are characterised
by a high degree of repetition. Such patterns eesses (data objects share similar
characteristics), associations (data objects retater depend on each other), rules,
clusters (data object groups), outliers (inconsiste distinct data objects) or trends.
The second step includes the identification of $pecific data mining technique.
Most of the algorithms are heuristics that emploteliigent search strategies using
alternative approaches. There is a large varietgvaflable techniques for each type
of pattern. The final step is the application & Helected technique for pattern search.

Finally, the interpretation / evaluationstep of the knowledge discovery process
involves the interpretation of the discovered pageaisually through visualization and
the consolidation of the discovered knowledge eithg integrating it into a
knowledge-base or by the generation of a report.

Knowledge discovery steps are not strictly seqaénBompleted steps, for example,
may be revisited after the incorporation of thevpresly extracted knowledge within
the process resulting to an iterative proceshdukl also be noted the importance of
the background knowledge of the application donmaithe successful completion of
each step. Background knowledge is crucial foratiing the whole process (Fayyad
et al, 1996A; Fayyact al, 1996B, Miller, 2004; Miller & Han, 2001).
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information gain

Artificial
Task Databases Statistics Intelligence Visualization
Finding Association Local pattern analysis Neural networks, Exploratory
Rules and global inferential decision trees visualization
tests Visual data mining
Reporting Rule lists Significance and Likelihood A stimulus within
power estimation, the visual domain

Representing

Schema update,

Fitted statistical

Conceptual

Shared between

metadata models, local or global graphs, meta the scene and the
models observer
Validating Weak Significance tests Learning followed Human subjects
significance by verification testing
testing
Optimising Reducing Data reduction and Stochastic search, Hierarchical and
computational stratified sampling gradient ascent adaptive methods,
complexity strategies methods grand tours

Table 2-1: Academic communities and knowledge discovery

(Source: Yuan et al., 2001)

One of the characteristics of knowledge discovkat aidds to its complexity is that it
is a multidisciplinary field. Different communitieperceive it from their own
particular perspective. Yuaet al. (2001) provides a non-exhaustive summary of the
different perspectives and disciplines in the arefslata mining and knowledge
discovery as shown in Table 2-1. The table showsra/lacademic communities’

perspectives and knowledge discovery tasks intersec

The interest of different academic communitiesmowledge discovery processes led
to the development of a number of techniques tbapending on their origin,
approach the problem from different perspectivelsis variety of methods made
knowledge discovery a very popular framework faskpem solving. Another factor
that contributed in the recent interest in knowkedgscovery is the success stories in
terms of applications that have been reportederlit@rature and in the press.

Such applications have been developed both fomtiite and business purposes
(Lavracet al, 2004; Washio, 2007). In science, one primary iappbn domain that

knowledge discovery has been successfully appkedstronomy (Fayyad, 1997).
More

recent developments led to the application kvfowledge discovery
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methodologies in areas such as biology (Page, 20@8pmics (Leet al, 2008) and
web-mining (Kolari & Joshi, 2004). Other succeswiss include application domains
in business such as customer marketing (e.g. targeketing, credit scoring),
investment, fraud detection, manufacturing, telecmmications, data cleaning
(Fayyadet al, 1996B; Grossmaet al, 1999).

The application of such a methodology in real-wpirablem solving introduces issues
that may not be apparent in experimental envirorinigiscovered patterns related to
dynamic environments have potentially limited lilae. Although this is a valuable
source to assist the rationale behind pattern ¢hgrigrequires appropriate handling
through the development of appropriate methodshbladet al. (1994) proposes as a

solution the development of incremental methodsifitating such patterns.

2.1.1 Data mining

The term data mining often has been used to destitydoconcept of pattern discovery
in large datasets. This term appeared to be mgrel@owithin the fields of statistics,

data analysis, Management Information Systems (/i) databases.

In the literature, the term ‘data-mining’ is integped in two different ways. The first
is related to notions that can be found in tradaiostatistics. Data mining is often
related to terms like ‘data grubbing’, ‘data fistyinor ‘dredging’ (Lovell, 1983;

Chatfield, 1995) or ‘data snooping’. This assooiatis also responsible for the

negativity associated with data mining in the past.

The second interpretation is linked to the intrdout of the term knowledge
discovery in databases (Piateski-Shapiro, 1991Yldscribe a whole process and
places data mining as one of the components thmpese the knowledge discovery
process. In such context, although data mining keyacomponent, it should not be
used to describe the overall pattern discovery gg®qFayyadcet al, 1996B). To
further emphasize on the importance of the disbndbetween KDD and data mining
they criticise the stand-alone use of data minisg adangerous activity’ that could
lead to misleading or useless results. This alstetimes the important role of the

background knowledge based on which the whole gsoadl be performed.
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Fayyadet al. (1996B) define data mining dthe application of specific algorithms
for extracting patterns from data{p. 39). The data mining step involves either the
fitting of models to data or the determination attprns from data. In model fitting
two are the approaches that can be adopted: saltisind logical. The statistical
approach allows non-deterministic effects in the delowhere the logical is
deterministic (Fayyadt al, 1996B).

2.1.1.1 Data Mining vs. Statistics

It can be argued that data mining belongs to tka af statistics. Although a number
of data mining techniques draw on techniques fréatissics there are various facts
that differentiate it from statistics. One of thajor differences is that while statistics
are used to validate the hypothesis, data minirsgéyers’ patterns and hypothesis by
data exploration (Chawla, 2000). Hence, data mimmvglves the automation of the
generation of hypothesis process. The validatioth aerification of the generated

hypothesis via statistical tools then may follow.

2.1.1.2 Relational Data Mining

Relational or Multi-Relational Data Mining is a bich of data mining that deals with
knowledge discovery from tables stored in relatiodatabases. Traditional data
mining algorithms operate on a single table (aitebvalue format) and therefore
require a data preparation stage where data isftnaned to a single table. This
approach is also known as the propositional appro@n the contrary, relational
algorithms overcome this ‘limitation’ and can ogerdirectly on the original tables
without the need for transformation. Most of théadaining tasks can be extended so
that they can mine relational patterns. This apgrog also known as first-order

learning or relational learning (Dzeroski, 2003).

In practice, data mining algorithms designed tocfiom on ’single-table’ data, scale
well (Knobbeet al, 1999). Although scaling is important, this tygpemining can be
successfully applied only to simple problems. Tisigiue to the description of the
objects according to the attribute-value paradigdomplex objects cannot be
effectively described by a fixed set of attributieat only have a single (unstructured)
value (Knobbeet al, 1999).
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A basis for the development of relational data mgnapproaches, that is commonly
used, is the Inductive Logic Programming (ILP) plgan (Dzeroski, 2003) which can
be defined as the intersection of machine learamdlogic programming (Muggleton
& Raedt, 1994). ILP systems use a set of positiek reegative examples in order to
construct a theory. This is inherited from the digf inductive machine learning.
From logic programming, ILP inherits its represdiotzal formalism, its semantically
orientation and also extends logic programming tgpang induction rather than
deduction as the basic mode of inference (Mugglététaedt, 1994).

2.1.2 Data Mining Tasks

The high-level aims of the data mining process gmediction and description,
although one cannot always distinguish betweentwle (Fayyatet al, 1996B). In

order for these aims to be achieved the use obbiiee data mining tasks is required.
The term task is used for the method that will hédp achieve prediction or
description. Due to its broad scope, data mininghoabe associated with only one
task. Identification of the appropriate tasks for @pplication domain is of high

importance since it will affect the quality of thesults.

Various classification schemes regarding the datangn tasks can be found in the

literature. These base the classification on tHeviang criteria types:

- Type of database that is mined (relational datebaobject-oriented databases,

data warehouses, spatial databases, deductiveadatgb
- Type of knowledge to be mined (Predictive - Dgxore)

- Type of techniques to be utilized (generalizaftased mining, pattern

oriented mining, statistical mining)

For the description of the main data mining taskiekis classification is used. Miller
and Han (2001) organise data mining tasks intddtewing five categories. The first

Is SegmentationSegmentation involves the partitioning of theadmito groups that
share common characteristics. Segmentatiam be further analysed into two sub-
tasks: Clustering and classificationThose two sub-tasks are considered to be

overlapping and therefore are grouped under thee¢arm. Clustering describes data
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through the examination of the relationships betwedata by grouping them into
implicit classes. Classification on the other hasgdigns data items into predefined

classes.

The second iDependency analysidVith dependency analysis one can define the

value of a number of attributes based on the valfiesher attributes.

Deviation and outlier analysis the third category and involves the identificatof
data that behaves differently from the standardgetermine further actions. Such
outliers can be errors that need to be correctegnared, or can be unique cases that

need further examination.

Trend detectiondeals with the fitting of lines and curves to tiigta in order to

summarize them often over time.
Finally, generalizatiorandcharacterizationrare compact descriptions of the database.

It should be noted that although these tasks caappéed separately they can also
used in a combined way. This leads to hybrid sohgithat can be used to tackle

complex problems.

2.1.3 Data Mining Techniques

As knowledge discovery is a complicated and mudagtlinary process, there are
various techniques one can use depending on wipsh @f outcome is anticipated
and the perspective the problem is approached. éxample, to perform the
segmentation task, statistics or Atrtificial Intgéince techniques can be used. Table 2-
2 (Miller & Han, 2001) provides a list of relevatdgchniques for each of the data
mining task categories discussed earlier. Thisetdtyl no means is exhaustive but

gives an indication of the possible alternatives.

As shown in Table 2-2 cluster analysis, Bayesiaassification decisions or
classification trees and artificial neural netwoeke all techniques faslustering or
classification Shekharet al. (2002) also refers to the Logistic Regression Modg
technique for the classification problem.
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Dependency analysisan be performed either by the use of graph thieongodels

(Bayesian networks) or by mining association rules.

Data mining task Description Techniques
Segmentation Clustering: Determining a finite set of - Cluster analysis
implicit classes that describes the - Bayesian classification
data. - Decision or classification
Classification: Mapping data items into trees
pre-defined classes - Atrtificial neural networks
Dependency analysis Finding rules to predict the value of - Bayesian networks
some attribute based on the value of - Association rules

other attributes

Deviation and outlier Finding data items that exhibit unusual - Clustering and other data
analysis deviations from expectations mining methods

- Outlier detection

Trend detection Lines and curves summarizing the - Regression

database, often over time - Sequential pattern extraction
Generalization and Compact descriptions of the data - Summary rules
Characterization - Attribute-oriented induction

Table 2-2: Data mining tasks and techniques (After: Miller & Han, 2001)

For Deviation and outlier analysislustering techniques can be used in the
identification of data items that are inconsistsith the remaining set of dat@luster
analysis is not specifically designed for outlietettion and treats outliers as noise.
However, when this is the case, the significancd they might have is ignored.
Hence, the application of algorithms built for eatldetection purposes is considered
to be a best practice since it might lead to unlusignals that reveal valuable

information.

Trend detectionusually involves the use of regression techniqoeth linear and
logistic. In the case of time series data sequiepéitiern extraction techniques can be

used.

Generalization and characterisatiocan be performed either by mining summary
rules such as characterisation rules or by hier@gathggregation of the data attributes
by compressing data into generalised relations cbase background knowledge

(Attribute-oriented induction).
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A more detailed overview of the association rulescdvery and associative
classification techniques is presented in the Walhg section because of their

relevance to this research.

2.1.3.1 Association Rules

Association rule mining was introduced in 1993 (Agal et al) and immediately
received a lot of attention from the academic comityu Certain technical
complexities in designing such algorithms, in asg@mn with the interesting
outcomes that they could produce, contributed &r tincreasing popularity within
the academic community. On the other hand, produoasults that are easy to be
interpreted at least at high levels made assoaiatites appealing to practitioners.
Although since their introduction they have beernoled to cope with the
requirements imposed by new applications, associatile mining is still considered

one of the most popular data mining approaches €Wal, 2008).

Association rules are probabilistic statements tegahe co-occurrence of certain
events within a database (Mannila & Smyth, 200T)eyl differentiate from other
kinds of rules (e.g. classification rules) by aimin discovering all the rules subject
to given constraints, processing large training setd finally allowing any item
combination to appear to either in the antecederth® consequent part of a rule
(Webb, 2000). Mannila & Smyth (2001) added that fgnecessing of very large
datasets in an efficient way is the one of the naimantages of association rule

mining.

The problem of association rule mining can be fdlynaescribed as follows
(Agrawal & Srikant, 1994): Let D be a set of tractgans and | = {j,iz,...... im} @ set

of distinct items. Each transaction T is uniquelgritified and is also a set of such
items such that T 1. Let X, Y be subsets of set | andnXY = 0. A transaction T
contains X, a set of items in |, if XT. Using those definitions, an association rule
can be defined as the implication of the fofm= Y(c%,r%) where c%,r %are the
confidence and the support of the rule respectivelych a rule holds in the
transaction set D with confidence c, if c% of taet®ons in D that contain X also
contain Y. Support r of ruleX =Y means that r% of transactions in D contain
Xuy.
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In the case of the rulX =Y the set X is calledntecedenand the seY consequent
Another property of association rules is ttensetwhich is a set of items and its size

is based on the number of items that includes.

Confidenceand support measures are user defined thresholds and are ased
constraints in the rule generation process. Othastraints relate to the syntax of the
generated rule (Agrawal & Srikant, 1994). Theseiragae user-defined constraints
that allow the generation of rules that comply vaéntain syntactic specifications. For
example, the user may be interested in a speaifiset of rules that have, as a

consequent, only one item.

Association Rules are strongly related to the MiaBasket type of analysis and they
were also introduced in such context. Market Bas&ptesents a bundle of goods or
services consumer purchase, as a result of a deaisaking process based on the
offered goods. Analysis of such data seeks to ugrcexisting inter-relationships and
the outcome finds application on guiding the depeient of marketing strategies.
Due to their volume and variety, basket type dasasere suitable for that type of
mining and led to the unveiling of interesting asabons that were not apparent by
just presenting the data or by using simple queries

One infamous example is the Diaper-Beer associapattern discovered by
researchers working on behalf of a giant retaileauChawlaet al, 2000). After

analysing the sales products they discovered afisigmt association between the
purchases of these products. This led to furtheestigations that resulted to the

observation that these purchases were made by Yativeys on Friday nights.
Process

Association rule mining is a two step process thablves initially the generation of

all the sets of items (itemsets) that are abovetipport threshold (large itemsets) and
then the generation of the rules that exceed tinéidence threshold based on these
large itemsets. The majority of the proposed atgors follow the above schema but
they differ on the way they ‘traverse’ the searphce in order to generate the large

itemsets (Frequent-Pattern Mining).
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One of the most well known algorithms is the Aprimigorithm (Agrawal & Srikant,
1994). Most of the other algorithms adopt an Ap+iiée level-wise approach in the
generation of the frequent itemsets. Usually thethod leads to the generation of a

big number of frequent itemsets affecting the panénce.

In 2004, a new algorithm (FP-Growth) was proposgdHan et al. (2000, 2004)
which tackles this problem by employing a noveabdstructure (FP-tree) an FP-tree-
based pattern-fragment growth mining and finallpaatitioning-based, divide-and-
conquer search technique. FP-Growth exhibits bgigsformances comparing to
Apriori especially when it deals with large datasdbng patterns and low support
thresholds (Let al, 2001).

Performance

Apart from the conceptual design of the algorithimal affects the performance of
an algorithm there are also implementation isshasdan affect its performance too.
The efficiency of the algorithm is also subjectdifferent machine architectures and
different compilers. Goethals (2003) compared higridti implementation with
another commonly used implementation (Borgelt & 3&u 2002) and found

noticeable differences in performance.

Another factor that affects performance is dataerghet al. (2001) performed a
comparative study by testing five well-known asaton rule mining algorithms.
Amongst them were the Apriori and FP-Growth aldons. The importance of their
study derives from the fact that the study was thase real datasets instead of
artificial ones. The outcome of their studies shovleat performance improvements
were strongly related to the artificial datasetsl dhese improvements were not
consistent when the algorithms applied to real vddtasets. In the case of the latter,
the choice of the algorithms mattered only at suplevels that generate more than

the necessary number of rules that can be usecatiqe.
Applications

The potential of association rules has been demamdt through a number of

example studies. Example applications include Iretpplications (e.g. targeting,
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customer retention), medical applications (e.g.gulsis enhancement), genomic

applications and web applications (e.g. web-usaigénm web-retrieval).

2.1.3.2 Apriori

The Apriori algorithm belongs to the group of algfums that employ a bottom-up
Breadth-First-Search (BFS) search for the discowdrthe frequent itemsets and is
one of the most prevalent techniques. It was intced in 1994 by Agrawal and
Srikant in continuation to their previously propdssggorithm in 1993 by Agrawadt
al. Although developed in the early 90’s, the Aprialgorithm was identified as one
of the 10 most important data mining algorithms the IEEE International
Conference on Data Mining (ICDM) in December 2006u(et al., 2008).

One of the strengths of Apriori relates to its épilo generate the candidate itemsets
in one pass without taking into consideration tagactions in the database. Given
that any large itemset also produces large subsitéme generation of k-itemsets can
be based on the previously generated large (kei)sets by joining them and
deleting those that contain any subset that idange.

There are two main drawbacks of the candidate g#m@nd-test algorithm like
Apriori (Liu et al, 2004). The first relates to the generation oti@é number of
candidates that can be proven to be infrequent aftanning the database. The
second is the need for multiple scans of the datbdiich can reach the number of
the maximal length of the itemset. Another diffiguk that Apriori does not take into
consideration the underlying algebraic structuretlod search space where such
exists. As a result it does not benefit from paniing the problem for parallel

processing (Adamo, 2001).

The Apriori algorithm consists of two main functenapriori-gen and subset. The
apriori-gen function enables the generation of thedidate itemsets. The subset

function determines the candidates that are coedaima given transaction.

As shown in Algorithm 2-1¢n the first pass the algorithm counts the occueerof
the 1l-itemsets in order to determine which of thara large (above the support

threshold). Subsequently these 1-itemsets are tasgenerate the candidate itemsets
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(Apriori-gen). Next, it performs a join to createetk-itemsets and then prunes those

that are not included in the set of the large kigets.

The data structure used for the storage of theidatalitemsets is that of a hash tree.
Initially all the nodes are created as leaf nodtesnsets are stored in the leaves until
the specified threshold (maximum number of stotethsets in a leaf) is reached. In
that case the leaf converts to an interior node.irAerior node at depth d points to
interior nodes at depth d+1. The root of the hasé is set to depth 1. When a new
itemset is added the tree is traversed starting fitee root until it reaches a leaf. The
direction that it takes when it reaches an intenode at depth d is based on a hash

function applied to the"ditem of the itemset.

Apriori Algorithm 2-1
D Database

Ly Set of large k-itemsets

(o Set of candidate k-itemsets

L, ={large 1-itemsets};
for (k=2;L (q1#0; k++) do begin
insert into G
sel ect p.tem 4, p.item ,, .., p.tem ., g.tem .,
fromLes p, Lka @
where p.tem ;= qg.tem 4,..., p.item ., =q.item ., p.tem ,;<g.tem ;
forall itemsets clIG do
forall ( k-1)-subsets s of ¢ do
if(s 0 Le) then
del ete c from C
foral |l transactions t LJD do begin
C =subset( G,t);
foral | candidates clc do

c.count ++;
end
Le={cG| c.count =minsup}
end

Answer = kL

(Source: Agrawal & Srikant, 1994)

Figure 2-2 shows the way the Apriori algorithm wemkhen applied to the example
database shown in the top left side of the figUiee initial scan of the database
consists of two steps. The first step is a simigkedgeneration of all the unique items
(1-itemsets) in the database. At this initial stadleitems considered as possible

candidates. In the second step the occurrenceschfeitemset are being counted and
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based on the pre-defined threshold (minSup= 2gtperithm selects the frequent 1-

itemsets.

The second row in Figure 2-2 shows the secondtiberaFrom the list with the 1-
itemsets by performing a self-join the algorithmngetes the list of 2-itemsets
possible candidates. Based on this list, the dlyoriscans the database to calculate
the support for the candidate 2-itemsets and prahesones that are below the
threshold.

TID ltems Iltemset |Support Iltemset |Support
100 ACD {A} 2 {A} 2
200 BCE Scan Q {B} 3 {B} 3
300 ABCE {C} 3 {C} 3
400 B E {D} 1 {E} 3
{E} 3
ltemset Iltemset |Support ltemset |[Support
{A B} {A B} 1 {A C} 2
{AC} {A C} 2 {B C} 2
{A E} Scan Q {A E} 1 {B E} 3
{B C} {B C} 2 {C E} 2
{B E} {B E} 3
{CE} {C E} 2
ltemset Scan g Iltemset |Support ltemset |Support
{B C E} {B C E} 2 {B C E} 2

Figure 2-2: Example

In the third row the same procedure that resultthen generation of 3-itemesets is
shown. Based on line 6 of the Apriori algorithm @Atithm 2-1) in order to create
itemsets of k size a self join is performed witjoia predicate that the first k-2 items
of each (k-1)-itemset are the same and the k-1 d@ethe first is smaller than the k-1
item of the second. In this case, to create 3-igsthe join will performed only to
the 2-itemsets that their first item is the samieer&fore, only the {B,C} and {B,E}
itemsets join to produce the 3-itemset {B,C,E} whis above the minimum support
threshold. In this stage, the algorithm also teat@n the process of discovering the
large k-itemsets since there is no 4-itemset tgdyeerated by the discovered large 3-

itemsets.
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2.1.3.3 Classifying Association Rules

Over the years, various association rule algorithrage been proposed that vary
either in the way they perform the candidate itedngs@eration step or on the kind of
the rules they are mining. Based on the latteq@ason rules can be classified based
on the type of the extracted rules (Categoricalf@itetive-Sequential) or the level of

the extracted rules (Generalised-Multi-level).
Categorical- Quantitative

Categorical association rules appear in the eangiess where the datasets that were
used for the testing of the algorithms comprisedchiegorical data (e.g. market

basket data). In this case, both the antecedenttl@atonsequent part consist of
categorical attributes. Categorical attributes gaite easily be transformed into a set
of pseudo-Boolean attributes and handled as sudarf@, 2001).

Apart from categorical attributes, real-word datasdso include numerical attributes.
This led to the introduction of the quantitatives@gation rules (Srikant & Agrawal,
1996). Quantitative attributes can take a large bemof values making their
conversion to pseudo-Boolean attributes impossibleerefore before the mining
application, a process dliscretisation must be applied. Although a number of
discretisation technigues have been developed Hssification, association rule
mining presents certain difficulties that make thpplication of such methods
unsuccessful (Adamo, 2001).

Srikant & Agrawal (1996) raise these issues andegmethe difficulties that mainly
associate with the number of the intervals. Largelper of classes may result in
failing to reach the minimum support threshold. tha other hand, low number of
classes cause loss of information that can alstrabeslated to failure to reach the

minimum confidence threshold.
Multi-Level

Revealing useful and meaningful associations cabea@lways successfully restricted
only to a certain concept level. In fact, the highevels of hierarchy have more

possibilities to generate strong associations dineg are more general. The need for
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rule mining based on some kind of taxonomy infororated to the development of

multi-level association rules.

Such an algorithm was first introduced by Han &(E895) and involved the mining
of association relationships at a level-by-levehifixed hierarchy. This hierarchy was
provided to generalise primitive level conceptsigh level ones. Association rules at
low level of hierarchy were examined only if thearresponding parents were above
the support and confidence thresholds. Anotheraataristic of this algorithm was
the use of non-uniform support and confidence tioles throughout the hierarchy

levels.
Generalised (Cross-Level)

In 1995, Srikand & Agrawal introduced the problefrmining generalised rules and
proposed an algorithm and also an interestingnessune to tackle this. Generalised
rule mining unlike multi-level rule mining is nobrfiding the mining process in the
same level of hierarchy. Instead, it allows theegation of rules between items that
belong at any level in a taxonomy. Han & Fu (198%o0 presented a modified
version of their multi-level algorithm that alsdaaled the generation of ‘cross-level’

association rules.
Sequential

Sequential rule mining involves the discovery dadquent patterns in sequences of
events where each event has an associated tineewirence. Similar to the problem
of mining association rules, the problem of minseguential associations is to find
the maximal sequences that are above the useredefimeshold where a sequence is
an ordered list of itemsets (Agrawal & Srikant, 229Among the first algorithms for
sequential association rule discovery are thospgs®d by Agrawal & Srikant (1995)
and Mannileet al. (1997).

2.1.3.4 Measurement of interestingness

The need for the introduction of some kind of nustithat capture the significance of

the generated association rules, derives from #u¢ that such a technique can
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produce a lot of data itself, introducing a new \Wlemlge management problem
(Klemettinenet al, 1994).

As mentioned in previous sections, one of the basethods to decide on the
importance of a discovered rule is the use of tigpert and confidence thresholds.
Depending also on the efficient and careful prej@meof the database, evaluation of
association rules only on the basis of those twtriosecan be misleading. Piatetsky

& Shapiro (1991b) introduced the notion of ‘intanegness’ to deal with this issue.

Interestingness is defined in relation to the bEEM definition (see Section 2.1) as a
non-trivial process that aims to uncover valid, eloand useful patterns in large
datasets. Based on this, interestingness is a anated to differentiate between

patterns that fulfil these requirements and thbaé do not.

Related studies can be classified into objective anbjective (Silberschatz &
Tuzhilin, 1996). Objective ‘interestingness’ attdsmgo quantify the interest of a
pattern based on its structure and the underlyatg.dConfidence and support belong
to the group of objective measures. Other objecthveasures include: coverage,

strength, statistical significance and simplicityu(et al, 1996).

On the other hand, with subjective ‘interestingh#ss user plays an active role in the
characterisation of a certain pattern as intergstin not. Among the proposed
subjective measures are: object unexpectednesacindability. The unexpectedness
measure is an indication of how surprising a patterto the user. The actionability
measure denotes the extend to which a pattern sltbes user to directly act on it,
turning it to a beneficial for the user result. fative measures rely on previously

acquired knowledge of the domain and are applinagpecific (Liuet al, 1996).

2.1.3.5 Associative Classification

Rule-based classification models have been extelysigpplied in classification
problems. Although traditional rule-based clasatiien algorithms (e.g. C4.5
(Quinlan, 1993), FOIL (Quinlan & Cameron-Jones, 39%chieve high performance
they lack in classification accuracy (Yin & Han,0&). Associative classification is a

technique that integrates two important data minieghniques, association rule
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discovery and classification. This integration tesun the production of more
accurate classifiers (Liet al, 1998; Liet al, 2001; Yin & Han, 2003).

The general steps of this approach are as follbwsdt al, 1998):

Discretisation: Classification datasets often contain continuonsimeric) data.
Section 2.1.3.3 refers to the limitation of asstoia rules to handle continuous
(numeric) data. This step is dealing with this tygeransformation. In the case of
associative classification continuous attributes being discretised based on the
classification pre-determined target.

CAR Generation:Associative classification deals only with a sfiecsubset of
association rules, those in which the consequeritgiathe rule is restricted to the
classification class attribute. This special caseassociation rules is called Class
Association Rules (CARS).

Classifier: The final step of associative classification is Huilt of the classifier based
on the extracted CARs. The selection is based onnaber of CARs following a

number of evaluation criteria.

Associative classification algorithms can be clésdieither depending on the way the
CAR generation is performed or on the type of thle evaluation measures used in

the classification of the new (unseen) cases.

According to the first criterion, two groups can dhstinguished. The first includes
algorithms that generate rules in two stages faligwthe general association rule
paradigm. The second group consists of algorithheg tare more close to the
traditional rule-based classification algorithms end the rule generation is

incorporated in the classifier determination.

Based on the way the classifier is determined,ethmain algorithm types can be
identified (Coenen & Leng, 2004). Algorithms thaaske the classification of an

unseen case on: Best Rule, Best k Rules and Ad<Rul

In the case of the ‘Best Rule’ selection, the rillat satisfies the unseen case is
identified and used for the classification. Thisndfication is based on some kind of

sorting of the generated CARs. Four such sortirngeses can be identified in the
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literature. The first, bases the ordering of thkeswn confidence, support and the
antecedent size, with the confidence to be consititre most important factor. The
weighted relative accuracy is the second way amiesents an interestingness
measure. The third is the use of Laplace accuraggsnores which is commonly used
in the rule-based classification. Finally is thee usf the * testing, a statistical

technique used to test the independence of twabias.

The ‘Best k Rules’ method requires the identificatiof k rules that satisfy a new
case. The selection of the rule is based on aragway process on the selected rules.
Similarly to the Best rule method, an initial sogdiis required for the identification of

the best k rules.

Finally, there is the ‘All Rules’ method. In thithe classification is based on the
selection of all the rules that satisfy a givenecaslowed by an evaluation that will
result to the class identification. Hence, the sifeation of a new case is not based
only on one rule. Instead, it is based on a sé&igifly correlated and high confidence
rules (Liet al, 2001). A common evaluation method in this typealgforithms is the
weighted,? testing.

In the majority of the associative classificatidgasithms, each rule in the classifier is
associated with only one class label. The reseamoberning algorithms that perform
multi-label classification is still limited and da@im specific. Multi-label classification

allows the human interaction for the refinementtioé classes or the use of more

information (e.g. dictionaries) (Thabtahal, 2005).

Thabtahet al. (2005) performed a comparative study about thdiptige accuracy of
4 popular associative classification algorithms ACBMAR, CPAR and MCAR. For
the purposes of the study 12 benchmark problem® hmeen used. The results
indicated no prevalent algorithm in terms of préde power. Table 2-3 shows the

way the most popular associative classificatiomallyms operate.

Coenen & Leng (2004) tested different rule orderamgl case satisfaction schemes
against datasets from the UCI Machine Learning Riémy (Asuncion & Newman,

2007). The variations tested included all the castssred earlier in this section. The
experiments showed that no method can be considerbd the best suited method

for all the tested datasets. Nevertheless, the fodstcoupled with the confidence-
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support-size ordering scheme gave the best owvdaatification accuracy. In terms of
performance there were little differences betwdenrhethods, with the weighted

testing to take slightly longer.

Algorithm Rule Mining Method Classification Method
CBA ; 3
Apriori — based Best Rule / Sorting based on Confidence,
Liu et al., 1998 Support, Size
CMAR
FP-growth variant All rules / Weighted x testing
Lietal., 2001
CPAR
One step algorithm / FOIL
Yin & Han, 2003

Table 2-3: Associative Classification Algorithms

Advantages

Association-based Classification presents a nunobeadvantages when compared
with other traditional classification systems. Adstive classification not only
contributes toward a more accurate classifier lsg successfully deals with existing

issues in current classification rule mining sysefrhese are summarised as follows.

Understandable rulesOne of the most important drawbacks of classificats that

of ‘understandability’. In current systems, thenf@tion of the classifier is based on a
small set of rules. The generation of these rutebased on domain independent
biases and heuristics that do not facilitate theegation of understandable or

interesting rules to the user (L&t al, 1998).

Ability to deal with multiple attributesAssociation rules can deal with multiple
attributes. This helps to overcome one of the datigee induction limitations which
examines only one attribute at a time @t al, 2001) and hence contributes to

classifiers with better predictive accuracy.

Performance:Associative classification systems do not require loading of the
whole database into the main memory. This is a irement in the standard

classification systems (Liet al, 1998) that makes them computationally expensive.

Accuracy: Extensive performance studies (latal, 1998; Liet al, 2001) showed
that classifiers build within such a framework héetter accuracy when compared to

those based on classic classification approackhe£é.5 (Quinlan, 1993).
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Issues

On the other hand, there are issues when the fitasisin is based on association
rules (Liet al, 2001; Yin & Han, 2003). The first is scalabiliepending on the size
of the database, a very large number of rules eagemerated (Agrawal & Srikant,
1994). Therefore methods that facilitate the edfitistorage and retrieving of these
rules are necessary. The second relates to thefidation of the appropriate rule that
will lead to the effective classification. Appro&shthat use a confidence-based

evaluation for the selection of the classifier yutey lead to over fitting.

Another limitation derives from the fact that th&assification achieved by this
method is categorical therefore there is no infdrmmaabout any uncertainties in the

classification (Cecet al, 2004)

2.1.3.6 Classification Based on Associations (CBA )

One of the first algorithms that dealt with the aasation rule mining and
classification integration was proposed by kiual.in 1998. The CBA algorithm has
two main components, one associated with the assmtirule mining task (rule

generator) and the other associated with clastiicaask (classifier builder).

The rule generator component (CBA-RG) follows tlasib principles of the Apriori
algorithm with some modifications to include thasd attribute in the process of the
rule generation. Therefore the problem is redueethé discovery of the frequent
‘ruleitems’. Ruleitems can be seen as a specia o&she itemsets that apart from a
set of items also include the class attribute [@s<label). In fact, each ruleitem forms
a rule where the antecedent part is the itemsdewhe consequent part is the class
attribute.

Similarly to Apriori the characterisation of theleilems as frequent is based on the
support constraint. Hence, a ruleitem that is fesquand its confidence is above the
user defined threshold can be considered as pes§€lBR. In addition to these
constraints Liuet al. (1998) considered an extra selection criterion tepresents the
accuracy of the rule. This was introduced to deitth the cases where the ruleitems

have the same itemset but have different clasbuiitr According to this the rule
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with the highest confidence is chosen to repre#i@atruleitem. In the cases of the

same confidence the selection is random.

As is shown in Algorithm 2-2, CBA-RG function is alogous to the apriori-gen
function. The difference is that CBA-RG calculate® support counts, one for the
itemset and one for the ruleitem to be able toutate the ruleitem confidence. In

addition, the generated rules are subject to aipgurperation that can be optional.

The second and most important stage of the CBArighgo involves the construction
of the classifier based on the final set of CARseagated in the previous stage (CBA-
RG). This is based on the covering method (Michak¥80, cited in Liwet al, 1998)
according to which for each class the best rulbeimg identified and the covered

cases are being removed from the training set.

CBA- RG Algorithm 2-2
D Database

Fy Set of large k-ruleitems

C Set of candidate k-ruleitems

F, ={large 1-ruleitems};

CAR; =genRules(F 1);

pr CAR; = pruneRules(CAR ,);

for (k=2;F 1# O, k++) do begin

C¢ = candidateGen(F .1 );

for eachd [ID do
Cy = ruleSubset (Cy d)
for each clJG, do

c.condsupCount++;

if d.class= c.class then c.rulesupCount++
End
End
F« = { ¢ JG | c.rulesupCount > m nsup};

CAR, = genRules( Fy);
pr CAR, = pruneRules( CAR));
End

CARs = |J,CAR;:
CARs = U ,prCAR;

Source: Liu et al. (1998)

The CBA-CB works in a heuristic way and consiststlufee stages. Before the
description of these stages, it is necessary tseptethe rule ordering criteria
proposed by the authors. A ruleconsiders to have higher precedence compared to
the rule rif
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i The confidence of rulg greater than that of rule r

i, The confidence for both rules is the same but tipgpart of r greater than
that of rule y

i Both the confidence and support are the same @&twb rules but;rwas
generated at an earlier stage than rule r

There are two main conditions such an algorithnukheatisfy (Liuet al, 1998). The

first is to ensure that each training caséldis covered by the rule with the highest
precedence among the rules that cover this case.s@bond condition is that each
rule in C should correctly identify at least onetloé remaining training cases when

selected.

The CBA-CB function builds the classifier in threages. During stage 1 (Algorithm
2-3), for each training case d, the highest prenegleules that correctly (cRule) and
wrongly (wRule) classify d are being identified.thee case that the rule that correctly
classifies d, has higher precedence than the omshwirongly classifies d, the case d
is covered by the cRule and the rule is marked dlzssifies a case correctly. In the
case that the wRule is preceded the cRule, a tiolied of the form <dID, y, cRule,

wRule > is kept where dID is the unique id of thaaring case d, y the class label of d

and cRule, wRule the correct and wrong rules ferdése d.

CBA-CB (Stage 1) Algorithm 2-3

R = Set of Rules

D = Training data

C = Classifier

Temp = Temporary List

Q = Set of cRules that have higher priority than th eir corresponding
wRules

U = Set of all cRules

A = Collection of <d.id, d.class, cRule, yRule>

10= 0O;u= 0O:;A= U0O;
2 for eachcased LD do
3 cRule = maxCoverRule(Cc,d);

4 wRule = maxCoverRule(Cw,d);

5 uU=U [{cRule};

6 cRule.classCasesCovered[d.class]++;

7 i f cRule > wRule t hen

8 Q=0Q [{cRule}

9 mark cRule;

10 else A= A [ <did, dclass, cRule, wRule>
11 end

Source: Liu et al. (1998)
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The second stage (Algorithm 2-4) of the CBA-CB fimt deals with the training
cases that belong to the collection A, therefoee dases where the rule that covers
them, could not have been decided during the $iiaje. For each training case d in
A, if the wRule is marked, it means that this rallessifies correctly at least one case.
In this case, this rule will cover the case d amel ¢ounters that hold the number of
cases that are being covered by cRule or wRulebgilupdated. If the wRule is not
marked, then the algorithm searches in set U tatikjeall the rules that wrongly
classify the case d and have higher precedencethiaaiof its cRule. All the returned
rules can potentially replace the original cRulecsi they have higher precedence.
This information is kept in the replace field ofcbarule in wSet and the counter in
line 8 is being updated. The final set of the CAlRRg will be used for the classifier is
the union of the sets U and wSet.

CBA- CB (Stage 2) Algorithm 2-4

R = Set of Rules

D = Training data

C = Classifier

Temp = Temporary List

Q = Set of cRules that have higher priority than th eir corresponding
wRules

U = Set of all cRules

A = Collection of <d.id, d.class, cRule, yRule>

1 for each entry <dID, d.class, cRule, wRule> LA do
2 i f wRule is marked t hen

3 cRule.classCasesCovered[d.class]--;

4 wRule.classCasesCovered[d.class]++;

5 el se wSet = allCoverRules(U,dID.case,cRule);

6 for each rule w [J wSet do

7 w.replace = w.replace [J {<cRule,dID,d.class>};
8 w.classCasesCovered[d.class]++;

9 end

10 Q=Q [ wsSet

11 end

12 end

Source: Liu et al. (1998)

The third stage (Algorithm 2-5) involves the firsalection of the rules that will form
the classifier. For each rule in Q that correatlgnitifies at least one training case the
algorithm attempts to replace all the rules inplaiee by r because it precedes them.
In the cases where the dID has been already berembu®y a previous rule the
replacement will not performed. Counters in lines 8 need to be updated

accordingly. For each selected rule the ruleEr{ogsords the number of errors at
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each stage) and classDistr (number of trainingsaseach class) needs updating.
Also, a default class based on the majority clasthe remaining training data is

chosen and a default error is defined as the nuoftte remaining cases that will be
wrongly classified by using the default class. To@l number of errors is the sum of

the rules and the default error.

The final part of stage three involves the selectibthe rule that produces the lowest
error and the pruning of all those that are aftes tule. Finally a default class is
associated to the selected rule and the classfieturned without the total error and

default-class.

CBA-CB (Stage 3) Algorithm 2-5

R = Set of Rules

D = Training data

C = Classifier

Temp = Temporary List

Q = Set of cRules that have higher priority than th eir corresponding wRules
U = Set of all cRules

A = Collection of <d.id, d.class, cRule, yRule>

1 classDistr = compClassDistri(D);
2 ruleErrors = 0;

3 Q =sort(Q);

4 for eachrulerinQ in sequence do

5 i f r.classCasesCovered]r.class] Z0 then

6 for each entry <rul, dID, d.class> in r.replace do
7 i f the dID case has been covered

by a previous r t hen

8 r.classCasesCovered[d.class]--;

9 else rul.classCasesCovered[d.class]--;

10 ruleErrors = ruleErrors + errorsOfRule(r);

11 classDistr = update(r, classDistr);

12 defaultClass = selectDefault(classDistr);

13 defaultErrors = defErr(defaultClass,classDistr)

14 totalErrors = ruleErrors + defaultErrors;

15 Insert <r, default-class, totalErrors> at end o fC
16 end

17 end

18 Find the first rule p in C with the lowest tota |Errors, and then discard
all the rules after p from C;

19 Add the default class associated to p to end of C;

20 Return C without total Errors and default-class;

Source: Liu et al. (1998)
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2.2 Knowledge Discovery and Spatial Data

Pattern discovery and analysis has long been aartangt part of geography (Haggett
et al, 1977). Nowadays it assumes the use of computeve\ver, the importance of
‘mining’ spatial data was recognised even beforeirtiinvention and can be
demonstrated in the following historical cases fftén, 1999; O’Sullivan & Unwin,
2002): John Snow’s work on the Asiatic cholera oedlk in London and the
realisation of the water-borne nature of the diee4$855), the theory of
Gondwanaland-all continents once formed a singhelfzass (1919) and finally the
realisation that fluoride controls tooth-decay Hyservations in Colorado Springs
(1909). In all the above cases the spatial datéoeadon resulted to hypotheses that

later were scientifically confirmed.

A pattern can be defined aa eometrical expression of location theo(iRogers,
1969, cited in Haggettt al, 1977). Following this, Haggett al. (1977) define a
pattern as d characteristic of spatial arrangement which ddéses the spacing of a
set of objects with respect to one anothésiven the recognised importance of
pattern discovery a variety of related methods Heeen developed through the years.
A number of them were developed even before th@daoction of the concept of
knowledge discovery in 1989. Most of these methads used for point pattern
discovery which mostly relates to the data mingsgktof clustering.

Another issue that makes the development of gebgrdmowledge discovery and
geographic data mining techniques within Geograpifiermation Science necessary
relates to the amount of geographic informationilable today. Technological
advances in the areas of data capture and handisulted to an explosion of digital
geographic and geo-referenced data. Such amounidataf make their detailed
examination expensive or even unrealistic hencentanads the need for further
investigation in the area of knowledge discovery @t al, 1993). Miller and Han
(2001) emphasise the impact that these advancesdrageographical research, and
refer to it as the most dramatic shift in the infiation environment since the Age of
Discovery in history. Data sources (e.g. remotesisgnsystems, GPS, sensors) and
formats (e.g. imagery, video, sound) vary and teednfor the development of tools

that could handle such data is more apparent than(Esteret al, 1999).
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One of the first studies in the field of geographi&nowledge discovery was
conducted by Lt al. (1993) where they proposed two algorithms for gaiieation.
Since then a number of algorithms have been degdlapd are further discussed in

the following sections.

2.2.1 GIS and Spatial Database Systems

Geographical Information Systems (GIS) are very gdw tools for capturing,
storing, modelling, analysing, manipulating andueiésing geographical data. In
recent years, a number of developments made thef &k in handling geographical
data widespread. As shown in Figure 2-3, the m&ments of a GIS are: the
Database element, Data processing element, Datgstand retrieval element, Data
sharing element, Data presentation element, Spatisbning element and finally the
spatio-temporal element (Worboys & Duckham, 200d)s this wide functionality
that made GIS technology applicable to a varietguif-disciplines within geography
from environmental to social geography.

MODELLING

SPATIAL SPATIO-
REASONING TEMPORAL

DATA
|PRESENTATION

DATA SHARING

DATA PROCESSING

DATA STORAGE & RETRIEVAL

SPATIAL DATABASE

Figure 2-3: GIS elements

Given that spatial database systems provide therlymaly database technology for a
GIS, good design and understanding plays importaatin the successful support of

data mining functions.

Although several terms such as ‘pictorial’, ‘imag&jeometric’, ‘geographic’ have

been used to describe a database system that s@edimetric, geographic, or spatial
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data, the term spatial database became the preyédim to describe such databases.
Such systems can be considered as databases deilfirapjects in space rather than
with images or pictures of space. Although datalsgseems dealing with images may
have analytical functionalities to extract objettsn images and include some spatial
database functions they are also capable to maaatgr images as discrete entities
(Guting, 1994). Gunther and Buchman (1990) and Kré®91), (both cited in
Guting, 1994), suggest two classes of systemsja$midtabase systems and image
database systems.

Guting (1994) argues that there is no widely acptefinition of a spatial database
system and defines spatial database systerfia database that offers spatial data
types in its data model and query language, angsup spatial data types in its

implementation, providing at least spatial indexargd spatial join methodgp. 357).

Guting further elucidate the above definition bypening on the three main points of

his definition:

i. By highlighting the fact that a spatial datadasystem is based on a
conventional database system implies that spatfarmation also relates to non-
spatial data. Hence, there are systems capablewaitmng standard functions such as

conventional data modelling and query support.

ii. Spatial data types, their relationships andrapions are offered. Failing to
capture fundamental abstractions of entities ircsmuch as points, lines, polygons
and, their relationships and operations such systamnot deliver spatial modelling

capabilities.

iii. Guting’s definition considers spatial indegimandatory. In addition, the
ability to relate objects from different classesotigh some spatial relationship is

considered important.

Spatial data mining algorithms use spatial compartatsuch as spatial joins, nearest
neighbour queries and others, therefore there meed for efficient spatial access
methods and data structures (Kopemskal, 1996). Spatial access methods used to

build indices on spatial data types (points, linedygons) are multi-dimensional trees
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such as quad trees, k-d trees, R-trees, R*-trees Kauba, 2001). The later two

methods received more attention in literature aadetbeen widely implemented.

2.2.2 Special characteristics of Spatial Data

It is widely accepted that geographical data preaemumber of special features that
differentiate them and also add complexity to thendling. Ignoring these unique
characteristics of the data may result to erronemg misleading results. Therefore
effective modelling is required. Spatial dependeayg spatial heterogeneity are two
of the main features of geographical datasets €Ml Han, 2001; Gahegan, 2001;
Shekhaeet al, 2001; Chawlat al, 2000; Openshaw, 1999).

Spatial dependenagfers to the fact that spatial data tend to lhlkiself-correlated.

It is common, for example, for people with similsocio-demographic profile to
cluster together or economies within a region tcsibelar. This kind of dependency
although less complicated exists in other domaiaswell, for example serial
autocorrelation in time series data (Miller & H&2001).

Spatial dependency is so fundamental that lededdimulation of Tobler’s first law
of Geography (Tobler, 1970)Everything is related to everything else, but naar
things are more related than distant thingg.”236). According to this law the values
of the attributes of neighbour spatial objects hthestendency to affect each other.
Furthermore Gould (1970, cited in Haggett al, 1977) refers to this lack of
independence in spatial observation as the maisectar the substitution of spatial

patterns.

Spatial heterogeneitgan be a valuable source of information regargihgnomena
under investigation. It refers to the variationr@hationships over space hence to the
non-stationarity of spatial data. Granger (196€cin Haggetet al, 1977) defines
stationarity as dn assumption that the relationship between vatiid¢be processes is
the same for every pair of points whose relativsipans are the sanieStationarity

is completely unrealistic for spatial related vahes (Granger, 1969, cited in Cliff and
Ord, 1975) and also strongly related to the spalgbendence. Non-stationarity
implies that data is spatially dependant (Hagee#, 1977).
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Apart from these fundamental issues of geographiatd, the literature references a
number of other geographical data characteristiasdommand special handling that

conventional data mining algorithms cannot offer.

Openshaw (1984) refers to an interpolation probkerown as theéModifiable Areal
Unit Problem (MAUP). MAUP is related to the fact that despites tgrowing data
availability some data might be in spatial or temgbcaggregated forms. Simply
stated, the problem arises because different tgpddevels of aggregation can result
in whole different representations of geographm@nomena (Cliff and Ord, 1975).
MAUP causes problems particularly to cluster dédecalgorithms.

The different ways of spatial data representatiioh @another constraint in the usage of
traditional data mining algorithms. Spatial datpey contain not only integers, dates
and strings but also more complex data types ssdmes and polygons Coupled
with the vector representation (points, lines, golys) there is alsaster datawhich

is another common GIS data model.

Since a large number of datasets are collected fatellites, aerial photographs
Digital Elevation Model (DEM) etc., the volume o&td that is stored as qualitative
and categorical raster data is increasing. Addiligproblems are caused by the
enrichment of geographical databases with ill-$tmed data such as imagery and

geo-referenced multimedia (Miller & Han, 2001).

Therefore extracting meaningful and useful inforgratfrom spatial data is not as
easy as from traditional numeric and categoricé.dalthough one popular way to
overcome this difficulty is to convert spatial cooments to non-spatial via feature
selection there is the alternative of finding nead®ls and new patterns more suitable
for spatial data and their unique properties (She&hal, 2001).

Spatial relationshipsalso introduce another level of complexity. Basipatial
relationships between objects such as topologieajaent, inside, disjoint),
directional (above, below, north of) and metricsdhnce) add more to the complexity
of mining spatial data (Shekhat al, 2001; Miller & Han, 2001). Spatio-temporal
relationships also present complexities comparedth@r databases. Data in non-
geographic databases can be represented in amation space meaningfully as

points. Geographic data represented as points cftedt the data mining process
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adversely due to measurement artefacts. Furthddgms relate to the complexities
that arise in object transformations over time @ngeographical relationships such as

distance, direction and connectivity (Miller & Hag001).

In relation to the spatial relationship complexiifiller and Han (2001) introduces
another issue, that ofeographic measurement framework&ithough the most
common measurement framework is topology and gagneensistent to Euclidean
space there are geographical phenomena that digplagrties that behave according
to other topologies and geometries. Such casegdedravel-time relationships in an
urban area, or disease patterns in space andTimeeefore searching for patterns and
trends sometimes benefits from the projection dadato a different information
space. An example of the later can be derived ftansportation systems where
pattern extraction benefits from the projectiontioé data to an information space
whose spatial dimensions are non-metric. Gaheg@fA0(2cited in Miller & Han,
2001) argues that the useful information implicit the geographic measurement
framework is ignored by a number of induction andchine learning tools. Hence,
there is a need to incorporate scalable versiotiseo@vailable analytical cartographic
techniques for estimating appropriate distance oreasand projecting geographic

information into geographic knowledge discoveryl{8ti& Han, 2001).

Finally, geographical datasets can compriskrge volumeof data. This is more
evident nowadays due to the trend to record alraesty transaction across one or
more database management systems depending oppiieaton. These comprise of
data sources that can provide valuable data fdysisaHowever, the volume of this
data expands exponentially (Koperskial, 1998A). To extract valuable information
and perform intelligent analyses from datasets #natlarge and sometimes found
across distributed data sources, new type of dlgos and techniques are required

which capable of handling such volumes of dataiefitly.

Conventional data mining algorithms often make ag#ions that do not comply
with the special features of spatial data. One h#d fundamental assumptions,
especially in statistical based data mining methadhat of independence. Statistical
theory usually demands independent observationgdeéttet al, 1977) while in the

geographical domain that is not the case. This nagBan contradicts spatially
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dependency and ignoring that might result to ineateuor inconsistent hypotheses or
models (Shekhaet al, 2001; Chawlat al, 2000).

Regression modelling is an example of such a tecienilt is commonly used in
econometrics for prediction and complementary modgls required to handle the
spatial autocorrelation when applied to spatiahdamce the basic assumption in this

method is that error vectelis independent.

Dealing with the problem of spatial dependency imegs two main directions
(Haggetset al, 1977). The first is to modify existing models that they can allow
the existence of autocorrelation in the data preeasich is extremely lengthy. The
second is to transform the input data in such weyt the correlation is removed.

After this correction, conventional models coulddmeployed.

Spatial stationarity is difficult be accomplish.d@ise of this global parameters fail to
provide a description of the geographic phenomestoany specific location. One

way to account for spatial non-stationarity is lsyng spatial differencing techniques
(Cliff and Ord, 1975).

2.2.3 Modelling Spatial Dependencies

In the literature, various ways to handle the sppalimension of the examined data in
a data mining model have been proposed. Basedeoarifin of a given technique,
two main approaches can be identified. The firsthis statistical approach and the

second is based on the materialisation of spagiationships.
Statistical Approach

Following the statistical approach to model thetighalependency the most common
practice is the modelling with relation to spatakocorrelation. This is accomplished
by initially quantifying the spatial autocorrelatiof the spatial variables and then
incorporating the outcome to modified traditiontdtistical models (e.g. Regression

models).

A number of techniques that attempt to quantifytispautocorrelation exist. Two of
the most commonly encountered in spatial statiditesature are Moran’s | and

Geary’s ¢ measures (Chawd,al, 2000).Moran’s | is considered as one of the older
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measures to test for autocorrelation and is expdess the form of Equation 2-1
where N is the total number of areas, twe spatial weights and finally, x, and X
are the attribute values for areas i and j and nagtaitbute value respectively (Wang,
2006).

_ NZiZj Wi (% _i)(xj —X)
= (zizj W )zl (Xi _)_()2 Equation 2-1

Moran’s | ranges from -1 to 1, denoting negatived grositive autocorrelation

respectively. Values that approach to O indicageaihsence of spatial autocorrelation.

An alternative to Moran’s | statistic is Geary'shat instead of basing the calculation
on the deviation from the mean it uses the dewatiof each observation with one
another and is expressed as follows (Wang, 2006).

C_(N _1)Ziz]'vvij (X _Xj)2 |
Z(Ziz,- W, )Z. (% — X)? Equation 2-2

Geary’s ¢ ranges from 0, for strong positive autogation, to a value that
approximates 2 for strong negative autocorrelation.the absence of spatial
autocorrelation the expected value is 1.

Both Moran’s | and Geary’s ¢ have been implemeimeseveral GIS or GIS-related

packages such as ArcGIS and Geoda.
Spatial Relationships Approach

Methodologies of this type do not benefit from tinge of statistical techniques to
model the spatial dependencies. Instead the mndedlibased on the direct modelling
of basic spatial relations (Estetr al, 1999). Spatial relations can be grouped in three
broad categories (Egenhofer & Franzosa, 1991):logpeal, metric and relations
based on the partial or total order of spatial ciisje

A topological relationbetween spatial objects is a relation that halgspectively of
transformations of the reference points such asskasion, rotation or scale

(Egenhofer, 1991). Among the several approachesntamlel these topological
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relationships within a GIS context the most prentle considered the 9-intersection

model proposed by Egenhofer & Franzosa (1991).

Their modelling was based on point-set topology #mel notions of interior and
boundary. Within this framework a topological redaship between two pointsefs
andB can be derived from a set of intersections betwhem boundaries, interiors
and complements. Therefore for the two pointsAtsand B, based upon the
comparison of\’s interior (A°), boundary(0A) andcomplemen(A’), with B's interior
(B°), boundary(0B) andcomplemen{B’) the 9-intersectionl{) takes the form of the
Equation 2-3.

0AnodB O0ANB° O0AnB™
WAB)=| A°ndB A°nB° A°nB™* Equation 2-3
AtnoB A'nB° A'nB™

The 9-intersection model realises 8 types of togickd relations between pointsets
that belong to 2-dimentional space. These relatayes A disjoint B, A meets B, A

equals B, A inside B, A covered by B, A containsMcovers B and A overlaps B

(Egenhofer, 1991).

This model is an extension of their previously megd 4-intersection model to
include the relationships of the objects with resp® the embedded space. This
addition allows the detection of objects that arenat completely included by other
objects (Egenhofer, 1991).

Distance and direction belong toetric spatial relationsThe main difference from
the topological relations is that both directiord athistance remain invariant under a
smaller group of transformations. Due to this ddfgiation Frank (1996)
characterises the topological relations as firgellgualification. That is, topological
relations provide a first level classification gbasial relationships which can be
further explained by metric relations.

One characteristic of metric relationships is thair definition can be model specific.
The distance metric, for example, can be defined mumber of different ways. The
most simple is the Euclidean distance, or whenrmedeto curved spaces Geodesic
distance which is the shortest distance betweenpiowats. Depending on the nature
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of the model, other types of distances might be emsuitable like Spherical
Manhattan Distance, Lexicographic Distance or eusa distances that belong to
other spaces like travel time distance which belkonifpe quasimetric space (Worboys
and Duckham, 2004).

In Worboys and Duckhan (2004) the following forrdefinition of a metric space and
therefore a definition of a metric distance is pded. Let S a point set and s, 5.

S defines a metric space when there is a distamcetion d that takes ordered
pairs(s,t) and results a distance that is subgetret conditions.

I. d(s,t) > 0 when s and t are distinct points argjtdé O when s and t are
identical.
il. d(s,t) = d(t,s)
iii. d(s,t) + d(t,ux d(s,u) (Triangle inequality)
Thus, when referring to a distance that belonga toetric space then those three
conditions must be fulfilled. Other distances maynply with some of the conditions
but not all of them. In the case avel timedistance conditions 1, 3 are satisfied but

condition 2 may not be.

The determination of a metric relation in the cadeextended objects is not
straightforward. The definitions that apply in ttesse of point to point relation need to
be extended to express metric relations betweendimd point, line and line and line
and area (Frank, 1996). This is more apparentencise of direction. Since we are
not referring to one point but to a set of pointsne kind of reference must be
introduced in the source object based on whichditextions to the reference objects

will be determined.

There are several proposed definitions for thectima and distance relations. For
illustration purposes here the definitions provitigdEsteret al. (1999) are presented.
The choice was based on the fact that along wiéhttdpological relations these
relations have been used in spatial data miningriigms that are reviewed in the
following sections. Using a generic representatbspatial objects (set of points) to
cover all types of spatial objects (points, polyg@tc.) the above relationships can be
a formally defined as follows (Estet al, 1999).

Let a set of points Points={p1,p2,.....,R} that belong to al-dimensional Euclidean

vector space. Spatial objects can be represente@1®/°™ . In the case of a 2-
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dimensional space and a given pomnt= (p.py), Px and py stand for the X,y co-
ordinates respectively. LeAx(O) := max{|a-px| | 0,p I O} be the x-extension of

objectO andAy(O) := max{|g-p,| |0,p L/ O} the y-extension of objedD.

For a distance function dist between two spatigabO,, O, the distance relation A
distancg.B holds iff dist(O;,0,) ¢ ¢ wherec one of the arithmetic predicates =,<,>

andc a real number.

The directional relationship between the sourceedb{d; and a reference or
destination objecO, is defined based on a representative pointdgpf{ the source

objectO;. This is the centre of a virtual coordinate systehich will be used for the
determination of the direction. For example, inUf& 2-4 the directional relation B
northeastA holds iff Ob O B: b,>rep(Ax Oby, >rep(A)

!j .Fllll:lll'lf.rlll A

7 B
[ .f Beast 4,
: 1 Ceast d

@ D’D D [’ I,* ’__i»‘w )4’ /g

by Adistance ., B A distonee C southeast 4
A distance.- = i} C south 4

Distance Relation Directional Relation

Figure 2-4: Metric Spatial Relationships

(Source: Ester et al., 1999)

Since algorithms of this type rely on the mateseion of the topological and metric
relationships, a distinction can be made basedhenway this materialisation is
performed. Two main directions can be distinguisheghrding the incorporation of
the spatial relationships. In the first directidhis is included in the pre-processing
step allowing in that way the application of tramfital data mining algorithms for the
pattern discovery. The second approach incorpothiess part of the algorithm. The
calculation is on-the-fly and usually is performadwo steps. The first step involves
the determination of spatial relationships at asedevel. The second step refines the

results of the initial step by identifying spatialationships at a finer level.
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2.3 Spatial Data Mining

As presented in the previous sections, spatial detassociated with unique
characteristics that justify its differentiatiorofn non-spatial data in relation to data
mining. These differences relate both to the déiftmeeds and anticipated outcomes
when investigating spatial phenomena and also & néed for modification or

redesigning of data mining algorithms to deal viftbse special characteristics.

This section focuses on spatial data mining andeuts an overview of spatial data
mining techniques. A further emphasis is placedemmniques that belong to spatial
data mining tasks relevant to this research th&patial Classification and Spatial

Dependency Analysis.

2.3.1 Tasks

In this section, the data mining tasks are rewdsiteough a spatial data perspective.
Miller and Han (2001) provides the following degtion of the spatial data mining
tasks:

Spatial segmentatiomcludes the tasks a@patial clusteringandspatial classification
Spatial clusteringinvolves the grouping of spatial objects into skss or clusters
where objects of the same group have similar cheniatics. Such grouping can be
based on any combination of spatial or aspatiaibates of objects or on the

proximity of objects in space or time or both.

Spatial clustering attracted a lot of researchr@ste Research in computer science led
to the development of a number of scalable algmrstlalong with methods for finding
proximity relationships between clusters and spdgatures. On the other hand,
spatial analytical approach is focused on findimgptetical conditions for appropriate
clustering in space and time (Miller & Han, 200Han et al. (2001) classify
clustering algorithms that perform reasonably vesll large geographical databases
into four general categories: partitioning, hieracal, density-based and grid-based

(see Section 2.3.2.1). These algorithms mainly watk numerical attributes.
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Spatial classificationinvolves the organization of spatial objects iqee-defined
classes based on a relevant set of attributestanittbite values (Miller & Han, 2001;
Esteret al, 1997).

Spatial dependency analysigcludes the discovery of rules that predict tladug of
some attributes, which is based on the value dfradktributes. One or more of such

attributes is spatial.

Spatial outlier analysisnvolves the identification of outliers and theadysis of their
properties. Shekhaat al. (2003) define the spatial outlier aa Spatially referenced
object whose non-spatial attribute values are digantly different from those of

other spatially referenced objects in its spatiaighbourhood (p. 140).

Spatial trend detectiordentifies change patterns in relation to the hleaurhood of
some spatial objects.

Finally, geographic characterisationand generalization involves the compact
description of a selected subset of the databaster(EBt al, 2001). Itis a very
important task in data mining since geographic ph@ana often present complex
hierarchical dependencies (Miller & Han, 2001).

2.3.2 Techniques

There is a variety of techniques that can be useatder to perform the spatial data
mining tasks outlined above. An overview of sucbhteques according to their
applicability to those tasks follows. Spatial ciéisation and spatial dependency
techniques are reviewed in depth since they fomnbtisis for the spatial data mining

algorithm used in the developed system.

2.3.2.1 Spatial Clustering Techniques

Spatial cluster analysis is one of the most comshaised techniques in analyzing
spatial data. Due to its popularity and wide agtlibity in geographical research this
area has been widely researched. This popularityals® underlined by the
development of a large number of algorithms. Chusge algorithms appear

irrespectively of the data mining technology. Thesethods usually involve statistical
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approximation or heuristics, due to the requirenerteal with large volumes of high
dimensional data. This type of analysis involves definition and assignment of a set
of classes based on the data’s relative proximitiiivthe information space (Miller
& Han, 2001). According to Haet al. (2001) clustering algorithms can be classified
in the following general groups: partitioning medisp hierarchical methods, density-

based and finally Grid-based methods, which areries] below.

lterative Relocation g 250
Input: The number of clustds, and a database containimgbjects
Output: A set ofk clusters which minimizes a criterion functién
Method: 1. arbitrarily choos& centres/distributions as the initial solution
2. repeat
3. (re)compute membership of the disjaccording to present
solution

4. update some/all cluster centresibdigions according to new
memberships of the objects
5. until no change tg;

Source: Han et al. (2001)

Partitioning algorithms had been very popular ebefore the appearance of data
mining. A partitioning algorithm for a given set & n objects in a d-dimensional
space and an input paraméteorganises the objects inkalusters such that the total
deviation of each object from its cluster centreflam a cluster distribution is
minimised. The deviation point is usually callsdnilarity function (Han et al,
2001A). Representative algorithms of this type #re k-means the Expectation
Maximization (EM)and thek-medoidalgorithms. Although the three algorithmic
methods differ in the way they represent clustéhgy share a similar general
approach for their computations. All three metha@dkopt an iterative relocation
technique (Algorithm 2-6) to find a local optimatentre. However, they differ in the
way they perform steps 3 and 4 and in the critefiamction. One weakness of
partitioning methods is their requirement to spetiiie parametek, and that they fail

to find arbitrarily-shaped clusters (Hahal.2001).

Hierarchical methods are based on the decomposifiargiven dataset by structuring
a dendrogram that can be formed either using threup or top-down approach

(Han et al, 2001A). The bottom-up, or agglomerative approadlially creates
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separate groups for each object. It then merges #doeording to some measures (e.g.
distance of the two centres of two groups). Ondtier hand, a top-down or divisive
approach initially considers every object in thensagroup and then splits them,
based on some measures, until either each objestase cluster or a termination
condition is satisfied. Depending on which approachalgorithm follows they are
classified into two categories: Agglomerative angifive respectively. Examples of
agglomerative algorithms include CURE (Gulea al, 1998), CHAMELEON
(Karypiset al, 1999) and BIRCH (Zhanegt al, 1996). One of the primitive divisive
algorithms is DIANA proposed by Kaufman and Rousse€1990).

Unlike most of the partitioning methods that arsdzhon the distance between two
objects, density-based algorithms are based ondhen of density. Such algorithms
consider clusters as dense regions of objects,hwdnie separated by regions of low
density. Advantages of this kind of algorithms ud# their ability to filter out noise
and discover arbitrary shape clusters (H#aral, 2001A). DBSCAN (Esteket al,
1996), OPTICS (Ankerstt al, 1999), DENCLUE (Hinneburg and Keim, 1998) are
some of the density-based algorithms.

Grid-based algorithms differ in the way they handd¢a. Unlike algorithms that are
index-based, these algorithms adopt a grid-basextering approach using grid data
structures. This result to an increase in efficjeespecially in the case of high
dimensional data, since processing time dependsamthe number of cells in each
dimension in the quantized space. On the other ,hafttitough summarizing
information increases efficiency it increasinglpds effectiveness as the number of
dimensions increases. Typical examples of thisgoayeare the STING (Wanet al,
1997), the WaveCluster (Sheikholeslagtial, 1998) and the CLIQUE (Agrawait

al., 1998) algorithms.

Despite the fact that spatial clustering is an eerily popular technique, cluster
reasoning attracted less attraction. Explaining'wiey’ behind a cluster formulation

Is extremely important and usually remains unansdiein an attempt to enhance
spatial clustering algorithms Knorr and Ng (1996)gomse an algorithm that seeks to
explain the reasoning behind the formulation ofpatial cluster. They based their
method in the calculation of the aggregate proximalationships between the input
clusters and related features. In addition, basedhe extracted relationship they
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identify possible existing ‘commonalities’ amongetkiarious clusters. By the term
commonalities they referred to the discovery ofqfrent specific feature-cluster

relationships in the dataset.

2.3.2.2 Spatial Classification

Spatial classification in its simplest form is tod the function:f : D - L where D

is then-dimensional space of attribute data &nekpresents the set of labels (Shekhar
& Chawla, 2003). Classic data mining techniquescfassification such as regression
or Bayesian classifiers fail to cope with data the¢ not independently generated.

This failure affects the overall classification acacy (Shekhaet al, 2002).

Hence, for spatial data that are characterisedepgdency, classification techniques
that model spatial dependency are needed. Sheklahr(2002) refers to a number of

studies that applied classic classification techegjto spatially dependant data with
not satisfactory results, fact that highlights tieed for spatial handling when dealing
with spatial data.

The logistic Spatial Autoregression (SAR) Model avidrkov Random Field-Based
Bayesian Classifiers are two approaches that imcatp spatial dependence into
classification models (Shekhar al, 2002). Additionally Esteet al. (1997) propose a
classification rule algorithm for spatial data migi Koperskiet al. (1998B) also
proposed another classification rule algorithm. dMerview of the three approaches

along with overviews of the available algorithmidws.
Logistic Spatial Autoregression Model (SAR)

The Logistic Spatial Autoregression Model (SAR)as extension of the classic
regression model that incorporates spatial depemddBased on a SAR model the
class label of a location is depended both on tagsdabel of the neighborhood and
on the feature values (Shekletral, 2002).

In this case, the equation incorporates the dpadjpendencies of the error term or
the dependent variable. In order for this directiglimg of the spatial dependency to
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be achieved, the regression equation can be mddifte follows (Shekhaet al,
2002):

y=oWy+ X8 +¢ Equation 2-4

where W is the neighborhood relationship contiguity matard p stands as an
indicator of the strength of spatial dependencyben the elements of the dependent

variable.
Markov Random Field-Based Bayesian Classifiers

This classification model, bases its estimatiorMarkov Random Fields (MRF) and
Bayes’ rules. Li (1995, cited in Shekhat al, 2002) defines an MRF as a set of
random variables, the interdependency relationsiiipvhich is represented by an

undirected graph.

Bayesian classifiers calculate the probabilityhsd tlass label for a given dataset by

using Bayes’ rule (Shekhat al, 2002):

Pr(X|c.)Pr(c,)
Pr(X)

wherec; stands for the class labels for given data X.

Pr(c, |)() = Equation 2-5

Classification Rules

Classification rules are sets of rules within satlase that work as a classifier. There
are several technigues to derive such classificatides such as entropy-based,
statistical or artificial neural networks (Miller &an, 2001). Esteet al. (1997) and
Koperskiet al. (1998B) provide methodologies for mining classifion rules out of

spatial data. An overview of their algorithms fole
Classification Algorithm by Ester et al. (1997)

This algorithm presented by Ester al. (1997) is based on the ID3 algorithm, an
inductive learning algorithm introduced by Quinlgted in Esteret al, 1997), and
discovers classification rules in order to detemrtine class of an object based on the
values of its attributes. ID3 algorithm was desajfier relational databases, taking

into consideration only the attributes of the objex be classified. It adopts the
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strategy ‘divide and conquer’ and bases the selectf attributes upon the

information entropy (Quinlan, 1993, cited inétial, 2000).

This extension for spatial databases considersthsattributes of the neighbouring
objects introducing the concept of neighbourhoaapbs to explicitly represent those

implicit neighbourhood relations relative to thasdification task.

Ester et al. (1997), define a generalized attribute for a nedmithood path
p=[04,....,a] as a tuple (attribute-name, index). In their digon, index refers to a
valid position of an object;@ex Within the neighbourhood path that has the pdgicu

attribute. Attribute-name is the name of that bitire.

Furthermore, this classification algorithm allove® input of a parameter max-length
and a predicate. Max-length limits the length ofghbourhood path since the
influence of neighbourhood objects and their afitils decrease with the increase of
distance. The input of the predicate focuses tlaecheof classification rules on the

objects fulfilling this predicate.
Classification Algorithm by Koperski et al. (1998B)

Koperski et al. (1998B) propose a methodology that enables thssifieation of
spatial objects based on aggregated values of painak attributes for neighbouring
regions and spatial relations between objectsateatepresented as spatial predicates.
The objective of this methodology is to mine ruthat group together objects that
share the same class label.

The classification is based on four different typésdlata: Non-spatial attributes of the
data objects, spatially related attributes with-spatial values, spatial predicates and
spatial functions. Along with the set of objectdarther spatial objects with non-
spatial attributes, two other inputs are also nexglii () geo-mining queries that
specify: the objects that will be used in the dfasstion, the predictive attributes,
predicates and functions and finally the attribygeedicate and function used as a

class label; and (b) a set of concept hierarchies.

Deriving spatial predicates and functions from dza be quite time consuming. To

overcome that, a two-step approach is adoptedallgjt rough computations have
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been performed and then refined calculations irimglvnachine-learning methods
applied only on the promising patterns. After tloenpletion of this step, predicates,

functions and attributes are defined for each dhject of the sample.

oID high_profit | Predicates

1 Y sum_population(x, MEDIUM), avg_income(x, SMALL),ade_to(x,
park), close_to(x,water)

2 Y sum_population(x, LARGE), avg_income(x, MEDIUM) osle_to(x,
park), close_to(x,water)

3 N sum_population(x, MEDIUM), avg_income(x, LARGE) osle_to(x,
park), close_to(x,water)

4 N sum_population(x, SMALL), avg_income(x, MEDIUM),ade_to(x,

park), close_to(x,water)

5 N sum_population(x, LARGE), avg_income(x, LARGE), s® to(x, park),
close_to(x,water)

Figure 2-5: Example of generalised predicates

(Source: Koperski et al., 1998B)

The next step involves the search for the optimumifeb size to calculate the
aggregation values for all the relevant attribufdter the completion of this step the
building of a set of predicates that describe aE tobjects based on relevant
predicates, functions and attributes follows. Whexery object is described, the
generalisation of these sets of predicates, baseda chierarchical concept, is
performed. Finally, the binary decision tree isateel using an ID3 algorithm
(Quinlan, 1986, cited in Estest al, 1997). Figure 2-6 presents a sample output
decision tree based on data shown in Figure 2-5.

—» high_profit=N

TRUE
avg_income (x, LARGE)
TRUE
close_to (x, water) FALSE
—— > high_profit=Y
FALSE

—— > high_profit=N

Figure 2-6: Example decision tree

(Source: Koperski et al., 1998B)

2.3.2.3 Spatial Dependency

The most prevalent technique to perform the spadeglendency task is through the

discovery of spatial associations. In the literatutwo main directions in the
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association rule mining algorithms can be iderdifie€Co-location mining and
Reference feature based mining. An overview of éhego types of algorithms

follows.
Co-location Algorithms

Co-location mining involves the identification opatial events that frequently co-
occur within the geographic space. Figure 2-7 iseaample dataset where the
problem of co-location mining can be applied. Thare two subsets of events that
frequently occur together within their neighbouriahat can be identified in this

sample and are indicated by the blue and red eflips

Co-location Patterns — Sample Data

Figure 2-7 : Example of co-location patterns

(After: Shekhar & Chawla, 2003)

The problem of mining spatial co-location rules ¢@nformally described as follows
(Yoo & Shekhar, 2004): LetE = {e1, . . ., @}, be a set of Boolean spatial events,
S={i1, . . ., h} a set of their instances aRdh neighbour relation ov& A co-location

C is defined as the subs€t £ E whose instancek € S form a clique based on a

relationR. Let C; ,C, be subsets of s& andC, N C, = [1. Using these definitions a

co-location rule is an expression of the fd@n- Cy(p, cp)wherep andcp represent
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the prevalence measure and the conditional prababgispectively. The conditional
probability Pr(C4/C,), is the probability of the instan& to be found in an instance

of C;. As a prevalence measure of the co-location thecgaation index Pi(C) is used

and is defined as thmainge C{Pr(C, g)}where is the participation ratio for event type

g in a co-locatiorC andPr(C, g) is the fraction of instancex g which participate in
any instance of co-locatidd.

As described in Section 2.1.3.1, association rutenyg is applied to data organised in
transactions. In the case of co-location miningngeetions are not clearly defined,
therefore a way of partitioning the spatial databasust be found and applied.
Geographical space is continuous and unless implogdtie problem, there are no
reference points to relate with and form the tratisas. As a result, research on co-
location mining has been focused on the issue ditipaing the spatial database

without compromising the accuracy of the outcome.

Unless it is embedded in the problem itself, partihg continuous space into
transactions is challenging. The partitioning ok tlontinuous space must be
performed in such way that the splitting of co-lima patterns across different
transactions minimizes the risk of splitting patgeracross transactions (Yoo &
Shekhar, 2004).

Two main issues arise: find an efficient way totiian the space and also keep track
of the relationships that are across partitionsieBe partitioning methods can be
adopted and used in the case of the neighbourlmangdactions. Such methods include
the use of grids, maximal cliques, max-cligue aggdoative clustering, min cut
partitioning etc. (Yoo & Shekhar, 2004).

Morimoto (2001) proposed a methodology for co-lamajpattern discovery or in his
term, discovery of frequent neighbouring class.skis approach makes use of a
‘nearest’ grouping function based on Euclideanadiisé for the space partitioning and
the identification of the neighbourhoods by condging a Voronoi diagram. The
problem with this partitioning method is that it ynamit relationships that exist

across the partitions.
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Yoo & Shekhar (2004) propose a partial join apphodwat reduces the number of
joins in order to identify those instances whereirthelationship is cut apart across
transactions. For the partitioning of the space dhe materialisation of the
neighbourhoods the clique partition method propdsethe authors is used.

In 2006, Yoo & Shekhar proposed another algoritiomco-location pattern mining

that does not require a join. In this work, theggose a star neighbourhood partition
model for the materialisation of the neighbourhood$eir co-location mining

algorithm operates in three stages. In the fiegesthe input spatial data form a set of
disjoint neighbourhood graphs. In the second pliasestar instances (candidate co-
location instances) are gathered and coarselyddtbased on their prevalence values.
Finally, the third phase filters the co-locatiorstances from their star instances and
finds prevalent co-locations and co-location rulEse second and third phases are

repeated for each increment of the co-locatiorepatsize.
Reference feature based

Unlike co-location algorithms, reference featursdshalgorithms follow the general
structure of association rule mining and base thle extraction on transactions
created in relation to reference points. Algorithmhshis type have been developed by
Malerba and Lisi (2001), Koperski and Han (1995) &avinov (2003). An overview
of these algorithms follows.

SPADA (SPatial PAttern Discovery Algorithm)

Introduced by Malerba and Lisi (2001), SPADA algfum is based on inductive
learning programming (ILP) that enables the exiaciof multi-level association
rules. Multi-level association rules allow the splatobjects to be at different
granularity levels.

Koperski and Han (1995)

This algorithm introduced by Koperski and Han (1985designed to uncover strong
spatial association rules in geographical infororatdatabases. To do so first they
introduce the concepts of spatial association yglgsport and confidence. They
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define a spatial association rule as:
Pll:' ..... DPm bd Qll:' ..... EQn (C%)

where at least one of the above predicates isad@attl a c% of the objects that satisfy

the antecedent of the rule will also satisfy thesamuent of the rule.

The algorithm consists of five steps and requiresirgput a database (spatial,
relational, concept hierarchies), a query and lignao thresholds (minimum support,

minimum confidence). These five steps can be suisgthas:
Step 1: Collection of all task relevant object®iohe database (spatial query)

Step 2: Extraction of neighbourhood objects andestd predicates that describe the

spatial relationship into relational database.

Step 3: Computation of the support for the preégdfrom step 2) and filtering of
those that are below the thresholds.

Step 4: Refined computations on the predicatesradatan step 3
Step 5: Generation of the association rules atipt@lconcept levels.

According to Koperski and Han (1995), among thergjest advantages of their
approach is the fact that the mining process isctidd by the user and its efficiency.
Malerbaet al. (2002) on the other hand, they argue that thisaggh suffers from

limitations related to the method’s single-tablsuasption.

This algorithm has been implemented in the Geoeaatswy module of GeoMiner
spatial data mining system (see Section 2.3.3)eXension of this algorithm to deal
with uncertainties that may exist in spatial daga ®e found in Clementiret al.
(2000). Esteret al. (1997) also use this methodology to apply theigmeourhood

graphs for the discovery of association rules.
Optimist (Savinov, 2003)

The Optimist algorithm has been introduced by Sawvirf2003) and has been
implemented into SPIN! spatial data mining systee(Section 2.3.3) as one of its
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components. The input of data is facilitated byPdN8 query component and rules are

stored in the rule base component.

Savinov argues that the strength of this algorifiea on the extraction of highly
expressive multiple-valued rules by only one pagsrdhe data and also on its

efficiency.

2.3.2.4 Spatial Outliers

Shekharet al. (2003) broadly classify the outlier detection noeth into two
categories: One-dimensional (linear) and Multi-dnsienal. Figure 2-8 demonstrates

the proposed classification.

Outlier Detection Methods

One Dimensional(linear) Multi Dimensional
Frequency distribution Homogeneous Bi-partite dimension
Over attribute value Dimensions (spatial outlier detection)
Graphical Quantitative
Variogram Cloud Moran Scatter plot Scatter plot Spatial statistic

Z s(x)

Figure 2-8: Classification of Outlier Detection Methods
(Source: Shekhar et al., 2003)

One-dimensional methods include distribution-basgdorithms also known as
discordancy tests. Multi-dimensional methods aréhér classified as Homogeneous
and Bi-partite dimension (Shekhast al, 2003). In addition to the above
classification, Ng (2001) classifies outlier detecttechniques into four categories:
noise-based, distribution-based, depth-based atandie-based.

The above classifications are overlapping. Whdowed is a combined review of the
work of both Shekhaet al. (2003) and Ng (2001).
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Noise-based Algorithms

This category includes algorithms that, although exxlusively designed for outlier
detection, are nevertheless capable to designataircelata objects as noise and
therefore as outliers. Hence, detection of outliersot the main task of these methods
but a by-product.

Algorithms of this type can be drawn from sevemdhinique groups, such as from
robust estimation and data clustering methods.example, in case of partitioning
clustering algorithms (k-means, k-medoids etc.),adpect is characterised as an

outlier if its removal results in more tight cluste

Identification of outliers through their characsation as noise underestimates the
importance of outliers. Techniques that are designecarry out a specific task, base
the definition of an outlier on their task, resudfito outliers that may not be suitable

for the application.
One-Dimensional

Unlike noise-based algorithms, distribution-baségbrithms are specially designed
for outlier detection, basing outlier definition dhe value distribution within a
dataset. Considering that values of a datasetwodostandard distribution, outliers

can easily be defined and can also have an indicafitheir strength.

For a normal distribution value v is labelled asoalier when it is out of the range

K +30 where 4 and g are known mean and variance respectively. Digiobu

based outlier definitions are also known in stetsstinder the term discordancy tests.

Advantages of distribution-based algorithms aret they are straightforward and
their ability to give indication on the strength thfe identified outliers. The main
disadvantage of this method is related to the aggamthat the distribution within a
given dataset is known. In cases when a distribusanot known, the application of
distribution-fitting usually contributes in overcamg the problem. Although
distribution-fitting might solve problems of unknowdistributions, it has the
following shortcomings. The first relates to thetfséhat not all distributions fit on

standard distributions. The second is that it nsetconsuming in terms of conduct.
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Another disadvantage of distribution-based appresctelates to their inability in

general terms to handle high dimensional data asafeographic data.
Multi-Dimensional

This group of algorithms can be further classifiei Homogeneous Dimensions and
Bi-partite Dimension methods. Homogeneous dimerssioathods include the depth-
based and distance-based algorithms. Depth-bagedaamhes are based on the notion
of data depth. Data is organised in k-dimensiopake and is being represented as
points within that space. A depth is applied todiéda object based on the location of
the data. In such approaches, data objects withl stepth are more likely to be

characterised as outliers.

Due to the fact that outlier definition is baseddata depth, these approaches can be
further classified depending on the definition @ftal depth they use. Examples of
such definitions include convex hull peeling de(RPheparata and Shamos, 1988) and
Tukey depth (Tukey, 1975, 1977) both cited in NQQP). Tukey depth is more
sophisticated and popular than peeling depth.

Distance-based algorithms are based on distanceiatndbution. Knorret al. (2000,
cited in Ng , 2001) characterise an O as a DB(poudjer if at least p per cent of the
other objects are of distance D from O. Distance-based algorithms are more
efficient than other algorithms even in the casdaoje dimensional data and are
computationally more tractable than depth-basebieosit Furthermore more distance-
based algorithms can be conducted in such wayetimires that the dataset is read no
more than three times. That is very important isecaf large datasets. Another
advantage of these algorithms is that apart framdbntification of outliers they also
provide an explanation of why a specific outliereisceptional, contributing to the
validation of the resulted outliers and to the ustdnding of the data. A main
disadvantage of distance-based algorithms is steing dependency on the existence

of an appropriate distance function e.g. weightadiBean distance.

Similarly, Bi-partite dimension methods are of tkinds: Graphical and Quantitative.
The Graphical techniques are based on the dataligation for the identification of

the outliers. Among them are the variogram-cloud loran scatterplot. Quantitative
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techniques provide a precise test to distinguish gpatial outliers. Quantitative

techniques include scatterplots and spatial stafsf) (Z-score).

2.3.2.5 Spatial Trend Detection

Trend detection usually involves the use of regoessechniques or the use of
sequential pattern extraction techniques. Regreswohniques include linear and
logistic regression analysis and are usually costinith filtering techniques such as
stepwise regression. One can note that often detkater the strict regression
assumptions. When that is the case, violationsemsecrucial if estimated parameters
are used to predict, rather to explain phenomelile( & Han, 2001). Pattern
extraction methods are used to explore time setas. Hence, they search for
temporal correlations or pre-defined patterns s#magle temporal data series (Miller &
Han, 2001).

An example of a spatial trend detection algoritterthiat proposed by Estet al.
(1997). This algorithm is designed to discovergras of change of some non-spatial
attributes in the neighbourhood of some databageiobtarting with an objeat. For

a specified attribute both the local changes motaniipe neighbours and the distance
to these neighbours are calculated. The trend biggcoo is identified by applying a
linear regression to the pairs of changing valustadce. For correlation coefficients
larger than a specified threshold, the trend otciyp is the slope of the resulting

linear function. For smaller coefficients, no traacpplied oro.

2.3.2.6 Geographic Characterisation and Generalis  ation

For generalization and characterisation, technigsesh as summary rules and
attribute-oriented induction are used. Summary sridee relatively small sets of
logical statements that condense information caethin the database (Miller & Han,
2001). One type of such a rule is the characteoizatule. Klosgen and Zytkow

(1996) cited in Miller & Han (2001) define charaasation rule as: an assertion that
data items belonging to a specified concept haatedtproperties, whemnceptis

some state or idea generalised from particulaaintss.
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The characterisation algorithm proposed by Esteal. (2001) is designed to mine

characterisation rules from spatial data based hen doncepts of neighbourhood
graphs and neighbourhood paths. Initially the algor selects a small set of target
objects based on a criterion condition and thenaedp this selection around the
target points by selecting also the regions forcwhhe distribution of values differs

from the distribution in the whole database. Aftez final selection the generation of
the characterisation rule that describes the taigtet objects follows. The generated

characterisation rule is expressed as:

Target= p(ny, freq-fag)ll.... Opk(n, freq-fag)

Where for all target objects extended byneighbours, property; fis freq-fag times

more or less frequent than in the database.

Attribute-oriented induction is another powerfutheique that can be applied to the
Geographic characterisation and generalisationstask spatial data mining. It
involves the hierarchical aggregation of data lagtes by compressing data into
generalized relations (Miller & Han, 2001). Datayegpgation is based on background
knowledge. Background knowledge is representetierfarm of a concept hierarchy
(Miller & Han, 2001), which can be derived, eithBom experts or from data

cardinality analysis (Han and Fu, 1996).

An attribute-oriented induction has been impleménte DBMiner data mining
system on top of which GeoMiner (see Section 2.3.8)plemented. Let al. (1993)
provide such technique extended for generalisdiesed knowledge discovery in
spatial databases. For the construction of the dradkd knowledge two types of
concept hierarchies are created: thematic andaspBtised on those hierarchies, an
induction is performed by summarising the relatiops between a spatial and

aspatial attributes at a high concept level.

2.3.2.7 Spatial Associative Classification

Following the example of developing hybrid data imgntechniques there is also
some research on the integration of spatial assaciaule mining and classification
towards the development of spatial associative siflagtion algorithms.
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Representative algorithms of this type are the SBARjorithm (Haret al, 2001B)
and the algorithm proposed by Cetial.(2004).

SPARC algorithm operates in two steps. Spatiakicglahips are pre-calculated and
stored in an information-associated spatial jogtei structure that is used as an input
for the algorithm. The first step involves the digery of the classification rules while
the second step results the classification modstdban the extracted rules in the first
step. The classification rule mining is based omAgniori—like algorithm while the
construction of the classifier is based on a dasgion rule sorting scheme that

removes rules that have lower precedence and doonet any additional cases.

Unlike SPARC, the algorithm proposed by Cetal. (2004) is not based on Apriori
for rule discovery. Instead, this spatial assoegatlassification algorithm is based on
the previously developed SPADA algorithm (Lisi & Miba, 2004) and a multi-

relational naive Bayesian classifier.

2.3.3 Existing Systems

The need for the development of new tools that efiliciently handle spatial data
have been underlined, in this chapter. Althoughumlmer of data mining tools exist
(Intelligent Data Miner, MineSet etc) they mainlgctis on the prediction and
modelling of customer-buying behaviour through gsi@lg commercial datasets.
Therefore their usefulness will be limited, if appble, in a GIS context where

pattern recognition is more often the case (Opemsh@99).

Apart from the fact that most of the developed d@®pecialise in prediction and not in
pattern discovery, there is an additional reasow thibere is a need for new methods
and tools that take into consideration the datgimsi That is the nature of the
geographical data itself. Ignoring the special abtaristics of geographic data is risky

and might produce misleading results.

To date two spatial data mining prototypes havenbeeveloped: GeoMiner and
SPIN! These packages are examples of a holisticoapp in the design of such
systems. It should be noted that limited type odtisph data mining functionality

(mainly spatial statistics procedures) is readitgikable and is also incorporated into
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mainstream GIS packages. An example of such fumality is the Spatial Analyst

module of ArcGIS software.

GeoMiner is a knowledge discovery system prototypat was designed and
implemented at the Database Systems Research tafypran Simon Fraser
University in 1997. It is an extension of their atbnal data mining system
(DBMiner). It is developed on the top of DBMiner danits general architecture
consists of:

I Graphical User Interface for interactive mining

ii. Seven discovery modules: Geo-characteriser, Geoefetsr, Geo-
comparator, Geo-classifier, Geo-cluster analysexp-Bredictor and
Geo-pattern analyser.

ii. Spatial Database server which includes Mapinfodasibnal 4.1

\Y2 Data cube mining engine

V. Data and knowledge-base

Algorithms implemented in this prototype such as toperski and Han (1995)
algorithm for association rule mining in the geos@siator module, have been

reviewed in previous sections.

The SPIN! Project (2001-2004) was funded by theopean Commission and
involved the development of a web-based spatiad daihing system by integrating
GIS and data mining functionality. The general @edture of SPIN! is a n-tier
Client/Server-architecture based on Enterprise JBeans that includes client,
application server, database server (s) and optyooampute servers. SPIN! can be
considered as an integrator of already existedntdolgies. These include: Descartes
(visualisation based data mining system), Lava/Mad@lS), GAM (Geographical

Analysis Machine- Exploratory Spatial Analysis T®)ahnd Geoprocessor and Kepler.

2.4 Summary

In this chapter the general concepts of knowledgeodery and especially their
application to the geographic domain have beenudssd and identified as an

appropriate research area. Knowledge discoveryonventional databases is a well
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documented and recognised area. Although knowlatigeovery in geographical
databases is a relatively new area, it has enjatéehtion from the academic
community. Today, the academic community has ifiedtiGeographical Knowledge
Discovery as a new but important, exciting, and atgit field that is quickly
becoming a useful tool in geosciences (Miller, 20G&hegan, 2001; Estet al,
1997; Fayyackt al, 1996B; Kopersket al, 1998A; Esteet al, 1999).

Many researchers argue that this is an emergingarels domain which can
potentially lead to compelling results. In the raire, several areas that need
elaboration have been identified (National Reseaohincil, 2003; Turner, 2002;
Miller & Han, 2001; Buttenfieldet al, 2001; Estert al, 2001; Openshawet al,
1999; Koperskiet al, 1998A). Among them is mainly the handling of tgecial
characteristics of spatial data and the successfegration of knowledge discovery
and Geographic Information Science stand out ag preymising areas (Koperskit

al. ,1998A; Yuaret al, 2001; Miller, 2004).

A typical knowledge discovery process involves fhvasic steps: (1) Selection, (2)
Pre-processing, (3) Transformation, (4) Data miniagd (5) Interpretation /
evaluation. Data mining is a key component in tpr®cess and involves the
application of algorithms that enable pattern digcg. Common data mining tasks
include: Segmentation, Dependency analysis, Dewviaind Outlier analysis and
Generalisation and characterisation. As knowledgeogery is a complicated and
multidisciplinary process, there are various teghas one can use, depending on

which outcome is anticipated and the perspectiggtbblem is approached.

The hybrid technique of associative classificatias been selected as being most
appropriate in the context of this research. It boms two data mining techniques,
association rule discovery and classification. Aswakssed earlier, recent research has
shown that such rule-based techniques present @&erunf advantages, such as
improved accuracy and understandability, when coatpato other classic
classification approaches.

Given that these techniques have been developednéorspatial data their
applicability to spatial data has been investigated the case of geographical

knowledge discovery additional considerations waiseussed related to the special
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features of spatial data. Spatial dependency aatlafheterogeneity are two of the
main features of geographical datasets that maifigct statistical based techniques.
Other complexities include the MAUP, spatial dagpresentation issues, spatial

relationships and the geographic measurement framnksw

Conventional data mining algorithms often make agdions that do not comply
with the special features of spatial data. Ignotiilngse unique characteristics of the
data may result to erroneous and misleading restiisrefore effective modelling is

required.

A number of spatial data mining techniques thathapp the various tasks of data

mining have been identified and reviewed. Two ndirections in the handling of the

spatial dimension, within the spatial data miningdels, have been identified. The
first is the statistical approach that deals wita modelling of spatial autocorrelation.
The second approach involves the direct modellihgpatial relationships such as
topological and distance relationships. The lattes selected as being the most
appropriate approach to model the spatial depemekendthin the chosen data mining

technique.
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3 Property Valuation

In the previous chapter, the crucial role of baokad knowledge of the application
area as guidance to the whole process of knowlddpovery was underlined. In

this chapter, a detailed account of the propertyateon area is given. In the first
part some general property related concepts argepred. This is followed by a
reference to the main factors that affect the ptgperices. After introducing these
general aspects, in the following section the comproperty valuation methods and
techniques are summarised. The following sectioesgmts the theoretical
background that formed the basis for the incorpomnadf the spatial element into the
valuation modelling. In Section 3.6, the most ptertatechniques are being revisited
by examining the location element and how it imeiandled in the literature. The
final section examines the way GIS technology cantrdbute in the modelling of

location and concludes with the presentation of fexamples of its application in

property valuation research.

3.1 Property Market

The property market consists of a number of diffesaibmarkets in which different
operations are taking place. Submarkets can benetkfas sub-areas within the
broader market area that stand out in some impovtag (Thrall, 2002). A general
rule is that members of each submarket should sbiandar characteristics and
therefore have a large degree of similarity. Acowglty, members of different
submarkets should differ at least on the segmemtatriteria. Following this, the
physical definition of a submarket is accomplisheduch way that minimises the

variation amongst the members.
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Examples of submarkets include submarkets baseitheotype of landuse such as
residential and industrial or submarkets basedemy@phical location. It is apparent
that the smaller the sub-market is, the greatersthelarity - although extremely

specialised criteria may lead to an inadequatelallsmumber of members that
cannot support valid analyses. Therefore identibica of submarkets is heavily

dependant on the type and scale of analysis.

Property markets are characterised by imperfectBasic conditions required by
economists to be satisfied so that a market tohagacterised as perfect include:
willingness to buy and sell (many buyers and se&lleperfect and complete
information availability; and homogeneous produevgns, 2004). In that aspect,
property market differs from many other marketg.(a. stock exchange market) in a

number of ways that stem from the unique featufgsaperty.

Property has unique characteristics that reflecthencomplexities associated with
property-related decisions. These characteristio® lbeen depicted by a number of
researchers as follows (Stapleton, 1989; Ansefie81Meen, 2001):

Heterogeneity A property can be of several types (residenti@aimmercial) and also
have a number of operations associated with it. (@egsonal accommodation or
letting).

Locational fixity: Properties are immobile and permanently fixed tocation. This
introduces extra considerations in the form of exkfactors that need to be taken

into account to adjust the price difference of othge identical properties.

Durability: Property stock is characterised by longevity. lifis-time cycle is far
longer than other commaodities.

Supply: Supply is associated with high cost, while thepoese rates to sudden

changes in demand are quite low.

3.2 Property Value

In economic theory there are three criteria tharaduct or a factor of production

must satisfy in order to have a cash value (Turb@r7): it must have utility, it must
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be capable of ownership and finally it must be tediin supply. It is apparent that a
‘property’ fully complies with all these requirentsn

Two main directions can be distinguished in ecomotheory, related to the value
formulation: the classical and the neo-classicéds§ical economists such as Smith
and Ricardo considered value in relation to lab8&unith (1776) refers to that aspect
by stating that fabour is the real measure of exchangeable value abf
commodities Ricardo (1817), in accordance to the classichbsl, in his theory of
explanation of the rent formulation, states thateékchange value of all commodities
iIs not regulated by the less quantity of labourfisaffor their production due to
highly favourable circumstances but by the gregteantity of labour required for
their production in less favourable circumstandasother supporter of this theory

that relates the value of a commodity to the lalveas Karl Marx (Marx, 1867).

On the other hand, neoclassical economists refgstrélation and argue that the
value of a commodity is a measure of its desigbilHence, the value is directly

depended on market forces and the supply and demaokanisms.

To make the abstract term ‘value’ more tangiblethe case of property value,
several definitions have been proposed. It hasetontited that due to the high
dimensionality of the property there is no one geheéefinition that applies to every
case. In their majority, definitions are case sfie@nd in relation to the general
functions of a property e.g. personal accommodaBased on that, two main types

of property values can be distinguished: marketrantal value.

A number of definitions regarding the ‘market valoéa property existLawrance

et al. (1971) define market value or price value of atipalar interest in landed
property as the amount of money a willing and gholechaser is giving to obtain that
interest at a particular time. Moreover, Pagowstzal. (2003) define market value in
relation to the assumptions that have been madstimating the exchange price of a
property if it were to be sold in the open mari&ich assumptions include the nature
of the legal interest, the physical condition of froperty and also all the potential

purchasers in the market.

What is apparent in both definitions is that valsesubjective. In the second
definition for example, the estimation is basedaesumptions regarding a number of
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factors. That alone introduces subjectivity in treduation and strongly relates the
accuracy of the valuation to the accuracy of thessumptions. Given that valid
valuations assume accurate estimations of a mamdee, a commonly accepted

definition of market value is necessary in ordeensure consistency.

The International Valuation Standards Committee S@Y set a conceptual
framework and introduce the following definition wfarket price’Market value is
the estimated amount for which a property (or Aésetmore general cases) should
exchange on the date of valuation between a willimger and a willing seller in an
arm’s length transaction after proper marketing wéia the parties had each acted
knowledgeably, prudently and without compulsioniIGR, 2003).To clarify the
above definition a description of the conceptuahfework of each element of the

above definition is presented in Table 3-1.

On the other hand, rental value relates to anqtfagerty characteristic that not only
can be used for personal accommodation but alsantbe a source of income.
Following this, the rental value can be definedetation to the expected income a

property will produce.

Property value estimates are required for variaupg@ses. Among the occasions that
might require the estimation of the market value @ackmin, 1994): mortgage
purposes, auction sales, compulsory purchasesaangurposes. Although market
value based valuations are common practice amangrder of jurisdictions, there
are others that they adopt a rental value appradaciexample of such an approach is
the UK’s property local taxation system for bussessand non-domestic properties
based on rating. Rating bases the assessment estiarated rental value (Dale &
McLaughlin, 1988).

Finally, apart from market and rental value these another estimate that is
commonly used within the context of valuation, tbétthe asking price. Mackmin

(1994) defines asking price as the price suggdsyea seller guided by an agent in
order to stimulate the market and provide the basisegotiations. Therefore asking
price is often higher in comparison to property’arket value because it is subject to
a seller's personal interests. In cases that theatian has been made by a qualified
valuer, asking price and market value are equalckven, 1994). Cheshire &
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Sheppard (1995) refer to the asking price as a ggumoximation to the market
price in a stable market.

Term Description

Is the amount payable for the property expressed in the local currency.
The Market Value, according to the standard, is the most probable price
that can be obtained in the market at the date of valuation. This price is
‘The estimated amount’ the best price that the seller can reasonable obtain and the most
advantageous price the buyer can reasonable obtain. Inflated or deflated
estimations due to special arrangements or circumstances are excluded

from this estimate.

Emphasises the fact that this is an estimate and not a predetermined or
‘a property should exchange’ .
actual sale price.

Market Value is time-specific and subject to any market changes.
) Therefore this estimate reflects the market state at a given time.
‘on the date of valuation’ ) o
Consequently this definition assumes that there is simultaneous exchange

and completion of the transaction.

Refers to a buyer who although motivated is not determined to buy at any
‘between a willing buyer’ price but to buy in accordance to the real state of the market and not

higher than it requires.

Accordingly a willing seller is one who is motivated but not forced to sell
- at any price and neither prepared to wait for a price that is not reasonable
‘a willing seller’ . .
in the current market. The willing seller agrees to sell a property at the

best obtainable price after appropriate marketing.

Refers to transactions that the involves parties have no particular or
‘in an arm’s-length transaction ’ special relationship that may result to a price that doesn't reflect the

market.

Refers to the pre-valuation period where the property would be presented
) to the market in such way that can obtain the best price. The duration of
‘after proper marketing’ ) ) .
this exposure may vary according to the market conditions but must be

enough so that can attract sufficient number of potential buyers.

Assumes that both parties act for self-interest and are informed about the

. . characteristics and potential uses of the property and the state of the
‘wherein the parties had each acted . .
valuation on the date of the valuation. Prudence relates to the state of the
knowledgeably, prudently’ ) )
market at the time of the valuation. A prudent seller or buyer acts based

on the best market information available at the time.

. . Refers to the fact that both parties are motivated and willing to go ahead
‘and without compulsion’ . .
with the transaction but not forced.

Table 3-1: RICS Valuation Framework (After RICS)

3.2.1 Property Value Determinants

The market value of a property reflects a rangepbjsical, locational and
neighbourhood factors (Longlet al, 1996). These factors that affect the value of a

property can be classified into two categorieseexl and internal (Goodall, 1977,
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cited in RICS 1999; Dale & McLaughlin, 1989). Exdemg this classification,
internal factors include physical attributes anghleactors that relate to the property
while external factors include location, econona &ocio-economic factors (Dale
& McLaughlin, 1989; Wyatt & Ralphs, 2003). One dtfetfirst references to this
distinction can be found in Marshall (1890) whenragers to the site and situation
value of an industry and how industries’ advantagedations (e.g. proximity to
road network, proximity to labour market) incredlse value in the case of similar
sites. Similarly, Wilkinson (1973) speaks about Hiwg-specific and location-
specific factors. Also Lawranc al. (1971) refer to two main factors that affect the
value of the residential properties: accommodataod situation. They further
analyse the impact of location to the value of pineperty by classifying location
factors into concrete and uncertain. Concrete faatan be considered time to travel
to work and proximity to amenities, while an exaepf uncertain factor is fashion.
A more detailed account of both the internal andemal value determinants

depicted in Table 3-2 follows.

Internal Factors

Physical Factors Legal Factors
Structure
Condition
Design / Character Leasehold
iliti Freehold
Facilities
Topology / Geology

External Factors

Location Economy

Topology / Geology
Proximity to Transportation / Amenities / Public
Services / Non-residential Landuses
General Infrastructure
Environment (e.g. Pollution/Noise levels)
Socio-Economic Profile (e.g. Crime levels,
Deprivation)

Local-Central Government policies
General Economy State

Table 3-2: Value Determinants

Physical attributes include information about the and the building, in other words
are attributes that describe the specific landgla&ite characteristics such as shape,
size along with site qualities like the presenceyden space are important to be
taken into account. Building related attributesttiffect value involve design,

accommodation, construction and current conditigladgkmin, 1994). Follain and
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Jimenez (1985) classify physical characteristid® itwo categories: living space
attributes and structural quality. Living spaceiltites include attributes such as size
and number of rooms while the structural qualityilaaites refer mostly to quality

measures.

The second set of internal factors relate to tlyallstatus of the property. The type
of legal title of a property is considered to bes af the strong determinants of
property value, hence legal considerations areirst priority (Mackmin, 1994).
Freehold and Leasehold are the two principal istsre@n land or buildings in
England and Wales although there is also the opfaa life interest in a particular

property or parcel of land.

Freehold is the largest legal estate in land omehtdd. The main characteristic of
this title is perpetuity. Owners of such title hdke right to occupy and use the land,
transfer the title in whole or partially and finalio create interests such as periodic
tenancies, leaseholds and interests. Leaseholtieasther hand is for a definite term
of years, subject to the payment of an annual aadtto the covenants contained in
the lease (Lawrencet al, 1971). Traditionally, a lease holds for 99 or 9@8rs. In
such cases, key role in the formation of the valag also the terms and conditions
in the lease (Mackmin, 1994).

External factors are equally, if not more, impottéactors comparing to internal
factors in the sense that they can affect the valueproperty in numerous ways but
because their influence is externally driven, thame no ways to avoid or modify
them. In the case of economic factors, one of thetimportant issues involves the
state of property market at the time of the traisacProperty market can be easily
affected by actions of both the National and Lo&bvernment. Common
governmental acts that have impact on the valuallysielate to planning (zoning),

public goods, environmental regulations and taxgpiolicies (Thrall, 2002).

Another example of external influence is socio-esoit factors that relate to
neighbourhood quality aspects in terms of ethnicitsime levels, culture etc.
Property values in areas that are targeted as prigfile areas are higher when
comparing to properties with similar physical amddl characteristics located in

low-profile areas. The most commonly used source tlee socio-economic
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characteristics of an area is the Census. It offeemsurements and descriptive
characteristics of the population organised at reé\geographical levels. Variables
that are considered important in an urban envirainaee population counts, race
and income (Thrall, 2002). Although information abancome is important it is not
available in the UK Censuélternate sources include lifestyle and geo-demuigiia
datasets, such as Experian’s Mosaic, that offea prefiling based on data mainly

sourced from Census 2001 integrated with otheooust related databases.

The impact of external factors such as proximityntm-residential landuses, in the
case of residential property, can be grouped utigeterm externality. Externalities
can have positive or negative effect on the prgpémother characteristic is that the
impact of externalities can vary in intensity aryge as one moves to different
submarkets (Thrall, 2002).

For example, the impact of a public open spaceheavily dense urban area is not
the same as that of a similar park in a suburbea. an the first case, the park can be
considered as a positive externality that will adéue. In the second case, the park
most probably will not contribute positively andpg@ding on the residents it may

even perceived as a negative externality (noise).

It is apparent that location is a very importanttdéa that affects the value of a
property. As one of the main focuses of this regdearoject is the modelling of
location by using knowledge discovery, locatioruessare being further discussed in

a separate section.

In general, internal factors are more easily cagatiand hence incorporated into the
valuation models. This is not the case for the redlefactors which are not always
tangible. Such an example is fashion. Fashion isxernal factor that is quite

difficult either to predict or describe in such adael. Another factor can be the
personal or sentimental interest of a buyer onexifip property that may result to

value estimates that are not realistic reflectiminde market.
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3.3 Property Valuation

The estimation of the market value of a propertycaled property valuation.
Property valuation for a specific purpose is a tronal process since it involves the
consideration of a variety of underlying factorstbé market and the way these
affect the value of the property at a given tims. discussed in Section 3.2.1, such
factors may include governmental policies, geogiagHtactors or even factors such

as fashion or season.

Additional considerations stem from the fact thadgerty valuation is case specific.
Its correct exercise requires the a priori knowtedf the purpose that commences
the valuation and also the type of the propertg.(eesidential or commercial).
Examples of different types of valuations includduations for purchase and sale,
transfer, tax assessment, expropriation, inhertasrcestate settlement, investment
and financing, insurance and property developmdPagdurtzi et al, 2003;
Mackmin, 1994).

Residential Property Valuation

Residential appraisal involves the process of vasimation that is exercised on
properties that are suitable for residenéecording to Jenkinset al. (1998),
residential valuation has received less attentompared to commercial appraisal
from the scientific community. That mainly happersetause researchers realised
that the development of better and scientificalipuen valuation methods that tackle
the higher complexity in commercial valuation wouhdld significant value to
practitioners. This led to the concentration of skeentific community to addressing
commercial markets. This complexity and the addaidie; primarily regarding the
vendor of the property, in commercial valuationglso reflected in the higher fees
charged by the commercial valuers compared to thdseged in relation to
residential valuations (Jenkies al, 1998).

However, there are complexities involved when dahegivith residential appraisals as
well. Apart from characteristics that are commoroagst all type of properties (see
Section 3.1) there are additional characteristies originate from the nature of the
housing. Housing is a commodity but unlike othemomodities is a complex

combination of provisions (Orford, 1999). It is ecessity and cannot be substituted.

90



Property Valuation

Apart from a shelter provided by the dwelling ifséhousing meets essential
requirements for living (Jenkinst al, 1998). Knox (1995, cited in Orford 1999)
states that housing is the major determinant fateggtion, security, autonomy,
comfort, well-being and status while the ownersbfphousing permits access to
resources such as educational, medical, financidlleisure facilities. In addition,

..... it has various forms of value to the user and alallvé is the point from which

the user relates to every other aspect of the udzamé (Harvey, 1972 (p16), cited

in Orford, 1999).

3.3.1 Issues in Property Valuation

Property valuation as a non-trivial process notyonVolves the consideration of a
variety of factors of the market but it is alsofpemed by a variety of actors. What
follows is an overview of issues related to datd somvaluers that dictate the need
for the development of new approaches that willdhiéfrom new technologies that

can potentially lead to more consistent valuations.
Data related issues

Information is considered to be ‘the hub of the athdriving the property market. It
is considered to be the fourth resource, along Jathd, labour and capital
(McCluskeyet al, 1997). Despite the important role of informationthe property

industry there were several issues regarding thia dspecially those relating to

information about the sales.

In the recent past, a major issue that had a dimgmact on the quality of a valuation

was data availability. Information related to sabedo the transaction itself was not
usually publicly available. Institutions holdingfammation on transactions such as
the Land Registry and the Inland Revenue in Englamdl Wales did not provide

such information readily and when they did theres @&a associated cost with it.

Therefore, valuers usually relied upon their owarse of information, which are not
always reliable enough (Almonet al, 1997). That also led to a secrecy practice
from the data holders since access to the righarnmétion is what make the
difference in property markets. Stapleton (198%a&s for a ‘gaining advantage’

policy due to the imperfect nature of the propengrket.
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Today, information is becoming more readily avdgabvarious data related to
property analysis can be accessed on the Intefhet.has led the major vendors of
property data to follow this trend and hence propenformation such as
transactions is now available. The use of inteaset data distributor had also an
impact on the pricing of these products which islideng. This was achieved by
reducing the distribution costs, having accessatger markets and also competition
(Thrall, 2001). Despite this breakthrough, legislatsuch as the Data Protection Act
still limits the access to certain types of datacls example is the access to the

structural information of the property.

Another issue relates to the lack of standardisath dhat lead to limitations,
uncertainties and errors (McCluskey, 1997). Examgfiesuch limitations is the
Address-Point product of Ordnance Survey that &zlder the geo-referencing of the
properties. This dataset is based on the Postaleadohg File (PAF) of Royal Mall
meaning that properties without a postal deliveinp will not have spatial
references even though they have rateable valuekg(g, 2003). This is common in

cases of functions that spread across multiplelings (e.g. Universities).

Limited access and lack of standardisation are tie only sources of
inconsistencies. As discussed in Section 3.2.tethee various special attributes that
are linked to the transaction and have an impaatadume. Their incorporation in the
valuation involves a number of considerations sasttheir identification and the
decision whether they should be included in an @pgl. This introduces another
problem, which is the lack of a consensus amongtificmers on which variables
affect value (Almoncet al, 1997).

Apart from data availability / accessibility / gitglissues, there were also other
issues that related to the management of informatieeffective gathering, storage
and access of information affected the use of akaldata in the appraisal process.
Today technological advances led the way to a nurabehanges into the property
analysis and also to the information distributibrformation Technology is used to
make the most of the available information. Newadhs that was not always the
case. Almondet al. (1997) have undertaken a survey involving majadieg
institutions which shows that there are indeedasslating to IT. In this survey,

53% of those institutes responded to the questiosaad their response led to the
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following observations:

» absence of comparables databases or universal calnipdatabases
* limited use of IT for inspection and appraisal

* limited use of field computers

» limited use of statistical analysis

* no use of advanced techniques such as Artificialligence is made

Valuer related issues

Data issues have a direct impact on the qualitthefvaluations by affecting the
procedure followed by the valuers. In the caseppfyang the comparison method
(see Section 3.4), the most experienced valuetBerabsence of comparable data,
draw on comparables from memory. However, if thed®n process is based on
memory it might affect the quality of the valuatiom terms of completeness and
accuracy. It is essential for valuers to possessatility to perform skilled analysis
and interpretation of the results. A GIS approacthaluation (see Section 3.7) would

increase the efficiency by assisting the valuemech his or her skills (RICS, 1998).

Valuers could also be subject to biased valuatitvaslverton and Diaz (1996) and
Gronowet al. (1996) both cited in Almondt al. (1997), based on their research in
US and UK respectively, argue that revealing tovaieiers the tentative sale price,
agreed between the buyer and the seller, introdbtas into the selection of
comparables and also to the resulting valuatiomthEumore, pressure from clients
can also affect the valuers’ estimation. Althouglearchers argue that is not the
case with residential appraisers, practitionerthen UK suggest that client pressure
exists (Almoncet al, 1997). Anon (1996, cited in Almoret al, 1997) supports this
view, by arguing that there is a common practicéhmn UK for valuers to estimate
value based on the tentative price where the iagwilue is within 10-15% of the

tentative sale price.

The need to deal with these issues, the varietigeoproperty stock and also the need
to provide a commonly accepted framework for propappraisal led to the
development of several methods and techniques#mbe applied to the problem of
property valuation. The following section providesoverview of the most prevalent

methods and techniques.
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3.4 Property Valuation Methods and Techniques

The most commonly applied methods to valuationlmaibroadly classified into two
categories: traditional and advanced methods. fioadi methods include all the
standard five main methods of valuation while adeahmethods include techniques
that mainly benefit from computational developments

The five main standard recognised valuation metrarés(Lawranceet al, 1971,
Scarret, 1991; Millington, 2001): Comparative Math@omparison), Contractor’s
Method (Cost Method), Residual Method (Developmigiethod), Profits Method
(Accounts Method), Investment Method (Capitalizatiocome Method). Advanced
methods include techniques such as Hedonic PricdeNMiog, Artificial Neural
Networks (ANN), Case-based Reasoning and Spataysis methods.

An overview of the most prevalent methods and teples in respect to their

applicability to property valuation follows.

3.4.1 Traditional valuation methods

Comparative method

The Comparative method, also known as Direct Cla@itanparison (DCC) method,

is the underpinning technique for all the othermatibn approaches. It is the most
widely used in practice, the most reliable (TurnE,/7) and it is used for sale,
purchase and rental property valuations. It is hgairsed for the appraisal of

residential properties.

The market price in this case is based on recans#ctions of comparable properties
that are used as value indicators. The sellingeprfdts comparable property must be
then adjusted to account for the differences batviiee property under consideration
and the comparables. Adjustments are based onrafiffes in the properties’
physical characteristics, neighbourhood profilangaction date etc. The valued price
is derived from the adjusted prices. Valid valuasiaising the comparative method
depend heavily on the availability of correct, wpdiate and complete transactional
data (Millington, 2001).
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Contractor’'s method (or Cost Method)

This method is usually applied when there is nalewce of a similar property to that
under consideration, ‘changing hands’ in the opemket. That is, the case of very
specialised properties where evidence of compasés is hard to find. Therefore,
this method can be applied for valuations involvprgperties strongly linked to the
business that is carried out in the property. EXampf such properties include

hospitals, schools, specialized factories etc.

However, the valuer must consider the contributddrthe building in the whole

business when determines the market value by refer® its replacement costs. For
example, machineries of a factory might contriboere to the value of a business
than the building itself (Pagourtat al, 2003). The main assumption of this

approach is that the value of the property equrost of the premises.

This valuation approach is also common in non-itmest markets. That is in
countries where property investment is not a compractice and owner-occupation
is the dominant property utilisation. However, whiinre occupational market is
dominant by renting companies and there is a dgdrcthe market, the price will be
determined by the supply and demand characteristicihe market instead
(Pagourtziet al, 2003). In the UK this method is used in rating accasionally in

cases of compulsory purchases (Turner, 1977).
Residual Method (or Development Method)

This method is used in cases where there is a fmatasf higher income from
property improvement, alteration or redevelopm@men that this method considers
development costs it can also be used to assegsitieefor plots or sites that can be
developed. Because the value is related to thel lefeprofitability of the
development or the improvement of the land or theperty (Scarrett, 1991), this
method is also suitable for the valuation of resi@e properties purchased for

renovation purposes.

With the residual method the valuer determinesRhesent (capital) Value of the
estimated future income deducting all the requaests to transform the property in

a particular form that will command the estimatetg Also in most cases there is
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an allowance for risks related to the speculatiseure of the estimated increased
income. Costs that should be deducted from themestd value can include:

demolition costs, development costs, professiorasfand finally developer’s

profits. To apply this method effectively one shibblase all calculations upon the
maximum utilisation of the property. The residuadthod heavily depends on the
valuer’s judgement when they consider the facttvat @affect the value of the

property (Lawrance, 1971; Scarrett, 1991; Pagoettai, 2003).

Profits Method (or Accounts Method)

This profit-based method is used to asses the \a@laeproperty when it is heavily
linked to the business that is carried out in firaperty. That is, the capital value is
estimated in relation to the volume of the tradebasiness carried out in that
property (Scarrett, 1991). The profits method, &lslted the accounts method, is not
very direct and usually is applied to the valuatwinspecial types of property.
Examples of such properties include hotels, puidigses, cinemas and theatres.

It is a two-step process (Lawrance, 1971). Firsivblves the estimation of the gross
earnings or receipts and then it deducts all rélatests. Such costs can include
working expenses, interest upon the capital andmaunt for remuneration to the
tenant for tenant’s risks and enterprise. The lz&las the expected rent to be paid.
The estimated value of the rent is then capitalsed Year's Purchase (YP). This

value is based on sale analysis of other similapgrnties.
Investment Method (or Capitalization/Income Method)

This method is applied in cases where the properter valuation is considered as
an investment. The objective of this method isasmation of the capital value of a
future income discounted at an appropriate raiatefest. Therefore, this method is
based on the knowledge or the ability to estimftst, the income the property will
produce and then the interest that will be discednThe easiest case of this method
is when a comparable model is applied resulting threct capital value estimation
(Lawrance, 1971; Pagourtzi al, 2003).
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Investment method is commonly used for commeragperty valuations although it
is also applicable to residential valuations puselbfor an investment. According to

Turner (1977) this method is a five-step process:

1. Find evidence of recent transactions of similagrasts in
land.

2. Analyse the evidence to find the appropriate réiaterest.
3. Convert the interest rate to a figure of yearschase (YP).

4. Determine the net income derived from the inteirest
question.

5. Multiply the net income by the figure of YP to aeiat the
capital value.

An alternative approach to the traditional invesimealuation method is using

discounted cash flow approaches (DCF) insteadeo¥th (Isaak and Steley, 2000).

The successful application of direct capital congmar depends on the degree of
heterogeneity in the market. To cope with markbtd aire characterised by a high
degree of heterogeneity a comparison is made battheereturns attained by rental
or the outright sale of the property. Distinctiostween rental and yield reflects the
interaction between the occupational and investrsahtmarkets (Lawrance, 1971,
Pagourtziet al, 2003).

3.4.2 Advanced techniques

Several techniques have been applied to the probfegmnoperty valuation. One can
broadly distinguish between the statistical appno@egression) and those that
belong to heuristics and Atrtificial Intelligence.de CBR, ANN). Both regression

based techniques and ANN can be considered asmiaitag techniques (see Section
2.1.3).

Figure 3-1 gives a high-level description of theethmost prevalent approaches to
property valuation. These modelling techniques hlawen widely adopted by the
property valuation community in the appraisal o ttesidential property. As the
comparative methodology has been described in\agu® section what follows is a
discussion about the remaining most prevalent pextnd the way they have been

employed in the residential property modelling.
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Figure 3-1: Property valuation approaches

Artificial Neural Networks and Property ValuationANN)

Artificial Neural Networks (ANN), first introducedh late 1980’s, belong to the
wider group of Artificial intelligence and were dgsed to simulate the operation of
the human brain. ANNs were named after the netwbrkerve cells in the brain and

are often referred in literature as neurocompuernnectionist networks.

The basic elements of ANNs are called neurons desioThe connections, so called
‘intelligence of the network’, between the nodes @etermined by the application of
weights. Each neuron typically sums the weightephals of each connection (or
synapse). The result is the new signal of this nellieh is transmitted to the node or
nodes this node is connected to. The combinedtreSuhese elementary (or unit)
operations, leads to advanced functions such asnitey, induction and pattern

recognition.

ANN classifications can be made based on the typth® network architecture
employed or on the nature of the learning procédthough, the architectural
structure of the network is strongly related to tearning algorithm employed,
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hence, the learning process. According to the forttessification an ANN can be:
feedforward (Single or Multi-layer) and feedbackrecurrent networks. According
to the type of learning can be either a supervigean unsupervised ANN (Haykin,
1998).

Feedforward networks, in their simplest form, censf at least two layers, the input
layer and the output layer. In the case of the ifaydr feedforward networks

between the input and the output layer one or rhatden layers intervene. On the
other hand recurrent networks may consist of omlg tayer, the input layer. The
main difference between these two types of arctuteas that while the first type is

strictly feedforward the second type allows thesesnce of feedback loops (Haykin,
1998).

4 FFRE ~— Unit-delay
}J operators
Input layer Hidden layer Output layer
(Source nodes) (Neurons) (Neurons) b
Feedforward or Acyclic network Feedback or Recurrent network

Table 3-3: Examples of feedforward and recurrent networks

(After: Haykin, 1998)

Examples of ANN methods include the multiplayeregg@tron network (MLP), also
called the backpropagation algorithm and the sej&oising map (SOM). The
backpropagation algorithm, introduced by Rumellearal. (1986) is considered the
most popular method for the training of multilaysgrceptions (Haykin, 1998). Its
architecture is a feed forward network and it isdshon the principle of supervised
learning process. On the other hand, SOM introdunedohonen (1982), is the
mapping result from high dimensional data spac® @bne or two-dimensional
lattice structure. Its architecture is a competitivetwork and it is based on the

principle of unsupervised learning. Although Kohoisemodel was not the first self-
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organised model proposed, it was this model thatyed the most attention in the
literature and has been widely applied becomingrecbmark in its field.

Activation
function

Input

! Output
signals

o() ———> Yk

Summing
junction

Synaptic
weights

Table 3-4: Example model of a neuron
(After: Haykin, 1998)
The most typical weighted summation function usedai feedforward/feedback
propagation neural network model can be mathenligtiexpressed as (Haykin,
1998):

m
U = D WX,
=

and

Yk = o(uk + by)
wherex; are the input valuesy; are the synaptic weights of the neuron assigned to
the input valuegyk is the linear combiner output due to the inputiealby is the bias

ando(Yis the activation function.

The activation function links the transformatiodues to the output variable values
or yk. There are several forms such an activation funataontake. Examples of such
functions include (Haykin, 1998): linear functionsear threshold functions, step
linear functions, piece-wise linear functions angnwid functions or Gaussian

functions.
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As discussed previously, roughly the main companenit an artificial neural
network model are: the input data layer, the hiddger(s) and the output layer. As
shown in Figure 3-1, ANN modelling process can bekén down into three steps:
training, validation and application. In the cadepooperty valuation an initial
training data set is required in order for the niadaive the estimation of the prices
of new properties from the same market. More spathy, the input data may
include property attributes such as number of loatms, parcel size and age of
house. In the case of location aware modellingait a@lso incorporate locational
variables (e.g. distance). All these variables Hasen identified, calculated and put
into the appropriate format in the data preparasitap (see Figure 3-1). The output
layer includes the property prices. Finally, thdd@n layer includes two processes
that link the values from the input data to thepotitmeasures. These processes
involve the application of weights through weighinétions and the activation

functions.

The main drawback of ANNs is that they are charagd by lack of transparency.
This is also known as tHaack boxproblem and has been stressed in the literature
(McCluskey & Anand, 1999). Jenkinst al. (1998) also comment on that, and
present this lack of transparency as a challengiecmnot be avoided. According to
Gopalet al. (2001) there are three main ways to provide vaduaisights into the
way ANN behaves: Visualisation, Rule Extraction &tdtistical Methods. They also
suggest a set of visualisation tools implementdd ATLAB for the interpretation of

the ARTMAP Neural Network dynamics and statistidgher issues include model
scalability (McCluskey & Anand, 1999) and subjetttiyweights, variable selection,
scaling) (Almontet al, 1997; Carlson, 2002; E., McCluskey & Anat899).

Although such alternative approaches present drelgbanainly related to the black
box problem, they also offer solutions to probleimet traditional approaches fail to
cope with. Kauko (2003) highlights that the advgetaof the alternative modelling
approaches against the traditional are in the viwy tdeal with the notions of

multiple equilibrium, fuzziness, non-linearity aresidual price effects.
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Hedonic price modelling

Hedonic price modelling is an econometric technithae is used to analyse complex
commodities whose individual attributes do not halsservable market prices. It has
its theoretic basis on the hedonic hypothesis wtierevalue of goods is attributed in
relation to their ‘utility-bearing’ attributes or haracteristics (Rosen, 1974).
Accordingly, although individual attributes do meflect an observable market price
the sum of their values is equivalent to the mapkeate of the commodity (Orford,

1999). In this context, a property price can besabgred as the sum of the price of
each attribute that comprise the property. Atteisudf that type include property
structure, environmental quality, accessibilityfpnoity; neighbourhood amenities

etc. (see Section 3.6).

In the hedonic model, the value of the propertynglavith the factors that is pre-

assumed that affect the property value are therdlgmed and independent variables
in a regression-based equation and in each simplastis presented in Equation 3-1
(Meen, 2001).

K
PH, = Zﬁjtxijt Vi Equation 3-1
=

where : I = property
t =time
PH;: = property price at given time t
Xii = vector of characteristics
Bj = implicit prices of the k characteristics
Vit = error term

A large number of studies on pricing involve hedoprice modelling for isolating
the various value determinants. According to KaR003) there are two main
reasons for the use of hedonic modelling for sygte tof analysis. The first is the
theoretical foundation on microeconomic theorieat tmvolves a mathematical
rigour resulting to more ‘scientific’ analysis. it a generalisation of the locational
theories to include more exploratory variables (WMe2001).The second reason is

that their foundations are quite straightforwardhe end users.
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Although these modelling techniques are preferallien a relationship between a
price and various characteristics is desired thesent certain limitations. Such
limitations involve the consideration of aspecte lioutliers, non-linearity, spatial
dependence, discontinuity and fuzziness into theaapal (Kauko, 2003). Further
limitations derive from their close link to themsiand the requirement for a priori
assumptions. Also there is loss of theoretical aleg and explicit predictions
(Meen, 2001).

As discussed, both ANN and regression based hedwmioidels present certain
properties that justify their application in profevaluation. Therefore, regardless of
certain weaknesses, both techniques have beersaxyrnused in property valuation
analyses. This popularity triggered a number of panson studies. Most
comparative studies evaluate the MRA which is thditional approach to hedonic
modelling and ANN on a technical basis such asoperdnce and accuracy. On that
basis, results acquired from MRA proved more caestscompared to those from
ANN. ANNs were proved sensitive to model changed also dependant on the

software used (Worzala, 1995).

3.5 Location theory in property valuation

So far, the most prominent methods and techniquéisel area of property valuation
have been examined. No reference to the variabidst@ the reasoning process
behind their identification has been made so faridbles are included in the model
in order to represent in the best possible waywllae determinants (see Section
3.2.1). Hence, better representation of these rfaatesults in more accurate and
realistic models.

The selection process involves a good understanofite value determinants. In
the case of internal factors this is relativelyagtht foreword. An example could be
the incorporation of the structure of the propentyhe model. This could be easily
attributed through the number of rooms, informatidnch can be easily gained and
assessed. Variable selection becomes more congulidat the case of external
factors. Location is one of the most important espntative of external influence yet

it is quite abstract fact that hinders the variabéntification process.
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Before going into a detailed account of the ways thcation has been materialised
and incorporated into valuation models it is neagsso examine the theories that
offered the foundations for this. These theoridenpto the broad area of Human
Geography and have been seeking to explain theoetonvalue of location

(location theory). These theories developed maglgconomists, have their roots in

the main classical and neo-classical economic tbe&or

One of the first economic theorists that laid theugd for the study and analysis of
land values was Ricardo. Ricardo developed a thdwtyrelates the formulation of
the land value to the relative productivity of t#ige (Thrall, 2002). According to his
theory, the most productive land has the highestevarhe land value of a less
productive land would be equal to that of the npvetiuctive land less the amount of

investment required for that land to reach the éigiroductivity level.

Before proceeding to the presentation of the magation theories, it is necessary to
refer to a number of assumptions that rule thesgetsoSince these theories seek to
explain the spatial arrangement of the differendisses in relation to the variable
distance other parameters should be kept as cossfdthough ‘we cannot stop the
world’ (Lloyd & Dicken, 1972), by using a number gfe-defined simplifying
assumptions this can be achieved.

These assumptions are referring to two main tylaesl surface characteristics and
population characteristics. The basic assumptidhdgeference to an isotropic plain
populated by economic men that act in a perfeatipmpetitive market. A summary

of these assumptions follows (LIoyd & Dicken, 1972)
Characteristics of the plain:

All activities take place on a completely flat afehtureless plain, where all the
physical characteristics are invariant with resgectirection(lsotropic Plain) In
addition, all points are equally easily accessible the free movement at any
direction which is enabled by the absence of baxrie

The second assumption about the plain regardsransport conditions. There is a

single uniform transport system enabling equalgpant throughout the plain. The
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transportation cost is dependant on the distanneehegroportional to it and given
the isotropic plain, invariant to direction.

Finally, the quality of the land is evenly distribd and costs associated with raw

materials are the same.
Characteristics of the population:

The population is evenly distributed across thénpl&his results to identical density
at every point on the plain. In addition, there apevariations within the population.

All members are identical in terms of income, dedsand tastes.

The last assumption defines the behaviour of th&cbactors. According to it
Producers and Consumers act in a perfectly ratiomay according to their
knowledge hence they have the ability to behavannoptimum’ fashion(Homo

Economicus)

One of the most well known and influential landusedels is the von Thunen model
developed in 1826, designed to analyse agricultin@dtion patterns. It seeks to
explain the variations of the farm product pricad also how these variations affect
the agricultural land use. It assumes that a fanwikmproduce the commodity that

will result to the maximisation of their net retar@ohnstort al, 2000).

The model compares the relationships between tha@uption cost, the market price
and the distance from the market centre and isesspd in the form of Equation 3-2
(Dunn, 1954, cited in Johnstet al, 2000):

L = E(p-a) KEf Equation 3-2

where: L = Land Rent
E = Yield per unit of land.
p = market price per unit of yield.
a = Average production costs per unit of yield.
k = Distance from market (in kilometres or miles).

f = Freight rate per unit of yield and unit of distan
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Figure 3-2 shows a graphical representation ofrtioslel (location-rent curves) and
the arrangement of three example landuses in time & concentric ringsor zones
(Lloyd & Dicken, 1972) according to the model.

LANDUSE 1

LANDUSE 2

LAND RENT

LANDUSE 3

LANDUYSE 1

LANDUSE 2

DISTANCE

LANDUSE 3

Figure 3-2: von Thunen model

There are certain limitations associated with thie Yhunen model that relate mainly
to the level of simplification in the underlying sasnptions that result from the

structure of society in the pre — industrialisatp@riod when it was developed.

Alonso builds up on the von Thunen model resultingp a bid-rent theory and
moves from the agricultural land use patterns ttepas of land use within the intra-
urban environment such as residential and urbamsfiiThe similarities between the
urban landuse theory and agricultural location thdwmve been also identified by
others (Isard, 1956, cited in Lloyd & Dicken, 197ZAccording to the model,
residential land users bid for utility maximisatiander certain constraints such as

budget and profit for firms.

For the case of an individual with an incognéhe basic model can be expressed in
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the following equation (Alonso, 1965):

yp.z+ P(t)g+ k(t) Equation 3-3

where: y=income
p; - price of the composite good.
z = quantity of the composite good;
P(t) - price of land at distanadrom the centre of the city;
g = quantity of land;
k(t) - commuting costs to distance t;
t = distance from the centre of the city.

Figure 3-3 presents the bid-rent curves and alscspiatial patterns of the landuses

within an intra-urban environment.

COMMERCIAL

INDUSTRIAL

LOCATION RENT

RESIDENTIAL

COMMERCIAL

INDUSTRIAL

DISTANCE

RESIDENTIAL

Figure 3-3: Alonso’s Model
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Key elements to this model are accessibility arsdrélation to transport costs
(Johnstoret al, 2000). As shown in Figure 3-3 landuses are formedsimilar way
to the Von Thunen model. The way that landuses fooncentric circles around the
city centre is a result based on the following tiefeships (Alonso, 1960, cited in
Lloyd & Dicken, 1972):

* Land values are determined by the landuses afteuskrs competitively bid

with each other.

* Landuse distribution is based on the land valuekthe ability to pay which
corresponds to the level of location rent of thetipalar product at a

particular place.

e Central locations are captured by the steeper subye depicting those

landuses that benefit more by locating close tactrdre.

Similar to the von Thunen model, Alonso’s modeba&sed on certain assumptions
related to the land characteristics. More spedificeeferring to the characteristics of
the plain Alonso states:..it does not have such features as hills, low ldoeutiful

views, social cachet or pleasant breezgstonso, 1964, p. 17).

Another assumption relates to the centre of thmplais assumed that proximity to
the centre of the plain is desirable from all theeé examined land uses, agricultural,
urban firm and residential, and therefore theyallfor a location close to centre.

Similarly to the concept of the different cropsthre agricultural landuse model,
empirical studies have been conducted that focosetthe study of intra-residential
structures. Examples include Wilson (2000): Burgesag structure (1925), Hoyt's
sectoral structure (1939) and Harris and Ullmanidtiamuclei structure (1945).

Most of the attached criticism to these modelstesl@o the simplifying assumptions
by making its relevance to the real-word distamim® of the key points are (RICS,
1999; Meen, 2001):

In the real world there are no areas that complth vhe specifications of the
isotropic plain. The existence of various geogreghfeatures result to a unique

morphology that by no means can be considered stedsacross the plain. This also
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violates the assumption of the free and equallyy eaxess — travelling to any
location by the absence of physical obstacles.aB8semption that these model make
regarding the operation of a free market and p#yfenformed market players,
‘homo economicus’ paradigm, is criticised as uriséial Hence, there is a distortion
of the perfect market assumption. The final poalated to the model assumptions
that raises criticism is that of the presence & central point that coincides with the
location of all the employment. This mono-centrargaligm is not representative of

today’s modern cities where usually more than @argres exist.

Another source of criticism relates to the fact thahese models there is no account
of neighbourhood qualityRestriction only to distance relationships oveki® other
important factors such as social and physical factd the neighbourhood in the
form of positive or negative externalities. Mee® 2) provides a reference to a
number of studies that highlight the importance@ghbourhood quality that brings

it second in importance after size.

Furthermore, changes in income, distribution aratiappattern of the demand will
cause a change in urban land values and the patfeuses. Also, changes in
transportation costs will have greater effect oa tlses that heavily depend on
transportation. These models also do not accounsgdatial interdependencies and
ignore spillover effects. Finally it is difficultot test these theories due to the

durability of property.

3.6 Location in Property Valuation Research - Techn  iques

The theories reviewed in the previous section etfehe basis for the incorporation
of locational variables in the valuation modelsisT$ection provides an overview of
the way each modelling technique is handling lacaind relevant research in that

field is presented.
Hedonic Price Modelling and Location

Early hedonic modelling research studies mainhoiwed only the incorporation of
structural information about the property, implyiogntinuity of their effect over

space. Assuming this, leads to the overlookingheffact that demand for specific
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property characteristics such as garage space tsayvary spatially (Thériault,
2003). This was identified and stressed by a nunobeesearchers (Li & Brown,
1980; Cheshire & Sheppard, 1995; Orford, 1999)aling a new phase in the
hedonic modelling literature. Anselin (1998) alsates the absence of an explicit
‘spatial’ treatment of the property market in tiepgrical research and underlines the
need to deal with issues like spatial autocorr@hatCheshire & Sheppard’'s (1995)

results also showed the importance of location.

This realisation resulted in the incorporation e¥exral spatial variables in the model
formulation. This is an area where the technoldgicivances played a major role
and contributed a lot in the improvement of theliqpaf the locational variables. In
the early regression based empirical studies, aimky was mainly included as a
relation of the distance to the city centre. Theasueements were rarely made at
individual property level and in most of the casesre involving distances for a
group of properties based on similar charactesst®uch characteristics included,
similar distance from the Central Business Dist{@BD) (e.g. Evans, 1973), the use
the administrative boundaries such as boroughs é/M8B1), or neighbourhood
(Wilkinson, 1973) who also used individual propdedyel. An observation based on
these empirical studies is that the dominant caegb variables is related to the
structure of the properties followed by the neigibood quality in the form of
socioeconomic variables. Coarseness charactehsel®d¢ational variables and also

the sample in the studies is kept at a low number.

Through the years, advances in computer scienceoléde development of new

technologies such as GIS, that enabled the moweot@ detailed and large scale
studies. Recent studies are not restricted onlirtgole distance measures but also
incorporate various other variables such as vigjbiheasures and drive times. In

general, the variables that are used in the mgjofitthe location-aware hedonic

models involve accessibility measures and neighmd quality measures (Follain

& Jimenez, 1985).

The definition of location-aware hedonic models i@sr upon the different
submarkets. Since these models require an a piedermination of the independent
factors, the variables that will be incorporated problem specific and unique. This
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applies more to location — related variables algjothe will to pay for specific

structural features can also vary geographically.

Accessibility measuredirectly relate to the location theories (see i®ac8.5) where

distance from the centre of the market is the damtirvariable. Hence most of the
hedonic modelling research has been based on timaaotric models such as
Alonso’s. In these models accessibility is addréseerelation to distance from the
CBD. This monocentric model has been criticisedim®alistic and non-applicable
in the case of modern cities although there areliesuthat suggest that the
performance of monocentric models can perform wellen location-specific

variables are appropriately captured (Cheshire &pphrd, 1995).

Recent research addressed the issue of multi-cewiri polycentric models.

Accessibility to the CBD cannot be considered as éinly measure for valuing

access to employment and consumption since howsehalso value access to
various other locations. For example access to é¢fiffulucational Institutes or parks
is also considered important. Dubin & Sung (198@pbkasised on the effect the
existence of sub-centres have. Based on the fisdifigheir study they concluded
that the effect that employment and amenity cenwegther CDB or suburban, have
on property prices is similarly limited and resteid within a 1 to 1.5 mile radius.

Accessibility measures include calculations of #¢tatime, walking distance or
straight line distance from the property to varitasations depending on the model.

Table 3-5 shows representative hedonic studiesriblaided locational variables.

Neighbourhood qualitys quite abstract and there is not a definite wiglefining it

and hence to justify the modelling by the use ef @appropriate variables. However,
there is a tendency since the early studies torrabse the neighbourhood quality
through the use of three types of variables (DubiSung, 1990): socio-economic

status, quality of services and racial composition.
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Research Case Study Level Modelling Technique | - ° "o External Factors GIS
Area: Boston Accessibility: Distance to: CBD, Distinct Landuses
Li & Brown (1980) Suburban areas Property Hedonic Model Structural Neighbourhood Quality: Socioeconomic variables
Sample size: 781 Environmental Quality: Measurements of: Views, Noise levels
Area: Baltimore Accessibility: Distance to: CBD
Dubin & Sung (1990) Sample size: 486 Property J-tests Structural Neighbourhood Quality:
Period: 1978 Measures of Services: School quality, Police Protection (Crime levels)
Area: Reading Acpessibility: Distanc'e to: B_us Networ'k, Road Netwo_rk(CIassified)
Cheshire & Sheppard (1995) Samble size: 490 _ Structural Nelghbourhood Qus_allty Socioeconomic factors, Services (Schools)
Period: 1984 Property Hedonic Model Environmental quality: Local Topography, Landuses 1Km
Area: Glasgow Accessibility measures: Distance to: CBD, Distinct Landuses
Lake et al. (1998) Sample size: 4000 Property Hedonic Model Structural Neighbourhood quality: Socioeconomic factors
Period: 1986 Environmental quality: Measures of: Noise level, Visual Impact v
Area: Cardiff . . Accessibility measures: Distance to: CBD, Distinct Landuses
Orford (1999) Sample size: 1500 Multi-level Hedonic Model Structural Neighbourhtyood quality: v
Area: Glasgow Accessibility measures: Distance to: CBD, Distinct Landuses
Lake et al. (2000) Sample size: 3456 Property Hedonic Model Structural Neighbourhood quality: Socioeconomic factors
Period: 1986 Environmental quality: Measures of: Visual Impact of various landuses v
Area: Geneva Hedonic Model Accessibility: Distance to: Individual landuses
Din et al. (2001) Sample size: 285 Property & Structural Neighbourhood quality: Socioeconomic variables
Period: 1978-1992 ANN Environmental quality: Measurements of: Views, Quietness v
Thériault et al. (2003) é;erﬁblgi?zb;cmm Property Hedonic Model Structural Acpessibility measur.es. :Dist_ance to: QBD’ Services (Regional-Community levels)
Neighbourhood quality: Socioeconomic Factors v

Period: 1990-1991

Table 3-5: Location aware Hedonic Studies
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Variables related to theocio-economic statusre indicators of the socio-economic
urban status. This for a neighbourhood can be éeéfin terms of unemployment
rates or other characteristics of the householdsh $hdicators include the average

level of qualifications and average income.

Provision ofhigh quality servicesvithin the neighbourhood area gives a competitive
advantage to a neighbourhood in relation to otherghbourhoods that are
characterised by lower standards. Measures thatamenonly used to capture the
quality of the services relate to the local schipadlity and crime rates that reflect the
level of police protection. School performance ssially measured by the proportion
of the students that obtain more than five GCSHE®re/ crime rates are measured by
the percentage of notifiable offences per resig@pulation (Meen, 2001). Another
type of measures relates to those used to degdtxbguality of the existent housing

stock.

The final group of measurements to model neighbmaatiquality relate to theacial
composition Incorporation of descriptive measurements abopufation in models
is a common practice. Racial composition of thegnleourhood can be used as a
surrogate measure for preferences since similaretyroups tend to cluster. The

main source for these variables is the Census.

Although environmental qualitgan be considered as an aspect of the generatyqual
of the neighbourhood, here is handled as a sepangteAmongst the most popular

measures for environmental quality are pollutiod aoise levels measures. These
measures can be incorporated either as direct mesabased on measures held by
environmental agencies or as proxies (e.g. proyitoihighways).

Another group of environmental quality indicatorslude measures of the visual
impact that the presence of distinct landscapeifeathas on the property value (e.qg.
view to a beach or a river). Example studies inelude impact of beach view
(Pompe & Rinehart, 1995), ocean, mountain and V& (Bensoret al. 1998) and
the impact of river view (McLeod, 1984).

Capturing in the form of variables and incorporgtihe whole location effect on the

price is not trivial since parameters may vary upacation and market segments
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(Adair et al, 1996). That requires the modeller to deal witsues such as
multicollinearity, autocorrelation and heterosceitity (Thériault et al, 2003;
Anselin, 1988; Orford, 1999) associated with thatisph nature of the property

market.

A number of ways have been proposed to handleasplpendency (Thériaudt al,
2003): considering wider range of spatial attrisutespecially those related to
environment, using information on the socio-ecormstatus, improving
measurements of interactions by adjusting trenthses over principal components

and developing flexible ways to measure spatiaeddpncy.

The latter leads to another main research dire¢tiah deals with issues that result
from the special characteristics of the spatiahdaee Section 2.2.2). It includes the
study and development of a number of techniquesdisal with spatial effects such
as spatial dependence and spatial heterogeneitynekgioned, it is impossible to
identify and incorporate in the model all the splatrariables that may have an
impact on the price of a property. This resultdha spatial autocorrelation of the

residuals due to the omitted variables.

Examples of research that deals with this inclyakgial linear models proposed by
Anselin (1988), Pacet al. (2000), Dubin (1998) and Basu & Thibodeau (1998).
Models of this type can be further classified itattice and geostatistical models
(Militino et al, 2004). Models of the first type handle the spategpendence in the
form of a weights matrix, by modelling the spatmbcess as an autoregressive
model in order to get the estimation of the covaréa matrix of the error terms.
Models of the second type are not so common inptioperty literature and they
involve the direct estimation of the covariance nmahat represents the dependency

between the errors.

One way to overcome the heterogeneity in a regressiodel is to explicitly model
the 'parameter drift'. Models that account for pdieterogeneity are: the spatial
expansion model (Cassetti, 1972) and the geogralphieveighted regression
(GWR) (Fotheringhamet al, 1998). In Cassetti's spatial expansion methad th
parameters in the regression model are expressedhsit functions of locations. In

such way, parameters for the variables (e.g. strakvariables) are allowed to vary
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spatially. GWR bases the parameter estimation olocation-based weighting

function. An alternative to those methods is the of a multi-level approach to

model the effects at appropriate levels.

Artificial Intelligence Approaches and Location

Similarly to the regression-based applications,fitst studies that facilitated ANN

for property valuation were mainly based on striadtidata. Increasingly some

implicit locational information was added in the dets (McCluskey & Anand,

1999). Jenkin®t al. (1998) provide a research example of applicatibANMNS to

model residential appraisal. Their approach intialvolved the uncovering of the

property sub markets, followed by the modeling afreone of them separately. For

the completion of the first phase they used a ‘Saljanising Map’ approach while

for the second phase they used Multilevel PercapiktLP) Networks. In order to

further refine their model they also used Censua.da

In the case of the Self-Organising Maps (Cohonempdylawo main trends can be

identified. The first is their use in conjunctiorithvanother technique (e.g. ANN) for

unveiling the spatial segmentation of the housiregkat. The second is their use as

stand-alone tools either for the identificationtioé comparables based on a number

of exploratory variables or to measure the impdctertain externalities used as

exploratory variables. Table 3-6 shows a numbeelefvant studies

Modelling Internal
Research Case Study Level Technique | Factors External Factors GIS
Area:
N. Ireland Sample
McCluskey & Anand size: 412 Property ANN Structural(8) Ward
(1999) Period: (hybrid)
1995-1997
Area:
g:lns]lnllél size: Environmental factors
Carlson E (2002) 4750p ) Property SOM Structural (6) (Distance from roads, v
= railways, HVT lines)
Period:
1985-1998
Area:
Jyvaskyla
Kauko (2002) Jarvenpaa Property SOM Structural() Distance from power lines
Period:
1993-1997
Area: Neighbourhood Quality
Helsinki (Socio-Economic Factors,
Kauko (2002) Period: Property SOM Structural Amenities, Public Services
1993-1994 etc.)

Table 3-6: Location aware ANN studies
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Spatial Statistics

An alternative approach that makes use of spat#istcs is the employment of
surface modeling as an analysis tool. For the @geioer of the surfaces, spatial
interpolation is employed. This procedure involtke estimation of the values at
unknown locations within an area covered by exgstinscrete observations. There
are a number of techniques that perform interpmatOne can broadly classify them
to those that base the estimation on sample comdiats (local interpolation) and to
those that use the whole population of control fo{global interpolation) (Wang,

2006). Amongst such techniques are: the trend srfnalysis, geographically
weighted regression (GWR), kriging and inverseattisé weighting (IDW).

An example application of such an approach is givgrMcCluskeyet al. (2000).
They based their analysis on the building of thyges of models. The first included
a MRA model only on regressors referring to the gptel characteristics of the
property. The second employed an interpolation riegle on sample points
(includes location). The third was a hybrid approadere for the surface building
the MRA residuals expressed in percentage term weed. All models performed
relatively well but the best performing was the hglmodel. Other studies of that
type are shown in Table 3-7.

" " Internal
Research Case Study Level Modelling Technique | % E;é?g?gl GIS
MRA
Gallimore et al. (1996) ffgggfgg(gzgf) Property (Value response Structural - v
Surface)
Submarkets
. Londonderry (650) (Value
Deddis et al. (2002) (1998-1999) Property MRA Structural Response v
Surface)

Table 3-7: Spatial Statistics Studies

3.7 GIS in Property Valuation

In order to be consistent, valuation techniqueshawely on the analysis of diverse
data. Data may also vary in terms of format, typd @olume. Adoption of a GIS-
based approach in property valuation presents eeauwf advantages. Among the

strongest are its analytical capabilities, the afisation and finally the ability to
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integrate data from a wide range of sources. Tohasipe on the importance of GIS
technology within the valuation process, in termfs lacational analysis, the
Appraisal Institute (1992, cited in Wyatt, 1995)ngmares the importance and
projected benefits of the application of GIS to uaion with those of the
computerised discounted cash flow modelling torfoial analysis. Table 3-8 gives a
summary of the GIS use in the property-related arealation to the main elements

of a typical GIS (see Section 2.2.1).

GIS Element

Functions

Example Applications

Database

Data Modelling

Property Database (Geo-
reference)

Data Processing

Geometric Algorithms

Topological Algorithms

Data Conversion Algorithms

Network-based Algorithms

Statistical Algorithms

Measure impact of location
based on distances from
significant features
(Distance)

Identify comparables (Point-
in-Polygon)

Data integration

Measure impact of location
based on road-network
distances from significant
features (Network Analysis)

Data exploration
Pattern analysis
Autocorrelation measures

Data Sharing

Interoperability

Web-based Applications

Data Presentation

Base Maps

Visualisation

Presentation-Justification

Identify Comparables (Visual
Analysis)

Spatiotemporal element

Temporal Information
Systems

Temporal Property
Transactions

Table 3-8: GIS use in Property Related Research

GIS technology also enabled the moving from smedlles studies to large scale
studies by facilitating the easy generation of afales which was the main difficulty
in the past - generate variables for a large nunobgroperties (see Section 3.6).
Apart from the self-evident use of a GIS for thécakation of locational variables
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there is a number of ways where a GIS, given arrogpiate dataset, can also
contribute in the calculation of structural infortioa (e.g. floor space). This ability,
although not as precise as the information comiagfon-site inspection, can prove
important in the absence of other data. Examplelsidie the use of OS Land-Line
dataset to calculate floor space and determinetype of property (Lakeet al,
1998).

Considering the advantages of GIS technologiesnaber of applications relevant to
property valuation have been developed. A largdiegmn area where GIS can
significantly contribute and has been widely redsed is that of Mass Appraisal
Valuations. Additionally, a number of researcheevé applied GIS to property

valuation using various aspects of it.

A review of research in the application of GIS nogerty valuation follows. This is
an indication of the alternative ways GIS technglbgs been applied in property

valuation research.
Predictive role of GIS (Longley et al., 1993, 1994)

Longley et al. (1993) developed a methodology for GIS-based ptiedis of the
capital value of property for the Inner Area of @#r This involved the
development of a street-based GIS, which was emdlay the modelling of capital
values. Additionally, they appraised their model tgrrying out a comparison
between the predicted values and those of theiaffi@luations (Longleyet al,
1994).

Their methodology initially involved the conduct af survey of asking prices of
property and then the capital value prediction. $hevey involved the asking price
of all the properties that were on sale during Dawmer 1991. This resulted in 796
properties, which represented the 2.1% of the ptigsewithin the Inner Area. The
sampled properties they selected were deemed ewdestlypbuted across the Inner
Area.

The other source of data used for the predictiothefcapital values was the actual

valuation data (April 1991). Those were the rategmloperty values. The house
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prices in the 8-month period between the conducthef valuation dataset was
characterised as stable with a slight fall at tloestvcase.

The output of this study was a geographical mdukel ¢nabled the assignment of the
capital value of the properties that were not de based on the assumption that the
asking price indicates the capital value. Finalhg assignment of the capital value
was based on rateable values, dwelling type, thesel€ondition Survey area and
aggregate regression relationships between askingspand capital values. Figure

3-4 illustrates the assignment process for the tremtleapital values.

Original/merged residential address from rates
register

[
45658 properties (100%)
v

Exact match of price survey dwelling
No of matched properties: 269

\
45389 properties (99.4%)
v

Street & dwelling type match with 1 or more
price survey dwellings
No of matched properties: 20982

24407 properties (53.5%)
v

Match 1 or more price survey dwellings using:
i HCS area;
ii. Dwelling type; and
1. Approximate rateable value
No of matched properties: 22.523

\
1884 properties (4.1%)
v

Match using regression model

Figure 3-4: Assignment process for modelled capital values

(After: Longley et al., 1994)

Longleyet al. (1994) proceeded to the evaluation of their maahel they highlighted
the ways in which a GIS approach can contributenonitoring the different local

taxation regimes. According to their evaluationnine of the twelve communities
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the percentages of the cases that presented zsmatches between the observed
and the predicted values exceed the others. Thes dhst presented mismatches
were mainly in communities with large degree oehegeneity in dwelling types and

house prices. The GIS software package used irstilnily was ESRI's Arcinfo.
3D Value Surfaces for Location Modelling (Gallimoret al., 1996)

Gallimoreet al.(1996) investigated the use of combined multiptgession analysis
(MRA) and 3D response surface modelling in resi@érgroperty valuation. The
study area was the town of Stafford USA and tha dakd in the implementation of
their methodology was extracted from mortgage wanaeports. The final dataset
consisted of 218 properties and physical and stractinformation has been
recorded. There was also information about theahcalling price where it was

available.

Their methodology involved two stages. The firsiswhe development of an MRA
model, which enabled the prediction of the residd¢mroperty value if that was
going to be on sale. This model was not locatioarawherefore the second stage of
their study involved the generation of a 3D locatialue-response surface. The
main assumption in this approach was that the negidbetween the actual selling
price and the predicted from the MRA model prickects the influence of location.
The value-response surface was generated from tarpatation grid, which was
modelled to reflect the influence of location orle@roperty. Finally, the input from

the surface was then used for the MRA model refagram

For statistical analysis the SPSS-PC software \gasd while for the value-response
surface generation the GIS software IDRISI, devetbppy Clark Labs, was

employed.
Accessibility Index (Wyatt, 1996)

The aims of this research that has been carriecopuhe University of Brighton
were twofold. The first was the development of atispp property information system
that would demonstrate the potential benefits tbeetbpment of a National Land

Information System could offer to property valuatidhe second was to develop a
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more explicit approach to modelling the spatialuahces on commercial property

value.

In this study, the physical analysis of the propexiok place through a user
interface. The user inputs the general structurafilp of the property based on
which, a set of comparables are being selectedhbysystem. This selection is
refined using another set of more detailed inforomaentered by the user and then
the system adjusts the value factors between tbeepy in question and the
comparables. Then, the final set of comparableslected. By the completion of this
stage the physical differences of the comparabtesadjusted and therefore any
variations in value can be explained by differeriodscation (i.e. locational values).

Spatial Analysis (2)

Join to Geographical Data

Physical Analysis (1)

Interface dialogue
General Profile

comparables to a new data file

on value

Stage 2: Spatial Analysis of the
comparable properties

Stage 1: Selection & Physical
reconciliation of comparable properties

Figure 3-5: Methodology Overview
(Source: Wyatt, 1995)

The second part of the work involved the spatiallysis of the selected comparable
values. That resulted to an accessibility indearatntra-urban level using a gravity
modelling technique on a GIS platform. The bassuagption here is that the point
of maximum accessibility is not the centre of tlrbam area as traditional urban
theories do. The use of an accessibility index tasare the effects of location on
value is also supported by the Appraisal Insti{i®@92, cited in Wyatt, 1995) when

they argued that the quality of a property’s lomaticould be quantified by
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calculating the time-distance relationships or digks between the property and all
the possible destinations. This analysis resultedhtlex values that were highly

correlated with the locational values identifiecstage one.

The GIS software platform that was used for thele@mentation of this study was

ESRI’s Arcinfo. Figure 6-3 is an illustration ofetlproposed methodology.
Structural Variables

As mentioned in previous section (see Section 3uBen variable calculation is
required, the role of the GIS is usually restriciadthe calculation of locational
measures such as distance measures. éiakk (2000) present an example of how
GIS can be used in the materialisation of struttpraperty data. Their approach
involved the extraction of structural measures saagground floor and plot areas and

property type using the OS Land-Line.Plus dataset.
Value maps

Value maps is another application area that caefiiesignificantly from GIS. Value
maps show the geographical variations of propeatyes or land values and their
applicability varies from planning and developmentaxation and valuation (Wyatt
& Ralphs, 2003; Vickers & Thurstain-Goodwin, 2002).

When first appeared they where paper maps buttivladvent of GIS nowadays the
digital format is most common. GIS provide all thecessary technologies for the
creation of such maps, from input data and calmratsuch as spatial interpolation
to visualisation and further analysis. Vickers &ur$tain-Goodwin (2002) present a
number of potentials from the use of land value snap assisting monitoring,

planning and assessment.

3.8 Location aware property valuation in a knowledg e
discovery setting

Previous sections discussed a number of complsxitieconnection to residential
property valuation modelling. These mainly arisenirthe complex structure of
housing that is composed not only of structuralrabi@ristics such as number of
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rooms but also of locational. Valuation involve® ttranslation of these housing
attributes into monetary value. That assumes kmydeof the impact these

attributes have on price.

In the case of the structural characteristicsithrglatively straightforward and this is
reflected in a number of techniques that use th@sethe other hand, identification
and quantification of the spatial influences onpemby price is not trivial and

involves geographical analysis to discover compdgatial configurations. As a
result, most of the valuation models account fa $tructural characteristics and
handle location indirectly. Considering that looatiis a primary influence on

property value there is a need for adopting spatethodologies that tackle this.

As discussed earlier in this chapter, two are tlanntypes of valuation model that
location is taken explicitly into account. The fiis the hedonic regression model
and the second is the Artificial Neural Network rabdBoth rely on a deductive

approach which uses a set of assumptions on wiretligions are based. These
assumptions relate to the way location affects @nypprices and have their roots in
early locational theories or have been proved doglly. These assumptions are
captured by the variables in these models thatteaéiy predict property values. The
predictions are tested by comparing with real knén&nsactions.

Initial studies have explored how location affettts value of properties in terms of
accessibility. Based on these studies, theorigstithdo explain these effects have
been developed. Although focus has been placedhemipact upon prices caused
by accessibility to the city centre there are otigpes of relationships that can have
positive or negative impact on property prices. réfme these models are
considered dated and fail to explain a price patteithin modern cities where the
city centre does not necessarily coincide with dinéy centre of employment and

consumption.

Proximity to non-residential landuses such as paRkd schools is thought to
increase the price of a property. On the other harakimity to industrial landuses is
associated with low prices. It is apparent thatatmmal factors, impact upon

property prices not in an isolated manner but ocombined way and also that vary
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upon case by case. Hence, there is a need for alri@ad accounts for these effects
to determine a value to a property based on i@time in an inductive manner.

Such approaches are usually rule based spatiadifctason algorithms such as
algorithms that use decision trees. A general foimalves first the identification
of the spatial relationships and then the appbcatf a rule induction algorithm.
Decision trees are easy to explain. However thé tfzett decision-tree classifiers
examine one variable at a time limits their abilibysupport satisfactorily a purely
location oriented valuation approach. On the othemd, associative classification
algorithms form classifiers that are explainablée3e are based on classification
rules that explore highly confident association®agimultiple variables at a time.

Spatial configurations should be modelled in sudy what facilitate the inductive
approach and support the associative classificatligorithm. An efficient way to do
SO is by using a graph theoretic approach to mtielay locational externalities
affect the property price. Graphs are used to aeaiglations between units and have
been traditionally used in geography to represtwd between locations. Nodes
represent locations and edges represent flows batweints, such as roads. In a
property valuation case nodes can represent ramtland non residential locations
while edges can represent information about spagiationships.

3.9 Summary

In this chapter the general concepts of propertyateon and in particular of location

—aware property valuation were presented. Propeatiyation is an estimate on the
value of a property. It is a complex process, based variety of factors that affect
in various ways the determination of a propertyisg These factors can be broadly
classified in internal and external. The most proent representative of the external
factors is location. Property valuation is alsojeabto the type of the property and

the purpose of the valuation.

To tackle these issues and perform consistent ti@hsaa number of methodologies
and techniques have been proposed. These can &sifieth to traditional and

advanced methods. Traditional methods include tlmengarative Method, the
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Contractor's Method, the Residual Method, the Bsdfilethod and the Investment
Method. Advanced techniques include the hedonmepnodelling and the ANN.

Both hedonic modelling and ANN have been widelyli@opto property valuation

research. In early studies, the focus was mainlghenstructural data ignoring the
effect of location on the price formulation. Withetrealisation of the importance of
location in the price formulation, research worlsdx on locational theories started
to emerge. This trend was strengthened by the ¢tdopical advances and the

development of appropriate tools.

The incorporation of locational variables in the dalting is less straightforward
when compared to the internal factors. A numbestoflies that dealt with this have
been identified and the locational measures usak been reported. Amongst the
most prevalent variables are these that attempt capture accessibility,

neighbourhood quality and environmental quality.

As the models extended to include more complicamiables, the need for new
technologies to assist in their materialisation apee more apparent. Such
technology is GIS which can assist in a number afywin the property-related
research. To demonstrate this, a number of repiasen studies have been
reviewed. Finally, a link between location awaredeltng in property valuation and
knowledge discovery has been established.

125



4 Design of a Property
Valuation System

So far, the existing data mining and spatial datairg techniques along with the
importance of the adaptation of knowledge discoueghniques in geographical
problem solving has been reviewed. In additionn&oduction to property valuation
and detailed review of the way the locational iafiae is accounted in the valuation
models have been provided. In this chapter, issakded to the design of the

developed system that facilitates the proposed odetbgy are presented.

The present chapter is divided into three mainspdithe first part gives an overview
of the adopted methodology to meet the objectiehie research and the rationale
behind its formulation. The second part presergsnibdelling and the design of the
knowledge discovery algorithm. The third and fipalt covers all the aspects of the

design phase of the whole system.

4.1 Research Opportunities

Although knowledge discovery in conventional datssais a well documented and
recognised area, its application in geographictdlmeses is a relatively new area and
it has enjoyed a lot of attention from the academeimmunity. Over the past decade,
the academic community has identified Geographiowdadge Discovery as an
important, attractive, emerging and dynamic fidldttcan prove to become a useful
tool in the field of Geographic Information Scien@éiller, 2004; Gahegan, 2001;
Esteret al,1997; Fayyackt al, 1996B; Kopersket al, 1998A,; Esteet al, 1999).
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Many researchers argue that it is an emerging awlheeh can potentially lead to
compelling results. Several areas that need elaboraave been identified (National
Research Council, 2003; Turner, 2002; Miller & H2001; Buttenfielcet al, 2001;
Esteret al, 2001; Openshawt al, 1999; Kopersket al, 1998A). Among them, the
successful integration of knowledge discovery am@daphic Information Science
and the representation of the background or theaebeid knowledge stand out as
very promising areas (Koperséi al.,1998A; Yuaret al, 2001; Miller, 2004)

In this study, a knowledge discovery approach hasnbadopted to model the
contribution of location to the value of a propeffyere is a common adage within
the property industry that says there are threeiardactors that determine the
success of a property: ‘location, location and fiora (Britton et al, 1989, cited in
Wyatt, 1995). It is true that in the literature &bion is considered as a major value
determinant. Fraser (1993) argues that locatiorfofsdominant importance in
understanding the demand for any urban propertysisocation, both in a regional
and a local sense’Gelfandet al. (2004) also talks about tHaxiomatic importance

of location on selling price(p. 150).

Despite the wide recognition of the importanceaafation, it is considered to be the
most neglected factor in valuation models (Kauk@03 and its incorporation is
rather implicit and mainly based on a valuer's Idkaowledge (Wyatt & Ralphs,
2003; Wyatt, 1995). Studies are concentrated ontifigeng and quantifying the
effects of physical attributes of a property onueatather than those of its location.
(Wyatt, 1997). Therefore the transition from spasslvaluation models (Dubgt
al., 1999) to models that attempt to measure the itnplalocation on the value is
necessary. Wyatt (1996) highlights this need muiaig that the development of a
methodology that attempts to measure the impalcication on value is an important

addition to valuation theory.

There have been some attempts to measure the ingpaldcation on value.

However, complexities related to modelling of lacat resulted that in most
computer-based valuation models, the incorporatidnthe location becomes
insignificant. These models are either structuredsuch a way that only
homogeneous areas are considered or use oversadgiéuristic rules such as the

distance from a city centre, which again diministiesrole of location.
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Furthermore, computer-based valuation models @&\M) in their majority are

statistical models. They base their estimation @mwious techniques such as
indexation or comparables identification but maioly regression. Their accuracy
relies on the volume of data but although there areariety of developed data
models, valuation is based mainly on property attarastics. On the other hand,
valuers factor in location intuitively based on ithieackground knowledge of the

market and intuition.

As shown, both the areas of geographical knowletlgeovery and location-aware
property valuation although highly active, there atill issues that remain to be
investigated. In the next section, an overview loé fproposed methodology is
provided.

4.2 A new approach

In the proposed methodology, knowledge of the irhghat existing locational
features may or may not have on the property psic®nsidered absent. It is a data-
driven approach that is not tied to theories thi@napt to explain the role of location
in the property value therefore it does not requaireriori assumptions about the
variablesSince no a priori selection of the variables isurez, the whole process
relies on pattern discovery based on the topoldgth® area. The whole model is
entirely location-oriented and aims to investigaie validity of such an approach.

The use of a knowledge discovery methodology wellphin the extraction of this
missing information and its incorporation in theluaion model by using an
appropriate representation. The selection of thjg@ach was based on two facts.
The first is related to the successful applicabmbrknowledge discovery techniques
to complex problem solving to reveal previously mown information. Considering
the complexities associated with location the ajapilon seems ideal. The second
reason relates to the research challenges thattpessloption of such an approach
not in conventional databases but in spatial datga The complexity of
geographical phenomena (Gahegan, 2001) along Wihldrge size of spatial
datasets not only justifies the application of kiedlge discovery to spatial datasets

but they also make it highly attractive.
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Hogaen MARKET PRICE
Proximity to non-residential Pri
rice range
landuses
Geo-demographic indicators
Data Model
v
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Edge: Topogologic/Metric relationship
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Measure Interestigness

Figure 4-1: Proposed Methodology

Figure 4-1 shows a diagram of the proposed metloggolAs shown, the process has
been designed so that location can be taken intouat implicitly during the
property valuation process. Initially, data relatedhis study is structured as a multi-

layered graph.

Since the classification is based entirely on thharmement of the spatial objects, the
accurate modeling of their inter-relationships fisitmost importance. As discussed
in Chapter 3, the value of a property is closelatssl to its surroundings. Empirical
research has demonstrated that the presence aincgpiatial objects such as schools
or parks can have an effect on the price. Althotinygh effect is documented in the

literature there are certain issues.

The first is that the type and magnitude of theefthat these spatial entities have on
the property is context dependant. For exampleipribxto a park in a heavily urban
environment is highly priced. On the other hand #ame park in a suburban
environment may not have such positive impact enpitice since the morphology of
the areas is different.

The second issue is that the different spatialtieatido not affect the price in an
isolated way. Especially within urban environmentsere multiple landuses are in a
close proximity to a property, prices cannot beedained based on isolated spatial
entities alone. In that case, it is more valid émsider their combined effect that is

the result of their existing inter-relationships. ghaph-based modelling approach
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tackles these issues as it effectively models ladl telationships and provides
information about their connectivity at multipleséds.

Property valuation is performed by accessing théply and applying data mining
techniques. A graph traversal algorithm is appleedalculate the paths that form the
input to the data mining algorithm For the desaniptof the dataset and the
extraction of the knowledge in terms of patternat thill lead to the modelling of
location, the dependency analysis task has beesenhand in particular the mining
of association rules. Since the purpose of thishoekis to perform valuation based
on limited, if any, information about the kind afchtional influence on the price, it
iIs necessary to primarily describe all the possd#pendencies between the price
and the several locational featur@®ependency analysis in the form of multi-level
association rule mining enables the discovery ghéi-order interactions between
locational features. It also takes into account exigting interdependencies resulting
in more accurate modelling of location’s contriloatito property prices since spatial

factors influence value not in an isolated way.

The second task that belongs to the predictive aténg is the classification task.
Based on the output of the dependency analysissitization will divide the data

into classes and hence perform the valuation.

4.3 The modelling and Knowledge Discovery Algorithm

Before going into the detailed design issues of khewledge-based system that
accommodates the proposed methodology, some asplettie general design are
discussed. These include the data model, the gmadersal algorithm and the
general function of the data mining algorithm, whis the central component to the

system.

4.3.1 Graph-theoretic approach for modelling locati  on

As stated in the previous section the modellinthefspatial interrelations was based
on a graph-theoretic approach. Graphs are very ritapiomodelling tools and have

been successfully applied to various problems wers¢ domains. Graphs, unlike
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trees, base their architecture on the problem theglel aiming at the best possible
representation. Problems may belong to the physicald or can be abstract.
Example applications include from optimisation pewsbs in engineering and
modelling of social networks in social sciences,the modelling of the physical

world (e.g. road network).

Since the introduction of graphs as formal modelsepresent networks, they have
been applied in various geographical problems. AAlgh graphs are considered as
highly abstracted models of spatial relationshipat trepresent only connectivity,
they can be proved useful modeling tools when agplio specific problems
(Worboys & Duckham, 2004). One apparent applicataithin the geographic
domain is the use of directed graphs to model nédsveuch as roads, rivers and so
forth (see Cliffet al,, 1979).

Network connectivity is not always enough to captiine spatial arrangements.
Other relationships such as topological, metric dinglctional may be of interest and
hence should be represented within the data m@iethe other hand, the use of a
graph theoretic model presents a number of advastdgraphs are extensively used
as modeling tools resulting to the development arfious operations and efficient

algorithms that one can base their analysis onthBtmore, graphs enable the
investigation of relationships that extend further those that exist within the

immediate neighborhood. The latter characterigigvhat makes graphs extremely

relevant to this research.

In this research no previous knowledge of the aseassumed. Therefore it is
necessary to model the data in such a way thathall inter-relationships are
represented. A graph-theoretic approach fulfilshsaaequirement and also allows
the representation of higher order relationshipsest inter-relationships can be
expressed in the form of topological, metric oredtronal relationships. For this
purpose, the graph should be extended to includé selationships in order to
facilitate their connectivity analysis. In such text, paths represent a sequence of
spatial relationships. This extension can be aduely implicitly model these

spatial relationships within the graph (Esteal, 1997).
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Before presenting the conceived graph, it is nescgs® introduce the following
definitions about graphs and their properties (\W2600; Lafore, 2003; Evans &
Minieka, 1992).

A simple graph can be formally described as a &t (V,E), where V is a set of
vertices (or nodesy={v1,v,,....,\4} and E is a set of edges (or aré&s¥{e,e,,....,e}
whereV£[ andE #0 and E = {(;,v) | vi,v; U V}. For an edges = (v;,v) verticesv,,v;
and edges are incident to one another. The vertiogg of the edges = (v;,v;) are
adjacent. The degree of a verigxienoted asleg(y) stands for the number of edges

incident with it.

A directed graph(or digraph) is a grapt = (V,E) in which the set V is a set of
ordered vertices hence each edge has a direcsmmnasd to it. In the case of directed
(Vi) # (v, ).

A weighted graphs a graphG = (V,E,W)in which each edge has a weight assigned
to it. Weights can represent either the physicsiatice or costs associated with the

edges.

A pathvy,V,,....,.\s O V within a graphG = (V,E) betweerv,,v, 0 V is defined as the
connected sequence,{»), (V2,V3),...,(Vh-1, V). A path is callegimplewhen none of
its nodes is incident with more than two of eaclgesdhence the path does not
contain circles. Graphs in which for every set eftices there is a path that connects
them are calledonnected graphPaths have speciflengththat denotes the number
of edges traversed.

Figure 4-2, shows the structure of the gr&pthat models the spatial relationships in
the current research. It is a directed weighteglytaat has two levels of hierarchy.
The first level models the spatial relationshipspedperty level. First level nodes
represent two types of spatial entities: BReference spatial entitiesnd theTask-

relevant entitieghat are entities relevant to the association. Mgrecifically, the

reference spatial entities represent the propeftiesvhich the sale price is known
(P_1, P_2). The task-relevant entities represdrthalnon-residential landuses and

other spatial objects relevant to the study sudbuasstops (L_1, L_2).
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Figure 4-2: Structure of graph that models spatial relationships

The second level of the graph, models the spatiationships at neighborhood level.
In this case, nodes represent individual neighbmtedN_1, N_2). This distinction

was dictated by the need for the system to alsbtéde the investigation of the way
neighborhood quality affects the price of the prope

As discussed in Chapter 3 (see Section 3.6), tighiberhood quality has an effect
on the property price. Neighborhood quality is coomhy expressed in terms of
socio-economic status, racial composition and gualf services. Most of this

information can be accessed through the Censusewhexkists at certain levels of
aggregation such as wards, output areas etc. Siaare not only interested in the
neighborhood quality effect of the neighborhood tha property belongs to but also
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in the sequential effect caused by its adjacenogtier neighborhoods this adjacency

should be modeled.

The edges between two first level nodes denote ghakertain type of spatial
relationship holds between them. The modeled dpatéationships include
Adjacency Containmentand Proximity. An adjacency relationship holds when two
spatial objects of polygon type share a common 8apn The containment
relationship is used to model two types of spatrehngements. The first is to model
activities that share the same polygonal referembe. second spatial arrangement
reflects the cases where activities exist withioadoder landuses. Such examples are
the sport facilities that are part of big parksndfly, proximity was introduced to
model all the relationships that are within closage to the property but are not
directly connected to it. As mentioned, the secdedel nodes represent the
neighborhood. The adjacency relationship was usedodel the spatial relationships

at that level.

The direction of the edges was determined baseithetype and level of the node.
Edges that are incident to reference nodgsef) have only one direction that leads
away from them. This is to ensure that the refezgmuints are not included within
the extracted paths of other reference points. l@nother hand, the edges that are
incident only to non-residential landuses or belémghe second level have both

directions €;, &)).

The weights were applied in the form of costs adiogy to the type of spatial
relationship the edges model. Containment, adjacamd proximity relationships
were assigned with costs 1, 2 and 3 respectivehe Tse of the weights in
conjunction with the use of a shortest path tyger@thm described in the following
section, ensures the correct order of the noddsnat path. That is, from a starting
nodev; and for a given length ensures thathe nodes are visited by accessing first
the links that denote the closest relationships.
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4.3.2 Graph traversal algorithm

The relationship of a given reference object wibpect to the task relevant points is
expressed in the form of paths that have the olge@ starting point. It is apparent
that we are interested in simple paths. That isameinterested in paths that consist
of a sequence of links that do not visit the sameex twice. This constraint is to
ensure that no cycles are included in the calcdilg@@hs in the cases that both
directions exist. In that way, the calculated pathib only lead away from the
starting object and there will be no redundant pagturning to the start. In the case
of the graphG illustrated in Figure 4-2, the location of verteXis described by the
paths:

Path: v2 (e2) v3
Pathy: v2 (e2) v3 (e3) v4

Path and Pathare paths with length 1 and 2 respectively. In pheenthesis, the
edge that was used to access each node is shown.

Paths are extracted from a graph by the use ofafmedtal operations that access the
graph from a given starting point. This searchssally performed according to two
common approaches, théepth-first-search(DFS) and thebreadth-first-search
(BFS). Another very useful traverse method of gsaigitheShortest Patlalgorithm.

It was proposed in 1959 by Edsger Dijkstra andsitone of the most common
operations applied to weighted graphs. For a wetjlgraphG = (N,E) the Dijkstra
algorithm performs as follows (Worboys & Duckhar02):

Distances are represented as a weighting funetigw: E= ) in addition to a

target weighting function (t: N= 07) that is used to store the minimum distances
between the starting point to each node. Dijkstadg®rithm starts by initialling the
target weights to infinity (a very high number) egt for the starting node and the
nodes adjacent to that. Then the algorithm trageitse entire graph from the starting
node. At each step it sorts any unvisited nodeasitending order of their target

weights. It then recalculates the minimum targapghist.

This algorithm can calculate the best (in termgadt) path between two nodes. It

can also calculate all the shortest paths that fstan a given point, termed a single-
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source shortest path algorithm (Worboys & Duckha@4). This ability makes its
application meaningful in this research.

In this research, the search algorithm facilitabesretrieval of the necessary spatial
information that is then used as an input in theoeisition-based analysis. In
particular, the interest is in representing theiaparrangement of different landuses
or activities in relation to known reference poimtshe form of paths.

Since the graph is not based only on one spatetioe type, it is essential to ensure
that the higher order nodes are accessed througks lthat denote closer
relationships. For example, in the case where twdes are connected via an
‘adjacency’ link, given the way the graph was reatdi, there is also a ‘near’ link that
connects them. Simple graph traversal will resultwo paths, one that accesses the
next level node through the adjacency link and larothat accesses the same next
level node through the ‘near’ link. Both paths a&edid since they represent true
relationships but they also result to the creatbmedundant information. This can
be easily avoided by adopting a ‘shortest pathicldg the design of the search
algorithm based on the weighting of the differguatsal relationships.

Although the shortest path algorithm effectivelyaldewith the above issue, also it
presents an additional consideration based on thg shortest path algorithms
traverse graphs. Such algorithms, search for despagh out of all possible paths in
a given graph which has the least length, based oost function, connecting the
given starting node with sequentially adjacent sodie case of more than one paths
with equal costs, these algorithms select onerarbiyt. For example when traversing
the sample graph shown in Figure 4-3 from nggethe nodev, will be accessed
either from noder, or from nodev; since both paths/{-v,-vs, vi-vs-V4) are equal in

terms of cost.

Figure 4-3: Example
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For spatial applications and in particular in threperty valuation application, key
spatial relationships can be lost as a resultief Hhence, the application of a shortest
path algorithm alone for the calculation of patbsrmecting more than one adjacent
nodes is not appropriate. For this reason, a sedgchithm that finds all least cost
paths of any length, that is connecting any givemiper of adjacent nodes in a
single path, has been developed to include all iapo spatial relations. The result
is a set of all such paths for each transactionef@rence object in the dataset. These
are the paths that are then used as inputs inatfaenaining algorithm for determining

associations.

Figure 4-4: Data Structure

This search algorithm starts the graph traversahfeach given reference object
(transaction). The algorithm progresses by findhegleast cost path from that object
to all immediately adjacent objects in the dataSkése can be landuses. These links
are stored in an array with the transaction assthg node and these objects as end
nodes. The algorithm progresses by using as angtgsbint the newly discovered
spatial objects, for example these landuses, toodes their nearest neighbouring
objects and determine least cost links between ttegreating the process until the
specified path length has been considered. Thensidn follows certain constraints
that ensure the leading-away direction of the paith also the exclusion of cycles. In
Figure 4-4, the data structure is shown while thwle procedure is illustrated in

Algorithm 4-1 below.
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Search Al gorithm Algorithm 4-1

Finds all paths from a transaction to all connected nodes at path

findShortestPaths (criteria, pathLength)

Step 1 — Get all transactions t from spatial databa se based on spatial or

user defined criteria and set as starting points an d store in array T.

Step 2 — Generate all paths of length = pathLength

for eacht OT
set nextn i =nextt

procedur e openNear Nei ghbour s (node n)

repeat
create | yand addto L
for each n i
find all k j forn ; excluding parent node, self, peer node
add n i tol
for eachk;inn ;
setnextn i = nextk
openNear Nei ghbour s (next n)

y=y+1

until level y=m

Step 3 - Extract paths

Starting from final nodes at | m OLtol ; OL extract each link (k j.ni)and
add to path P until tis reached

Step 4 - Save in database
Save paths into ghu_paths, ghu_plinks tables

end for

Where:
 SetoflevelsL={,..., ..., In} and m is the given path length

* |y 0L is array of nodes containing links between adheade and end nodes
as shown in Figure 4-4. Thus{ny, my,..., n,...} and U S, where S is the set

of spatial objects

* each n= {ky, ko, ..., k,...} where kIS, k represents end nodes which are

closest neighbours witdegree relationship with a head nogdamd ki

* a head nodejns connected with its closest neighbouys/ik a path R; =
min{d, a, c}, where d is the®ldegree link representing proximity between i

and k, a is the 1 degree link representing adjacency between i aaddkc is
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the T' degree link representing containment between ikan@ihe values of
these links are {d, a, c} = {3, 2, 1}.

4.3.3 Data mining algorithm

Figure 4-5, presents a high-level overview of theadnining process that consists of
two tasks, the mining of interdependencies and dhessification. This is

implemented in the data mining component of theéesys

€
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based)

Paths

D

Build Data Test Data

Association Rule
Mining
(Apriori)

A
Classification
Rules

A

.| Classifier Building
(CBA Sorting)

Process

A

Classification

A

Figure 4-5: Data mining process overview

As discussed in the previous sections, the datanmprocess is based on a weighted
and directed graph. The input of the data minirgp@dhm is a set of shortest paths

that describe each of the reference nodes, extrastth the application of the
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shortest path based algorithm presented in theiquesection. The length of the
extracted paths varies from 1 tg with paths with length 1 representing the

immediate relationships of the reference nodestsutrounding task relevant nodes.

The computed paths are then reformatted approlyidbe the association rule
mining to be applied. In classification problematadhas to split in order to form the
build and test data. Build data is used for thaniing of the model that result to the
building of the classifier. The testing of the difier is based on the test data.
Similarly in this case, data split into build datad test data. The build data is used
for the association rule mining while test dataused for the evaluation of the
classifier. The separation criterion used, is basedhe random sampling (Build
Data — Test Data) which is a common practice irssifecation problems (Pyle,
1999). For the discovery of the association rulhes Apriori algorithm (see Section
2.1.3.2) is used. Since there is not enough evel@mdhe literature in favour of a
certain association rule mining algorithm (see ®ac2.1.3.1), the Apriori algorithm

was chosen as it is considered one of the mostriamtarepresentatives of its type.

Given the limitation of association rules in degliwith numerical data (see Section
2.1.3.1) the classification is not directly basedtbe individual prices. Instead, a
discretisation operation is applied that resultsaimumber of classes. The range
within these classes and the number of the diftectassses depends on various
factors such as the geographical size of the exadramea. These considerations are

further discussed in the case study (see Chapter 6)

In the case of association based classificatiom,cthssifier comprises of a set of
classification rules (see Section 2.1.3.5). In ostext, since we are interested in
classifying the test cases based on their spasabciation relationships, the

classification rules take the following genericrfor
Spatial relationship> Non-Spatial Classifier

where the spatial relationship is in the form ofamsociation relationship while the
non-spatial classifier is a price range. To engtis, further to the support and
confidence thresholds, two additional constraintislg the rule generation. The first
is that the descendant part of the rule must comtaly the classifier. The second is
that the antecedent must also contain a non-sgigdription of the reference node
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such as property type. This can be relaxed byicasty the mining process on
homogeneous property types. An example classifioatile is the following:

Commercial Services= NEAR PRICE_RANGE= [1610000-2800000]
(support=100, confidence=100)

This rule implies that properties that are locatedr commercial services belong at
the price range of 1610000 — 2800000. It is quaeegal and gives the estimation in
relation to a single-member antecedent. This is alsstrong rule since both the
support and the confidence are 100% which meartsthig rule satisfies all the

training cases.

The construction of the classifier is based onthiree-step procedure of CBA (see
Section 2.1.3.6) in conjunction with the build dafhe selection of this method was
based on the fact that the best-rule sorting ctergly performs well irrespective of
the type of the dataset is applied to (see Se@idrB.5). The evaluation of the
classifier in terms of accuracy is performed using test data by calculating the
percentage of the cases that are correctly claddifom the classifier. Finally, all the
results such as classification rules, classifiest tclassification and accuracy are

reported through the system’s logger.

4.4 A Procedure for the design and implementation o  f the
system

4.4.1 Analysis and Design Methodology

For the analysis and the description of the detailesign of the system the Unified
Modelling Language (UML) concepts and diagrams vuesed.

UML is an object-oriented methodology. As discusbgdts creators (Rumbauggt

al., 2005), UML is a general-purpose visual modelliagpguage that includes
semantic concepts, notation and general guidelthes enable and guide the
specification, visualisation, construction and doeatation of the components of a
software system. It consists of static, dynamico/irenmental, and organisational
parts that intend to capture the information alibetstatic and dynamic behaviour of
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a system. For organisation purposes, all these paet divided into views that are
expressed in the form of different diagrams. Vieas be further organised into four
major areas: structural, dynamic, physical and rhodmagement (Rumbaugh al,
2005).

Structural classification captures the structurd arganisation of operations of the
data quantized in classes. Key elements are tlssifitas (actor, class etc.) and their
relationships (association, dependency etc.). Gixsscan either represent objects
(e.g. class) or represent behavioural concepts &etgrs). Views that belong to this
area are depicted with diagrams such as class agmginternal structure,
collaboration diagram, component diagram and use daagram. On the other hand,
dynamic behaviour describes a series of changesdieg the components of the
system described with the structural views overetirWiews of this type are
illustrated through diagrams such as state macHiagrams, activity diagrams,
sequence diagrams and communication diagrams. IfFindde physical layout
(deployment diagram) and the model management §ogclliagram) contain views
that describe the computational resources and rignisation of the models in the

form of hierarchical units respectively.

Diagrams that were used to fully describe the psedosystem are: the class
diagram, the component diagram, the use case diagral the sequence diagram.

These are further analysed in the following sestion

4.4.2 Conceptual Architecture and Non-functional Re  quirements

of the System
As already stated, one of the primary objectiveshi$ research is to design and
implement an integrated system that incorporatesvledge discovery functions.
Figure 4-6 illustrates the conceptual architecafrsuch a system.

This architecture is based on three main compong&htsfirst is thedata loaderthat

is responsible for getting the data from the vasi@ources. The second is the
valuation enginewhich is an implementation of the data mining alhpon and the
classification algorithm. The main functionality tife data mining algorithm is to
extract the knowledge from the data and placedk lia the classification engine that

performs the valuation. The third and last compomethevisualisation component
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Figure 4-6: Conceptual System design

The focus of this research was on the implememtatiothe two first components:
Data Loader and the Valuation Engine. A numbereguirements for the proposed

system have been set. Such a system:
Should support spatial data

The system must be built in conjunction with a Dake Management System that
supports spatial data. Although spatial relatiopstdare modelled as graphs, all the
pre-calculations are based on spatial indices. eléehe Data Management System
must support such operations.

Should support graphs and graph operations

The system must support graph-based operationwidp the required tools for the
development of these operations. Additionally, tstfacilitate the efficient storage
of the graph. It should be noted that there aredwections one can follow. One is
the on-the-fly calculation of the graph. This stotke graph in the memory for the
whole duration of the operations. The other apgraadhe persistent storage of the

graph in the database. The second approach insr¢hseefficiency of the data
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mining algorithm since it does not involve the sgatcalculations step. This
approach is preferable in this case since the gsapbnsisted mostly from the task-
relevant objects that can be considered relatigtable over a period of time.
Therefore the whole graph can be considered relgtigtable with the set of
reference points being the only possible sourc&emfuent updates. In the case of
new reference points, the update of the graph ige ggtraight forward. It first
involves the calculation of the spatial relatiopshof the new objects in relation to
the task-relevant objects. Then these objects dimibppended in the node and link
tables.

Should support the integration of the data-minitgpathm within the DBMS

In the literature, a number of advantages are pteddhat support the integration of
the data mining algorithms with the database mamagé system, as oppose to a
stand alone tool. Specifically, Ne¢ al. (2000) comments on the need to integrate
data mining with database systems in order to mihke analytical technique
stronger, by backing it up with technologies sustdata warehouses in order to deal
with issues such as data integrity and effectiva d@anagement. Furthermore, Ester
et al. (1999) further emphasise on the advantages of istegration related to better
storage management, avoidance of inconsistenciés fiaally, use of already
existing functions (e.g. indexing) without the nefedt further implementations.
Finally, integration with the database is conside@ more unified approach
compared to designs where the data mining compoeests separately and the

input is a flat file.

4.4.3 System Design

What follows is the description of the system imte of its structure and dynamic

behaviour.

4.4.3.1Use Case Diagram and Functional Requirement s

Use case diagrams are used to describe the exterhaliour of the system as this
can be seen from outside users. Although it do¢pravide a structural guide for

the implementation of the system, it provides aidalg description of the
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functionality required. Hence, it can be used afrst presentation of the usage

requirements of the system.

Figure 4-7 presents a high-level overview of th@gesrequirements of such a
system. This use case diagram illustrates the mystinctionality in relation to
idealised users. This functionality is provided thne classifiers and expressed in
terms of their interactions. Classifiers shownhis diagram are actors and use cases.
Relationship types such as generalization, usage association, model the
interactions between the classifiers. It shoulchbeed that these actors denote roles
that do not necessarily coincide with real perdmusthey can represent processes or

other systems.
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Figure 4-7: Use Cases Diagram

The functionality provided by each classifier slibbe in accordance with the main
objective of the system, which is to support propealue estimations by utilising
spatial data mining algorithms. Hence, each ofube cases represents a piece of
functionality that can either be autonomous or bammixed with that of other use

cases.
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In the Figure 4-7 use cases are drawn as ellipbkds different types of links denote

the type of relationships between actors and usescalwo main actors can be
distinguished, modeller and analyst. Modeller aisdes with three use cases: Import
data, Mine Association Rules and Classifier TrainiAnalyst associates with the

Estimate Property Value.

A generalisation relationship holds between thearhpata use case and the Graph
Construction, Transaction Import, Landuse Importl &ensus Import use cases
denoting a parent-child relationship. Associatioras® Classification is a
generalisation of the Mine Association rules, Twagnof Classifier and Determine
Classifier denoting again a parent-child relatiopskise cases that are linked with

dashed arrows denote a usage dependency.

Use casémport datais a key use case. Its purpose is to deal witltdimstruction of
the input dataset. This case is invoked when ther ddodeller initialises the
application. The Modeller defines a number of pagtars that relate to the size and
dimensions of the input dataset. On completion, itipait data is prepared to be

further processed.

Use caseéMine association ruless also a key use case. Its purpose is to mine the
interdependencies in the input data, extract agsonirules and store them in the
database. Th&lodeller invokes this use case when a valid input datasstdan
user specified criteria has been generated. Adsatialles are determined, stored in

the database and displayed on the screen.

Use casdraining of Classifieris responsible for the determination of the classif
It is invoked by théModeller, after the completion of thiéine association rulesse
case. It uses a dataset that has been generatédeaasisociation rules to determine

the appropriate classifier. On completion it diggléhe classifier.

The final use case is thestimate property valueise case. It is invoked by the
Analystand is responsible for the property valuation figrctlt uses the classifier
determined, in conjunction with a test dataset asacase. It calculates the accuracy
of the classification and finally it displays thiagsification of the test dataset or the

test case.
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Packages of the CAPV system

Figure 4-8shows the six main packages of the system in the fof a package
diagram. This was used to model the organisatioth@fwhole system (model). A

brief description of them follows.

phd

software —‘
j j j datamgmt

jdmwrapper cba network

dbmanager

Figure 4-8: Package Diagram

phd.software

This is a container package (component), withincltall components of the system
are located. It also contains the main start-upscénd the main server class which is

a container of the systems services.
software.datamgmt

Contains classes used for accessing the spataatse (Data Warehouse containing
the structural data of the systems) and also tlsvladge database. Classes that are
located in this package (component), use the stdndl@aBC API to connect and
access the Oracle database. It is also a wrappss tb Oracle Spatial’'s API that
manages the graph and maps relational data inextsbpy creating network objects
that are instances of classes located in the nktpakage.

datamgmt.dbmanager

The dbmanager package (component) is located witlendatamgmt package and
contains classes for managing connections to thebdse using a connection pool.
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The reason for this is the optimal management eflifie cycle of connections and
increased performance of the database and acct#ssdata.

software.jdmwrapper

This package (component) contains a wrapper cta€racle Data Mining (ODM)
Java API libraries. This wrapper provides metharshe system at the appropriate
level of abstraction related to the Apriori algbnt.

software.cbha

This package (component) contains classes thaemmgait the CBA algorithm. In
particular, the construction —training of the ciassand the classification stages of
the algorithm.

software.network

This package (component) contains classes thatretaponal data into objects.
These are created and supplied to the system thitbegclasses contained in the
datamgmipackage.

Class Diagrams

In the class diagrams shown below, a graphicalessptation of the model’s static
elements (classes, relationships) of three of tha mpackages is provided. In those
packages, the algorithms described are implemantéuke classes discussed below.
Classes are drawn as rectangles while their ielaetionships as arcs. For the
presentation of the class diagrams, the packagesnsim the package diagram were

used as criterion for the creation of individuaghams.
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1

software

J Erapn el 1
m

datamgmt

T

CAPVRepositoryBase
{ From datamgmt }

AN

CAPVSpatialRepository CAPVJDMRepository
{ From datamgmt } { From datamgmt }

instansge X
- spatialRep

jdmRep

CAPVService

I SErvice

Startup

Figure 4-9: StartUp & DBAccess Class Diagram

Figure 4-9 is the class diagram for the datamgnd software packages. The
phd.software package contains two classes: thetuftand the CAPVService.
Startup contains the main method that initialises dpplication. It also contains the
init() method that reads the system’s configuration fitbke parameter file. The
CAPVService is the main service (server) of thetesys InstancespatialRepand
jJdmRep are handles to the classes CAPVSpatialRepositoryd an
CAPVJIDMRepository respectively and are singletoostained in CAPVService.
The hollow diamond symbol shows an aggregationticglship between these
classes which denotes a part-whole relationshigvdmat them. A singleton instance

serviceof CAPVService is a handle of the class contaime8tartup.

Classes CAPVSpatialRepository, CAPVIJDMRepositorg &RAPVRepositoryBase

belong to the phd.software.datamgmt package. Taeseesponsible for interfacing
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to the spatial database. The CAPVSpatialReposittags contains methods that
handle the network stored in the database. It dedumethods of three main types:
methods that manage the graph and retrieve comisonain the graph (e.g.
getNodes(), methods that traverse the graph and calculage phths (e.qg.
findShortestPaths() and finally methods that update the database.

The CAPVJDMRepository class mainly manages the kedge base. It contains
methods that handle the extracted association r(des getRules() and also
methods that set up the training and test dataSetslar to CAPVSpatialRepository,
this class maps data mining information that iselational data structures into object
oriented data structures for the classificatiok.tas

The last class within the phd.software.datamgmt kage is the
CAPVRepositoryBase. This is a superclass that amteommon methods for the
accessing and managing of the database @EageResultSet() used in both
CAPVSpatialRepository and CAPVJDMRepository class@his relationship
between classes CAPVSpatialRepository and CAPVJOMB®ry and
CAPVRepositoryBase is reflected in the generalisatielationship shown, which

denotes a parent-child relationship or a supereladass relationship.

1

jdmwrapper

i

AssociationMiner
{ From jdmwrapper }

Figure 4-10: JDM Wrapper class diagram

Class AssociationMiner is the only class contaimedhe jdmwrapper package
(Figure 4-10). This is a class that “wraps” theadiatining functionality available in

Oracle to interface it with the CAPV system. Thetmoes in this class are used to
initialise, configure and execute the Apriori algom. In particular there are three
types of methods. The first provides the modelireggt that control the model

contents by filtering criteria such as min/max supjgonfidence thresholds, rule
length and rule syntax. The second deals with gmé&paration tasks such as

150



Design of a Property Valuation System

discretisation and finally the third type relates the model application and the
presentation of the results.

next

cRule Overrides ;
{ Fram cha } overridesList ox
replacelist ] ]
ﬁ overridesListHead
RuleNode next é; <L _instance
{ From cha } CBAManager
Lﬁ {Fromcha }
& cba F/
cRule SetAEIement ;
{ From cha } setAlist 0.#
wiRule )
setalistHead
startRulelist
ruleModelist (I
ruleModelistHead

Figure 4-11: CBA Manage class diagram

Cba package (Figure 4-11) contains the class CBAlgan that implements the
CBA algorithm. This algorithm uses three linkeddigsee Section 2.1.3.6). These
linked lists are of type Overrides, SetAElement &wdeNode and are created and
handled in CBAManager. Identifieinstancas a singleton of CBAManager.

Sequence Diagram

Figure 4-12shows the sequence diagram that illustrates thavilmir sequence of
the system within a certain timeframe. It is orgadi as a two-dimensional chart.
The horizontal dimension represents the individadljects and the vertical
dimension represents the time axis. The verticahdd lines represent the lifeline of
one object while the double filled line represethiat an execution specification of a
procedure on that object is active. Solid arrowsote calls while dashed arrows the
returns. In the above diagram it is assumed th#te@lswitches are on.
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the system and its various
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application responsible for
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public void prunellsingCBAapproach DACTransaction trainingSet[0. *] )

public double testClassification DADTransaction testDataArray0.*1 )
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properties can be classified
(valued) at a time

Figure 4-12: Sequence diagram

This method gets the
association rules
determined from the
model (spatial objects and
data inthe database)
which are then classified
using the Association
Based Classification
algorithm to generate the
classifier used in valuing
properties

=N
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4.4.4 Data Requirements

Knowledge discovery is a data-driven approach. Therefore iaiglizelependent on
good quality data that describe in the best possible manner theortd problems.
One of the primary objectives of this research is to develop atweluaodel that
takes location explicitly into account. Therefore, one esseptjaiirement is that the

data models the spatial arrangements in the best possible way.

In Section 3.2.1, there is a reference to a number of factdrsahia have an impact
on the price of a property, classified as internal and external.isBemtswith this

classification, selected data must contain direct or indindotmation that relates to
the surroundings of the property in terms of its geographical éocaind also its

structural characteristics.

Further to this, the volume of the data on which the analysisowibased must be
high. For the results to be significant, the data employed in tHgsanahould be
considered as a good representative sample of the whole populatioe. tisenc
method employed is based on frequent pattern mining, it is apparetiehagher

the volume of the data the better the quality of the results in terms of validity.

Another requirement relates to the format and standardisation ofldtze As
collection of the data was also included as task of this grajeis apparent that
acquiring data in digital format would extremely reduce tieetispend in data
capture. Although such datasets may be found in several governorgatalzations
or companies, their completeness and specifications vary upon themioAaltst
access to them is not always possible. This relates to thetheo objectives of the
project. The first is to use datasets that are publiclylaai The second is the use
of datasets that can be considered as standards within the areagatvey in such

way how much information can be extracted from them.
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4.45 Database Design

One of the main requirements of the system is that it should défer mining
functionality in an integrated manner in respect to the DBMSicklethe efficient
design of the database is of great importance. In the followtigss aspects of the

database design phase are presented.

4.4.5.1 Requirements Analysis

In this stage of the design, information related to the patieosystem that will be
supported by the database system was analysed. Information involisthsga

related requirements of the main system and also data requirements.

System imposed requirements relate to the efficient storayenanagement of the
graph — based model. As stated in Section 4.4.2, to increase ithenejf of the
system the persistent storage of the graph is preferred ovaem-the-fly calculation.
Hence, the database should provide the adequate structure for the ngodedi

storage of graph models.

The database also should comply with the main data requirement vehithe
appropriate representation of location (see Section 4.4.4). Therefordatdimse
should be structured in such way that holds all the appropriate locational information.
These requirements are reflected in the structure of théada@aschema that is

presented in the following sections.

4.4.5.2 Conceptual Database Design

Figure 4-13 shows the conceptual schema of the persistent dafBheg@oposed
model includes seven main components that consist of two types: comptiratnts
relate to the graph structure (graph components / entities) argboents that refer
to additional information about the nodes (descriptive components / gnfitles
structure of the components related to the graph is based on the Reacbrk data

model.
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CENSUS

_

-  LANDUSE TAXONOMY

GHU_LINKS | GHU_NODE
|
1 2 ‘1
T V % | PROPERTY. TAXONOMY
1
* - 1
GHU_PLINKS > | GHU_PATHS

Figure 4-13: Conceptual Database Schema

Oracle Network data model provides a generic structure forefsespent storage of
the network inside the database. Given its generic nature, thergréat degree of
flexibility in the designing of the tables. The only requiremergkate to the
obligatory existence of certain columns within the tables tivat the network. This
structure does not necessarily require the creation of new t¥ld@s over existing
tables can be used instead. This is extremely useful sinceritieal schema
remains intact. In this research, since the graph works agemnated structure for
the different datasets, new tables have been created. A maoteddatalysis of the

components follows.
Graph components

The four components that relate to the storage of the graph a@Hbe NODE
(NODE_ID), GHU_LINKS (LINK_ID, START_NODE_ID, END_NODHD),
GHU_PATHS (PATH_ID, START_NODE_ID, END_NODE_ID, COST, SIMP)

and GHU_PLINKS (PATH_ID, LINK_ID, SEQ_NO) tables. GHU_NOD&hd
GHU_LINK are used for the storage of the nodes and edges of the graph (sae Secti
4.3). Each of the network tables must include certain columns thategdar the
correct operation of the network. They can also include furtherriptge
information about the type of data they include. The remaining twdiesnti
GHU_PATHS and GHU_PLINKS are not used to store information about the
structure of the graph. They are used to store information about tipeisahpaths.

In the parenthesis, next to the component’s name, the required columns are shown.
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Descriptive components

The components that are used to hold the descriptive information bbtbuthe
reference and the task-relevant points are: the CENSUS, LANDUSEONOMY
and PROPERTY_TAXONOMY.

The Census component holds information that is used to create a ggeeral
demographic profile at neighbourhood level. Landuse Taxonomy and
Property_Taxonomy provide a detailed description at multiple lefz@bstraction
associated with the two types of the nodes. Figure 4-13 also shevesrdinality

between the entities.

4.4.5.3 Logical Database Design

At this stage the conceptual model described in the previous sea@®iramslated
into the logical data model by deriving the relational schemia fit. Figure 4-14
shows the conceptual data model showing all the attributes.

PROPERTY_TAXONOMY
UNIQUE_REFERENCE_NUMBER VARCHAR2(250)
IODE ID NUMBER
PARENT NODE ID NUMBER
CONDITION VARCHAR2(20)
LEGALSTATUS VARCHAR2(20)
TYPE VARCHAR2(20)
TRANSDATE
PRICE NUMBER
REFTOTOPOAREA VARCHAR2(50)
NATUREOFROAD VARCHAR2(50)
LANDUSE_TAXONOMY STRUCTURE_LEVEL1 NUMBER
STRUCTURE LEVEL2 NUMBER
UNIQUE_REFERENCE_NUMBER ~ VARCHAR2(38) | |STRUCTURE LEVEL1 DESC VARCHAR2(100)
NODE 1D NUMBER STRUCTURE_LEVEL2 DESC VARCHAR2(100)
DESCRIPTION_LEVEL2 VARCHAR2(50) | |AGE LEVEL1 DESC VARCHAR2(150)
DESCRIPTION LEVEL1 VARCHAR2(50) | |AGE_LEVEL2 DESC VARCHAR2(150)
TYPE VARCHAR2(50) | |ROADCLASS LEVEL1 DESC VARCHAR2(100)
DESCRIPTION. LEVEL3 VARCHAR2(50) | |ROADCLASS LEVEL2 DESC VARCHAR2(100)
NAME VARCHAR2(70) | |YEAR VARSHAR2(5)
DESCRIPTION VARCHAR2(70) | |STATUS VARCHAR2(20)
. — 1
GHU_LINKS 1 -+
CENSUS
LINK_ID NUMBER GHU_NODE
START NODE ID  NUMBER NODE ID NUMBER
END_NODE_ID NUMBER ZONECODE VARCHAR2(10)
NODE ID NUMBER (10)
:éﬁsér LINK_ID cgygﬁ:ﬂm NeTBE [re VARCHAR2(200) WARDCODE VARCHAR2(5)
LINK LEVEL NUMBER I <—|NODE_TYPE VARCHAR2(200) BOROUGH VARCHAR2(50)
R ben ) +AcTIvE VARCHAR2(1) 1 4 |CENSUS VARIABLE VARCHAR2(10)
T o :IIAE'TRT/I\EguY:i - NBMSEE .............................................................
LINK_NAME VARCHAR2(200)
LINK TYPE VARCHAR2(200) PARENT NODE ID  NUMBER
/=
-1
-1
* GHU_PATHS
GHU_PLINKS
PATH_ID NUMBER
- | |START_NODEID  NUMBER
PATHID  NUMBER {~—{END_NODE ID NUMBER
LINK ID NUMBER | # cosT NUMBER
SEQNO  NUMBER PATH_NAME VARCHAR2(200)
PATH_TYPE VARCHAR2(200)
SIMPLE VARCHAR2(1)

Figure 4-14: Logical Schema
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4.5 Summary

This chapter covered the aspects of modelling and design of themsykat
accommodates the knowledge discovery based methodology to account tionloca
into property valuation. This approach does not require the developmeffiketla
monolithic and hard coded mathematical model where variablesxace Hence,

prior knowledge of the geographical area and its characteristics is not needed.

To meet this, an appropriate data model that will be the basihdodata mining
algorithm is proposed. It is a graph-theoretic data structuredpatires the location
of the known points in relation to its surroundings. This relationship iesspd in
terms of topological and metric associations. This data struaoedles the
investigation of higher order relationships without restricting a@nhalysis at the

immediate neighbours.

For the graph traversal, a shortest-path based algorithm was develdp=dcihiates
all the paths of any length. The computed paths are then siotkd database and
are used as an input for the data mining algorithm. Associatigsifatation was
chosen to be implemented in the data mining component of the whole sy$tem
selection was based on the high accuracies reported in theulgeaahieved by this
method when compared to other traditional classification approachegiofdltly,
this approach is transparent in the way classification is pegfbrfiact that enables

the better evaluation of the method.

All these are components of an integrated system. The proposedn syste
designed in such way that accommodates the investigation requnedes$ign was
based on UML and is presented in the form of various UML diagramsniHie

requirements in the identification of the datasets were: adegeptesentation
through the appropriate datasets of the factors that affect itee guantity of the
data and this is imposed from the technique; finally the dataketdd be publicly
available and considered as standards. Finally, this chapter conchittesa

presentation of the database design. The design of the databasbased on

requirements imposed by the system and the data.
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In the previous chapter an integrated spatial data mining systerheen presented.
As it was designed to facilitate a complete data—driven apiprda property
valuation, data is of outmost importance. In this chapter, implemamt&sues
related to the system and the database used in the evaluation roetthed are

presented.

Initially, the software platforms employed in the implementation phasdistessed.
The next sections are focused on the identification of the datbaséxl on the
requirements set in the previous chapter, accompanied with a tdescip the

acquisition phase.

The core section of the chapter covers the aspects related tolathbase
implementation. This is broken down into four sub-sections that coincitietina
main steps of data preparation in terms of decisions and tramsions In the final

section, the study area is presented and a brief profile of it is given.

5.1 Software Platforms

The implementation of the system involved the selection of a Datdbasagement
System and also the programming language to meet the requireseénts the
previous section. For the database Oracle 10g (version 10.2.0.3) hazleetads
Java 1.6.0 was selected for the implementation. Netbeans 5.5 wasousbeé f

development, as it is an easy to use Integrated Development Environment (IDE).
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Requirements related to the datasets and also to the system mmel@ihie selection
of Oracle. As the datasets are quite large, a robust andesfficiata base
management system should be used. Further to this, Oracle Spais¢d as it
provides a robust data structure for modeling and managing spatakettaand
generating and storing graph structures. The development of openrdsafaia
spatial data (OpenGIS Simple Feature Specification & SQLMREvt 3) enabled the
efficient manipulation of spatial data in a unified manner througbirt
implementation in Oracle Spatial. Spatial data types (point, [ioéygon) are
modeled in the SDO_GEOMETRY data type which is internally reptesl as an
Oracle object data type. The population of this data type caocoenglished by the

use of the corresponding objects constructor like any other object type.

Other advantages include the use of a standard language (SQinaghg the need
for software specific language. Finally, all the advantagesasiciate with Oracle
such as scalability, integrity, security, recovery and advance ms@agement
features that are not necessarily provided in other spatisdgearent tools. Oracle

Spatial is available through the standard installation of Oracle Datalbase. Se

Oracle Spatial has a two-tier architecture (Database SenAgpplication server).
The analytical functionality is available in either a Java APla PL/SQL API
provided in the form of PL/SQL functions. Both options have to offer advantage
and disadvantages. Due to the fact that Oracle Data Mining (OBM database
technology, PL/SQL is considered the main access APl hence vihiabte
functionality is more complete when compared to that of the ODM Java API.

On the other hand, ODM Java API is compliant to the Java Data Matamglard
API for data mining developed through the Java Community ProgBss provides
interfaces that support data mining functions such as classficategression,
clustering and association. The ODM Java API, replaces the previdesstloped
Java API for data mining availble in Oracle 10.1 and implem@ngsle-specific
extensions to that standard. The ODM Java API enables the developimatt
mining tools in development environments such as Netbeans througbfalséhed
classes. In addition, use of the ODM Java API also achievedsrasubetter

performance since it is executed as a client/server modate Sierformance is
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important when dealing with voluminous datasets and the omitted functeyeset
relevant to the project, the Java APIs have been used.

In Oracle Spatial, data visualization is supported through a gmraer-side
component included with the Oracle Application Server, Mapviewer.liBr@tion
of this application is the lack of support for non-spatial graphs.t@t@s limitation
for the visualization of the graph the UCINET (Borgattial, 1999) software was

used.

5.2 Data Sources

An initial survey that involved the identification of possible sourcesetdvant
datasets has been carried out. Table 5-1 presents a listidétitiéed potential data
providers together with the type of information they provide. In thish bot

commercial and public vendors are listed.

Based on the data requirements presented in the previous chaptést thas been
filtered down to the final datasets. This was also affecteddalytional constraints

such as budget restrictions and time limitations.

For the modeling of the spatial relationships the Ordnance SurveyTHRBIAP,
POINTX Points of Interest, Cities Revealed and Census 2001 datmsetused.
MASTERMAP dataset fulfils the requirements for completeneasisstandardisation
since it is the most commonly used dataset is spatial apphisan the UK where
parcel based modeling is required. Additionally, in the MASTERM##Ra set a
unique identifier is used and that makes the MASTERMAP data setuberly
useful for property applications (Wyatt & Ralphs, 2003).

More specifically, the MASTERMAP layers relevant to thierkvare the Address
layer, Integrated Transport Network layer (ITN) and the Topogréfer. Although

there is a large amount of information which can be sourced frese layers, there
are certain limitations that dictated the use of additional e@ta®©ne of these
limitations is based on the fact that information is presentedviery detailed form.

Another relates with the absence of landuse information.
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Provider Product

MASTERMAP

e Address Layer

» Topography Layer
Ordnance Survey * ITN Layer

POINT-X

Cities Revealed
o« 121
* Imagery Data

The Geolnformation Group

Council Tax Valuations

Valuation Office Agency Rating Lists
Dwelling Details Database

Transactional Price Dataset

Land Registry Average Prices

Transactional Price Dataset

Web-based Services Asking Prices

Planning information and housing surveys, School

City Council Catchments Areas

Complementary environmental information about air quality,

Environmental Agency flood risk etc

UK 2001 Census

Survey of English Housing
English House Condition Survey
Crime Statistics

Office for National
Statistics (ONS)

Table 5-1: Potential Data Providers

Although it is possible to acquire some sort of such information, ¥ample by
using the Cartographic Text layer, this by no means can be catsidemplete.
Therefore, to complete the picture in terms of non-residential -uaed

supplementary information is needed.

For this purpose, two other datasets are used. The first contéaiisdlenformation
about non-residential landuses in the form of points of interest (Bbilmterest,
POI). Supplementary information for these landuses came fromitiee Revealed
dataset. This was necessary due to limitations associatdu tvé point

representation of the POI dataset. Both datasets have a diketit lhe Mastermap
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dataset. The 2001 Census dataset is used for the construction of-tengegraphic
profile at Output Area (OA) level.

Property price information and additional information (new/old, typeure, date of
transaction) of the properties are based on Land Registry tramsdcdata
information. However, this information was sourced through a third pasiybased
service provider and not directly from Land Registry. This was inthbgecertain
budget limitations. These third party services are entitledaioage property prices
information that is extracted or derived from information producedhieylLand

Registry.

Finally, for information about structural characteristics suchthas type of the
property, the Cities Revealed dataset is used. Although otheresailvat contain
detailed structural information have been approached, due to legatiematisins,
access to such data was restricted. A detailed accountsefdiagasets is provided in
a later section (see Section 5.4.1).

5.3 Data Acquisition

Following the identification of the final datasets, the databetve been acquired.
Since a number of datasets used came from various providers, dseeenged to be
imported into an intermediate schema. These manipulations wegeedifffor each
of the datasets and are briefly summarised as follows.

Land Registry Data

As mentioned, the provider for the price information was a web-basstites
PROVISER holds and manages transactional information. The propadgs
information on PROVISER is extracted or derived from informapooduced by
Land Registry. The data is displayed on their web-site in a ratmrlaat shown in
Figure 5-1 and hold information about the address and basic charesteristach
property. Queries based on selection criteria such as year tfaparand postcode,
are also available and were used to collect all the appropriate information.
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PROVISER
PROVISER = Individual Frices
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UK Individual House Prices
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User: I

2007 House Price News
Today's latest news & info on the
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Sold” or 'Price’ by clicking on the column titles helow

Individual Property Prices For Houses and Flats Sold in W1C

e Diate ]
Address hfap Build Type | Tenure Sald Price
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RLiCE Flat
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Figure 5-1: PROVISER Website

The resulted dataset comprises of 50,000 transactions within the ateay(see
Section 5.5) over a period of 6 years (2000-2006). This represents 60t pdrtee
registered transactions for this period. The raw data was dramed using a Perl
script into a suitable format and stored into comma separated A®€to facilitate
the geo-referencing process (see Section 5.4). The resultedl ARS were

imported into the intermediate Oracle database schema vide®r&QL *Loader.
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SQL *Loader runs from DOS prompt and enables the load of largeimtatan

Oracle database.

Ordnance Survey

The Mastermap dataset was provided by the Ordnance Survey in @Mhatfand
included the Topographic, Address and ITN layers. Figure 5-2 showsteatt of
this dataset. The thematic map was created based on thapbascGroup and
Description Term fields. Data was imported into the Oragplati8l database schema
using the GO Loader software. GO Loader is a software solttietnenables the
loading of such data into an Oracle Spatial by translating the GML fonteathiat of
an Oracle database. The POINT-X data was provided in a point text file format

N
i
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| [ General surface
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; Natural Environment, Coniferous Trees (Scattered); Noncoriferous Trees (Scattered)
| | [_T] Natwral Environment, Coniferous Trees; Nonconiferous Trees
[ Natwral Environment, Coniferous Trees; Nonconiferous Trees; Scrub
] g Natural Environment, Nonconiferous Trees
1| [ ] Natural Environment, Nonconiferous Trees (Scattered)
* | 17 Natural Envi (Scatiered); Serub
|| Nawral crub
41 | "] Natural Environment, Rough Grassland
[/ Natural Environment it, Rough Grassland; Scrub
[/ Natwral Environment, Scrub
[ Jran
I rail
N Road Or Track
[ Roadside
[ stucwre
[E] structure, Overhead Construction
[0 structure, Pylon
[ Tidal water
[ Tidal water, Foreshore

[ undiassified

0 100 200 300 400 500 . .
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Figure 5-2: OS Mastermap dataset

Cities Revealed

The Cities Revealed dataset (Figure 5-3) was provided in ankdagverage format
and was imported into the intermediate Oracle Spatial dataichsena through the

Easy Loader Mapinfo option.
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i
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2

0 100 200 300 400 500 Cities Revealed® copyright by The Geolnformation® Group, 1996
e \leters 1:10,000 Ordnance Survey © Crown copyright. All rights reserved

Figure 5-3: 12| Dataset (Landuse Classification)

Census

Census dataset was available in Excel format. The requirebles involving the
Output Areas within the study area were gathered and themnpeges were
calculated for each one of them. All the produced variables wegerted into the
temporal Oracle database schema and stored into a table via Oracle’s &@er:L

5.4 Database Implementation

The database implementation involved the preparation of the data and thetipapul
of the designed database (see Section 4.4.5). The methodology followee sl

main steps.

1. Examination of the imported datasets and identification of alkeKigting

relationships (Section 5.4.1)

2. Preparation of the datasets
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o Setting the level of representation in relation to nodes and edges
(Section 5.4.2)

o Data preparation (Section 5.4.3)
3. Creation of the import tables to populate the final database (Section 5.4.4)

Those steps are further analysed in the following sections.

5.4.1 Description of the Initial Datasets

The OS MasterMap opography Layers organised in such way so that each feature
is represented as a point, a line or a polygon. Point featuredoaeel snto the
topographic point, cartographic symbol and cartographic text tablest thqarthe
first one which refers to topographic details and spot heights, fhesile graphic
information (e.g. text placement information). Topographic inforomasuch as
topographic area boundaries and administrative boundaries is repileseitges in
the Topographic line table. The topographic area table stores topagraphi

information that is represented as a polygon.

The OS MasterMapddress Layers the replacement of ADDRESSPOINT product
and provides a georeference for the GB delivery points in RoyalsMaoktcode
address file. Address Layer differentiates in a number ofcesp@ne of the main
differences is that in Address Layer the link to the OS &tb&ip Topography Layer
is explicitly defined through the Topographic Identifier (TOID)tbé building the
address relates to. Other information in the AddressPoint femtuseganised in
attributes related to a unique identifier, a postal address, positioianghation and

quality information for the coordinate.

The ITN Layer provides digital information about the road structure coupled with
routing information. All public roads and most of the private roadsrataded in
the database. Each road segment is individually represented byntoteitures that
represent the general alignment of the road. Attribution atiacheroad links

includes the road type and nature classifications.
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PointX is a national Points of Interest database that provides positiomitdg a
descriptive information about features such as shops, schools etcfeaaaie is

uniquely identified and classified following a three level classificatabhrese.

Finally, thel2l databases from Cities Revealed provide information for thermaj
urban areas across the UK and are organised in 5 layers: itdistaerial
photography, Modern high resolution aerial photography, Land Use mapping,
Building Class. Relevant to this work are the LandUse and Buildasg(Datasets
and both correspond to the OS Mastermap polygons. The LandUse indornsat
classified according to the National Land Use Database (NW3B. This version

is a hybrid classification that uses both landuse and landcoassesl. Building

information related to the age and structure is available for the residenléihgs.

Figure 5-4 gives a high-level representation of the cardinalityet#tionships

between the main objects in the intermediate schema.

POINTS OF
INTEREST *

‘ *
Contains

1
Has |

MASTERMAP MASTERMAP

C ine
TOPOGRAPHICAREA | wonains » | ADDRESSPOINT

ContainsContains
I T
Has Has

+1 =

TRANSACTIONS

121

Figure 5-4: Initial Datasets Relationships

Polygons that form the Topographic area feature owagainone or more address
delivery points. It may alscontainone or more points of interest. Each polyhyas
a landuse classification. Each Point of Interest imaye an address delivery point
and belong to a topographic area polygon. Each address po@hbngsto a
Topographic area polygon and to a landuse polygon. Each poinhavaya non-
residential activity (POI) and malave transaction information. This is further
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illustrated in Figure 5-5 and Figure 5-6 where the relationshipveset the
topographic area polygons and the AddressPoint and Points of Intersgstws

respectively.
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Figure 5-5: Address Point
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5.4.2 Level of Representation

One of the first considerations in the implementation of the datab@se¢o decide

on the appropriate spatial level of representation which would forrbasis for all

the spatial relationship calculations for the first level spailgects. The first
approach would have been to base everything on a ‘point’ type represegtaén

that half of the input databases original geometry is that of geornhetry. Although

this approach would have been less time consuming it was not codsidere
appropriate for the needs of this project since the interest isnhpfocused on the
impact caused from distance type relationships but also on thetioguesed from
topological relationships.

The reduction of the locational information to x, y coordinates resulise loss of
important information such as information about the shape and size. Bbencase
of distance calculations this approach is not adequate. Since siutisdistance is
used to represent the proximity of the known transaction to theaftféanduses,
this proximity would have been wrongly represented (if represeattedl). In the
case of landuses that have large coverage, for example, insthefca park such as
Hyde Park, the measured distance would have been betweemtaeti@n based on
the x,y coordinates from AddressPoint and the centroid of the park polygen
distance is not a realistic representation since properties beaefittie proximity to
the boundaries of such an amenity. Therefore, polygon geometry was dioose
model the spatial entities apart from those where size waamdatsue (e.g. Bus
Stops).

As explained in Section 4.3.1, the graph also consists of a secondfestial
objects that relate to the modelling of the neighbourhood. Similarly|etred of
spatial representation of the neighbourhood had to be decided. Defining
neighbourhood in terms of its physical boundaries is not straightfdrsvace it can
be perceived in different ways. For example, an entirely $pateav of a

neighbourhood leads to its definition based on natural boundaries.

Since neighbourhood is considered a key unit in the analysis of sneall ar
phenomena, several implementations have been used based on the needs. These
include the realisation using the postal and census geographye ophifsical

boundaries or using a combined approach. In this study, since the neighbourhood
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variables were sourced from the 2001 Census, the materialisatiotheof
neighbourhood boundaries had to be based on census geography.

Output Areas or in the case of previous Censuses Enumerationtbjdtdee been
commonly used in property analysis studies to denote the neighbourhoodo Due
their size, Output Areas resemble more to the common conception iofrtiezliate
neighbourhood compared to the wards that cover a larger geograghicdHance,

the 2001 Census Output Area boundaries have been selected to model

neighbourhoods and all the calculated variables refer to that level of aggregation.

5.4.3 Data Preparation

Data preparation involved data manipulations at both the spatial amdtribation
levels of the modelled objects. Spatial alterations that lechéoektraction and
synthesis of the required pieces of information from each datsset necessary.
These were dictated by differences in formats and spafeences due to the fact
that these datasets were designed to fulfil the needs ofediffesers. Manipulations
at the attribution level mainly included reclassification of ttigbates into classes
that were more meaningful to this project and also, the creatiaxafamies where
applicable.

An overview of the integration approach is shown in Figure 5-7. Spattal da
manipulations can be grouped into 4 broad types involving tasks such as
Generalisation, Data Cleaning, Geo-Referencing, Graph Construmtidnfinally
attribute-based manipulations such as creation of taxonomies and atiadles

calculations. Each of these subtasks is discussed in the following sections.
Generalisation

Mastermap polygons formed the basis for the polygon geometry acquisition.
Mastermap layers have a hierarchical structure. Each tayeists of a number of

themes that include a number of features. Features correspond to the geographic
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Figure 5-7: Data Integration methodology

entities that can be captured and represented in the dagiagéseral rule, polygonal
features are adjacent in a way that one completes each othgpase to one being
on top of the other. This characteristic introduces problems when thiicagion of

geographic entities that are formed from more than one polygon is required.
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To further illustrate this difficulty, the example of park polygalentification is
used. As it can be seen in Figure 5-8 (Left image), where twornparks are
illustrated, more than one polygons is used to define them. Sincagherexplicit
landuse information in this product, queries such as ‘Select &$ pathin study
area’ cannot be implemented. One solution could be to base the polygaioiselac
the attribution associated with each feature. Such attributasdeicfeatureCode,
descriptiveGroup, descriptiveTerm, make and theme.

Although this might be effective in some cases, in the majofithe cases and in
particular in the case of big parks such as Hyde Park fails.ig msinly due to the
fact that attributes contain landcover type of information. In steengle of Hyde
Park, approximately 1130 polygonal features are used to define it. Tdmesent
spatial entities that belong to the building, land, roads tracks and paths, egactdr
water themes. It is apparent that the identification of a gengoe of query that
applies in every case is not possible to be achieved.

Therefore, due to the heavily detailed nature of the datanarglization of the
datasets was necessary. This was achieved in two stepststiwvblved the use of
the landuse information provided in the 12l dataset to acquire a rpprepaiate
polygon shape for the landuses. For this, polygons based on a particdleseldype
were merged to form one spatial object per landuse type (Fy@)e For the
merging, Mapinfo Professional (version 7.8) was used. Informationawaitable

only at a NLUD level (see Appendix A) hence information for flether

classification of the objects was not available.

Ordnance Survey © Crown copyright. All rights reserved

w e T

Figure 5-8: Generalisation
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Data Cleaning

Data cleaning was necessary in order to avoid duplicates that would resultiptemult
representations of the same spatial entity. There were twoesoaf this. The first
was the existence of the same activity in more than one &ointerest categories.
For example, London Eye exists in both the Tourists Attractions andi¢iagoints
categories. The second was related to the multi-functional plaaesxample in the
case of shopping centres, a point exists under the Shopping CentrestaidPRrks
class but also the individual shops within the shopping centres axistparate

points.

The identification of these duplicates was based on an SQL quseyd lwm the
combined criterion TOID and Name. The action taken, varied upon $ae Aéter

surveying the data the possible categories that may beeaffeave been identified
and the appropriate correction applied to Shopping Centres, Parkste@iese

Hospitals, Palaces and Universities.
Geo-referencing

Geo-referencing was a two step process. Firstly, the addessimnatted in such a
way so that the best possible join result would be achieved. Geenafg is
performed by calling the stored procedure geoReference (Figure 5-9).

Procedure Description

geoReference | Associates transactions with TopographicArea and adds polygon

geometry (Appendix C)

getRelations Uses the Oracle spatial operators to create and Istogesyth

links in the form: from_id, to_id, ‘Relation Type’ (Appendix C)

Figure 5-9: Implemented PL/SQL procedures

This whole procedure had to be repeated a number of times siferemties in the
address format between the Land Registry data and the Addresssuiltied in a
quite large number of records without polygon references afternihial ijoin.
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Another problem that encountered was the missing polygon reference in the
Addresspoint layer.

Spatial Relationships retrieval

Spatial relationships retrieval between the spatial objeets based on a set of
spatial operators that Oracle Spatial supports by utilising-aeeRindex. An R-tree
index is created by the execution of a simple SQL statearetite geometry column

of the table. Prior to this, spatial metadata information for plad¢iad layer must be
inserted in the USER_SDO_GEOM_METADATA. Figure 5-10 provides both the
spatial indexing and the metadata updating SQL statements for the table landuse

INSERT INTO user_sdo_geom_metadata

(table_name, column_name,diminfo, srid)

VALUES

(LANDUSE', 'GEOMETRY",
MDSYS.SDO_DIM_ARRAY(MDSYS.SDO_DIM_ELEMENT('X', -1Gm000, 10000000, .001),
MDSYS.SDO_DIM_ELEMENT('Y", -10000000, 10000000, 19p 81989 *)

CREATE INDEX lu_sp_idx ON landuse(geometry) INDEXFE IS MDSYS.SPATIAL_INDEX;

* British National Grid

Figure 5-10: Spatial Metadata & Indexing SQL Statements

The valuation of the spatial operators is a two stage procesh wghnot open to the
user (Kothuriet al, 2004). The first involves the evaluation of the operator by the
use of the spatial index (primary filter). Based on the apprdiomsin the index, a
potential set of rows that satisfy the conditions of the spatiabtiypeis identified.
The identification of the final and correct rows is based on the @&pringine
(secondary filter).

Table 5-2 shows the two types of spatial operations used in theat@ioubf the
spatial relationships between the spatial objects. These waed shto a table

(relation) by calling the stored procedure getRelations (Figure 5-9).
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Operator Description Parameters
SDO_RELATE This operator returnsMASK
all the objects that
satisfy a  requireg TOUCH . 5
relationship/interaction
EQUAL A B
CONTAINS A B

SDO_WITHIN_DISTANCE| This operator is usedISTANCE
for proximity analysis
and returns all the UNIT (Optional)
objects within a usert

specified distance.

Table 5-2: Oracle Spatial Operators Used

Taxonomies

As discussed in the previous sections, the level of abstractioneopdarameters
involved in the association rule mining is very important. Strong muiag not be
evident at lower levels but may exist at higher levels or everpas-levels. For the
purposes of this study, two types of taxonomies where developed repadingi
attributes of the two types of data involved (reference & tasksaek). Taxonomies
were developed partly on the existent hierarchy imposed in theadd partly based
on the knowledge domain.

Figure 5-11 shows the three level taxonomy related to the nmleméal landuses
(task-relevant). For the syntax of the two first levels the Paihtinterest
classification was followed. In cases considered of importanifisignce landuses
were further classified forming a third level of hierarchyeTdifferent pattern
indicates the classes that were created either by ngegyirsplitting the original
(POI) classes.
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Property taxonomy (see Figure 5-12) was based on the informatidabéwan the
2] dataset. It also includes taxonomy of the roads since pityxtm road is not
explicitly modelled in the landuse dataset. In this case thelével classification
was based on the natureofroad field of the table Roadlink (ITN)lal/ke second

level is after the descriptiveterm field of the same table.

176



LANDUSE

Public
Infrastructure

Running
Water

IRENEE

Retail

A 5
Eating and Transport
Drinking

Manufacturing
and
Production

Illllllli}

Sport and
Entertainment
(Indoors)

|

Attractions

Commercial
Services

TR

— =
=3

Open Space

Education
and Health

G

1
il
1
1]

Figure 5-11: Landuse Taxonomy

JITT s
B O

177



AGE

JITTTRS

STRUCTURE

Flat-Mais

Semi-Detached Mixed

Detached

Terrace

ROADCLASS

IR

LEGAL STATUS

Freehold

Leasehold

Single Carriage

Figure 5-12: Property & Road Taxonomy

Dual Carriage

= = =R = =) B=

178



Implementation

2001 Census variables

The identification of the Census variables used in this res@ashmainly based on

two criteria. The first was their ability to give a genatascription of the area both

in terms of location and socio-economic status. The second critgasrbased on

knowledge already extracted in previous property valuation related studies.

Census Table Variables

KS002: Contains information about age Census variables have been aggregated into vagiable

structure of the OA. representing three age groups (Underl6, 16-74, Qver
74)

KS006 Contains information about the Census variables have been aggregated into vagiable

number of people in ethnic groups representing five ethnic groups (White, Mixed,
Asian/Asian British, Black/Black British

Chinese/Other)

KS013:Contains information about the
qualifications

The Census variables that represent the 4 leve
qualifications and the no qualification counts (
Qualifications, Levell, Level2, Level3, Level
Level4/5)

s of
No

KS14A: Contains the Census socio-econon
classification

nithe Census variables represent the type
employment (Large employers and higher managg
occupations, Higher professional occupations, Lo
managerial and professional occupatio
Intermediate occupations, Small employers and
account workers, Lower supervisory and techn
occupations, Semi-routine occupations, Rouf
occupations, Never worked, Long-term unemploye

of
crial
wer
ns,

DWN
cal

ine
d)

KS015:Contains information about the way
people travel to work

Census variables have been aggregated into
types (Public Transport, Private, Other)

hree

KS017:Contains information about the
households with / without cars

The Census variables have been aggregated intg
variables that represent the possession or notcaf
(No Cars, With Cars)

two

KS018:Contains information about the
households and the type of tenure

The Census variables have been aggregated to
three variables (Owner Occupied, Rented Lg
Authority, Rented)

form
cal

KS019:Contains information about the
amenities available in households

Census variables have been aggregated to
variables that represent the existence or not trak
heating (With Central Heating / Without Cent
Heating)

two

al

UV008: Contains information about
resident’s country of birth

The Census variables have been aggregated int
new variables (Europe, Africa, Asia, N. America,

D SiX
S.

America, Other)

Table 5-3: 2001 Census Variables
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Table 5-3 shows the Census tables and the final variables chosefiett the
neighborhood quality followed by a short description.

5.4.4 Population of the database

In Section 4.4.5.2, the two main components of the data model, graph and
descriptive, were presented. Graph components relate to the grapirstwitle the

descriptive components are used to keep additional descriptive information.

Graph-related tables can be created either manually or aidahlyaby calling the
stored procedure CREATE_<TYPE> NETWORK. This procedure creditebea
basic structure for the required type of network. It also updagesdtwork metadata
(USER_SDO_NETWORK_METADATA) based on the parameters entetteeh
the procedure is invoked. It is this that defines the network in tefntgpe and
structure. Due to this, multiple networks can be defined based @anthe node and
link tables.

The Census, Landuse_Taxonomy and Property Taxonomy tables have besh crea
according to the logical design of the datatabase. The Censeshtdtit processed
information derived from the 2001 Census. The other two tables holdcaadliti
information about the nodes (taxonomy). Figure 5-13 shows how the cetalbites
produced in the integration procedure, were used in the population of Hmasat

tables.

The node table (GHU_NODE) holds information about the two level notesfirst
level nodes are of two types: nodes that represent polygons \heetr@msactional
information is available (reference spatial entities) and ndkat represent the
aggregated landuse polygons (task-relevant entities). The second niades$

represent the 2001 Census Output Area polygons.
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Figure 5-13: Database schema population

The link table (GHU_LINKS) is populated where one of the relevanattia
relationships holds between the nodes. Again, these are of two tgl@mnships
between the first level nodes and relationships between the sevehddedes. As
described in Section 4.3.1 the examined relationships are: adjacamtginment
and proximity. For the first level nodes the adjacency, containnmehipeoximity
has been calculated to denote the spatial arrangement (see Section 43L)dIbe
noted that the containment relationship in most of the cases niedribe property
is located above a certain activity. Because of the wayMastermap building
representation was captured, polygon boundaries are not necessarilgecaith

distinct buildings. Hence, in certain cases, it can also represent adjacency.

For the second level nodes the adjacency relationship has beermtedlclh this
case, adjacency is enough since the way Output Areas hamedbsgned is to
ensure continuity.

In Figure 5-14 an extract of the realised graph for the case study dtestiated. At

the left the I order relationships of one reference point with the immediate
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connections to the non-residential landuses is shown. On the righé¢ albtes that

have first & second order relationship with the specific refaxgroint are presented.

For the visualisation of the graph the Ucinet software was used.
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5.5 Study Area

The study area selected for the purposes of the implementatiotestimd) of the
proposed system comprises of three London boroughs: Hammersmith & Fulham
Kensington & Chelsea and the City of Westminster (Figure 5-1gs& boroughs
are centrally located within the wider London area and comprisedtee of the

London city centre.

This choice was based on a number of criteria that mainlyedeleither to the
requirements imposed by the proposed methodology or data availabiigyraints.
Data mining algorithms are data hungry and for their succesgfplication a
reasonable database size is required. Additionally, as assodale mining is a
pattern recognition technique it had to be ensured that the sedeetead increased
chances of including repetitive and diverse associations. Henceethefatondon
was chosen since ¢ébmplies with the two main requirements of the radthvolume and

diversity.
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Figure 5-15: Study Area

As this research progressed the initial study area had teedidcted to three
boroughs. Data availability and also time constraints were the measons for this

reduction. Although the main topographical background of the whole ack@sed
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by the M25 was available, the detailed information for the variowdukes inferred
from the POINT-X dataset was not available. Due to its ceromal value and use,
the POINT-X dataset license was not available for this prdge the whole London
area. Furthermore the collection and positioning of the transactiatelfor such a
wide area would have been hugely time consuming without necessarihg aaddr
value to the research.

For all the above reasons the final study area was definbé asea enclosed by the
Administrative Boundaries of the boroughs of Hammersmith & Fulham,ikgios

& Chelsea and the City of Westminster. A brief description cfehareas in respect
with their physical characteristics and also their housing stock follows.

Hammersmith & Fulham

Hammersmith & Fulham is located on the west side of the Inrea 8 London and
its size approximates 17.2 knits population, according to the most recent census
(Census 2001), is 165,242 and a majority of this belongs to the age gra0pléf
years old. Figure 5-16, shows the ethnic composition of borough baskd ethnic

group table from 2001 Census.

3%

11%

@ White

78% ® Mixed
O Asian or Asian British
O Black or Black British

m Chinese or Other Ethnic Group

Figure 5-16: Ethnic Composition (Hammersmith & Fulham)
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With its industrial past declining the Hammersmith and Fulham borbaghme a
major sub-regional office location (Local Economy, 2006). That waseleby the

fact that it is traversed by the A4 — a major artery of the Central London.

Similarly to the other two boroughs of the study, it is dominatedfldiy type
accommodation (Figure 5-17, based on the Household Spaces and Accommodation
Type from 2001 Census: Key Statistics) but the percentage iscdompared to

Westminster and Kensington & Chelsea.

0% 1% 5%
23%
m Detached
O Semi-detached
71%
O Terraced (including end-terrace)

o Flat, Maisonette or Apartment

m Caravan or Other Mobile or
Temporary Structure

Figure 5-17: Accommodation Type (Hammersmith & Fulham)

Registered transactions for the five year period between JaPd@@yand December

2006 by Land registry were 22,860 transactions.
Kensington & Chelsea

Kensington and Chelsea is located within the Inner London area anek shar
common border with Westminster on its west side. The total populattmnding to

the 2001 Census is 158,919. Similarly to Westminster a majorityisopopulation
belongs to the age group of 30-44. The ethnic composition of the borough, based on

the ethnic group table from 2001 Census, is shown in Figure 5-18.
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5%

7%

4%

O White

79% m Mixed
O Asian or Asian British
O Black or Black British
m Chinese or Other Ethnic Group

Figure 5-18: Ethnic Composition (Kensington and Chelsea)

Kensington and Chelsea is one of the wealthiest boroughs, a @m&dential area
with a prestigious past. It benefits from its proximity to tdemtre, yet it is quite
secluded. It contains big parks such as Holland Park and other open sgEsie a

museums, universities and exclusive retail market.

1% 3%

0%

13%

m Detached

O Semi-detached

83% O Terraced

@ Flat, Maisonette or Apartment

m Caravan or Other Mobile or
Temporary Structure

Figure 5-19: Accommodation Type (Kensington & Chelsea)

Figure 5-19 (based on the Household Spaces and Accommodation Typ20am
Census: Key Statistics), shows the prevalence of the flate ascommodation type
with second the Semi-detached houses. In the period between January 2000 and

December 2006 the Land Registry registered 24,655 transactions in this borough.
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City of Westminster

The City of Westminster borough covers approximately an ar&? dinf and is
located within the Inner area of London. It is considered one of the deasely
populated boroughs in the UHKis population according to the 2001 Census is

181,286 an majority of this belongs to the 30-44 age group.

6%

7%

9%
4%

O White

74% m Mixed
O Asian or Asian British
O Black or Black British

m Chinese or Other Ethnic Group

Figure 5-20: Ethnic Composition (Westminster)

Figure 5-20 illustrates the ethnic composition of the borough baisetie ethnic
group table from 2001 Census: Key Statistics. Diversity charsesethis borough at
both ethnic and cultural level. This is reflected in the fact\thhastminster although

overall is quite prestigious, it includes some of the most deprived areas in the UK.

Westminster is unique in the sense that includes a great nufrfaeraus landmarks
including Buckingham Palace, Westminster Abbey, Big Ben andrmpajiis such as
Hyde Park and Green Park. It also has some of London’s main gatewely as
Paddington and Charring Cross. It is also the base of a number ofrditiegeand

Colleges.
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@ Detached

® Semi-detached

89% O Terraced (including end-

terrace)
@ Flat, Maisonette or Apartment

m Caravan or Other Mobile or
Temporary Structure

Figure 5-21: Accommodation Type (Westminster)

Flats consist the most prevalent type of accommodation within tleeidpor(Figure
5-21 based on the Household Spaces and Accommodation Type from 2001 Census:
Key Statistics). According to the land Registry records theerew34,380

transactions registered for the period between January 2000 and December 2006.

5.6 Summary

For the implementation of the system Java 1.6.0 was selected ati fdatabase
management Oracle 10g. For the purposes of development and hesspétial data
mining methodology followed in this project, a database was crdaeéormed the

test environment.

The data requirements set in the previous chapter guided the proeesdst the
dataset identification. For the modeling of the spatial relationskigs OS
MASTERMAP, POINTX Points of Interest, Cities Revealed and G&n2001
datasets were used. To complete the picture in terms of non-resdidand-uses,
supplementary information from two other datasets were used. Tleesdhe Point
of Interest and Cities Revealed datasets. Property price iaflormand additional

information was based on Land Registry transactional data.

After the data was sourced and imported in a temporary scleedsa preparation

methodology has been followed. For the modelling of the spatiaiomdaips a
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polygon geometry was chosen and the neighbourhoods were represented by the
Census OAs. The database was realised for three London borougsisnivigter,

Kensington and Chelsea and Hammersmith and Fulham.
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6 Case Study

In the two previous chapters, a detailed account of the implemeyginsand the
data used for this research has been given. Here, the focus isratidhale for the
case study and also on the presentation of the results. In theafit,san account on
the whole knowledge discovery process is provided as it is usedsiprthect and
acts as a bridge to the previous chapters. The introductory secfmlowed by the
description of the design of the experiments as well as somal ioliservations
regarding the optimal parameter configuration of the data miaigorithm. In the

concluding section, the case study results are presented and analysed.

6.1 KD Process

As already discussed in Section 2.1, dealing with data mining tee@saniside the
whole knowledge discovery framework may lead to undesired and ea®nesults.
Although data mining is associated with automation, since it invoheeartalysis of
vast amounts of data, the role of the analyst is of equal importanabsts have a
leading role in the whole process by making decisions regardngsselating to
data preparation, interpretation and presentation. Hence, their roecaordinate
the whole procedure by utilising the appropriate tools for the caimaplof each of

the knowledge discovery steps.

Especially in the case of spatial data, where diversityonge of the main
characteristics, its representation in a fully automated knoeldgovery system is
difficult to accomplish. Data preparation of spatial data ie sp&cific and involves
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the execution of a number of tasks beyond the common data prepardtesuels
as discretisation.

Before proceeding to the testing of the methodology, an overview of thew
knowledge discovery process has been implemented is presented. Tahissis
Figure 6-1 illustrates the knowledge discovery process that reas dsried out
throughout this research. It also shows how the implemented plattsrmittiin this

process (highlighted process steps).
Application Domain

This phase (Step 1 in KDD process) involves the understanding opitieagion
domain and the identification and setting of the procedure. This stepru@sl and
resulted in stating the problem and in the identification of thesgdaince the broad
application area (Land Management) was known beforehand, to rheet t
requirements of this step a literature review has been dastie (see Chapter 3).
This leads to the determination of the aim of the data miningepsoand involves

the modelling and incorporation of location into the valuation model.

Data Selection

Initially, a number of potential data sources were identified anedoais availability
and other limitations the final selection of the initial datasets made (see Section
5.3). Once the data was sourced, the second phase of this step involaediting
of the datasets. This required the examination and exploratitie ecjuired data in
terms of fields, format types and existing relationships (seetidh 5.4.1).
Furthermore this step dealt with data representation issuels as level of

representation (see Section 5.4.2)

Cleaning / Pre-processing

As illustrated, initial datasets from the previous step wereipated to be large,
heterogeneous and incomplete. This step was quite time consuaghgyHich is
quite common in this type of projects. Pyle (1999) states that it can require up to 60%
of the effort in the whole knowledge discovery process and thatalsasonfirmed

in this project.
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Figure 6-1: Knowledge Discovery process
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This step, apart from tasks such as removal of noise, handling of®utlithe data
and dealing with the incomplete data, that are common to data nprongsses in
general, it also involved a number of other tasks. These wetedétathe nature of
the specific data involved in the study and included: Geo-referencing, Geatoali

Cleaning, Taxonomies, Spatial Relationships retrieval (seec8eéx#.3). This phase
was finalised with the correction of mistakes and the data codiege necessary. It
is apparent that all these procedures were closely relatbeé twhosen data mining

algorithm, that is the association rule mining procedure described in Section 2.1.3.1.
Data transformation

This is the second phase of data preparation and involves the reductiba of t
dimensionality of the datasets. Here, the final number of vasidbb will be used
to represent the data will be defined in order to avoid invarepresentation of the
data and also data split to form the build and test data. Thissstegluded in the
implemented system where the user is responsible for the mtl{si not) of a
number of available parameters by specifying the ones of ihterése system’s

configuration file.
Data mining

The data mining engine is a core component of the implementexhns¢see Chapter
4). The user has access to the tuning and parameter configuratios atorithm
through a configuration file. This step is further explored in the sextion in

relation to the experiments.
Interpretation and Evaluation

The results (Association Rules or Classification resultsyeported in the form of a
text file (see Appendix B). Each file is named according taatiea which refers to,
followed by a code that corresponds to the experiment guide (FeeRixelt consists
of seven parts: data transformation, build model, display claggficaules, sort
classification rules, print classifier, classify and dism@aguracy. The two first parts
display information related to the data transformations and thepsett the
association rule model. The following two parts display the mined clag®ficrules

without and with the CBA sorting scheme. The classifier is djgal and consists of
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the classification rules selected from CBA and also the deftagds based on the
majority class of the unclassified training data. Finally, tetabout the

classification including the accuracy conclude the output file.

6.2 Design of Experiments

The experiments have been designed in such way that put into test the two main steps
of the data mining component: the association (-classificatiorg hugder and the
classifier in relation to their application to the property vatuaarea. Additionally,

some initial tests based on a sample have been carried outigb iasgitial

decisions.

The first step in the designing process involved the identibicabf all the
parameters that have an active role in the process. In thefieeiparameters two
main categories can be distinguished. The first includes panantieéé relate to the
input and mainly relate to the identification of the appropriatellefdetail needed
in the analysis. The second set of parameters is the tuning parsniéne tuning
parameters are algorithm specific and relate to the tuningpobr algorithm that

affects the accuracy of the algorithm.

Figure 6-2 shows the key parameters in a diagrammatic form. The a$petiave a

direct affect on and hence will form the evaluation are also shaweninput related

parameters are of two types. There are parameters thett takesize of the sample
and parameters that affect the dimensionality. Examples inchedgdographical

level of the analysis and the path length respectively. The @igospecific factors

are also of two types, those that are explicitly relatedhéatuning of the algorithm
and those that relate indirectly and involve the data transformation.

Before carrying on with the main experiments, to investigate dpgmum
parameters in order to have an accurate classifier based drcheaification rules,
a number of initial tests had to be performed. These were necessader to assist
with decisions that had to be made about the parameters that chetroiput

property-related dataset.
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Level of Analysis

- Geographical Level: Four Levels
TESTING OUTPUT EVALUATION
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Individual Borough Apriori tuning
Ward - . Parameters that parameters Quali
Output Area ’ 1 affect the size Support - Confidence =(CRelly
Length of ouput rules
- Property Structure Level: Two Levels Classification - Class Cover
- Date Rules
\-\T raining / Test Dataset /
Data Mining /
— »
Process \
- Accuracy
Parameters that affect the - Quality
dimensionality: Class Cover
=[Pl ety Parameters that
- Landuse Taxonomy: Three levels § dirﬁgr?gitot::ﬁty EeiciSsscy
- Street Taxonomy: Two levels
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Number of Classes

Price Class: LOW-MEDIUM-HIGH

Figure 6-2: Study Parameters

The first was whether the study should be performed on the compietgles
irrespective of the transaction date. The study involves transactions tlzat spes a
period of 6 years. The property market in the area of central Londuoghly active
hence assuming stability over such a long period is not suitablertNeless,
including the entire available sample for a given area madly pgbduce some
meaningful results. Therefore, although in general both the testhamdse study
prices were treated per year some tests were performed bashe whole available

sample.

The second, related to the nature of the building stock in cemtnaldn that resulted
in Mastermap polygons (which were the spatial reference fopribeerties) with
more than one different transaction per year. Keeping these tiansaa the study
could introduce bias towards these polygons given the nature of the m@thdue
other hand, by making the assumption that the dataset comprisesalirahe
registered transactions at a certain period, keeping them ifgegusty the fact that

they reflect a favourite trend regarding a specific polygon (buildifilgls could be
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the result of the existence of unique structural or locational cleaistics or it may
just reflect availability at a given period.

In order to tackle the second issue, it was decided to performekesyusing both
cases. The first case was to use a dataset where polygonsmgue and in the
cases of more than one transactions per year, their averagemasceased. The
second case was to take everything into consideration and see \hioh twvo

approaches gives better logical results.

The final consideration involved the discretisation method and the numbleiseés
the data would be classified into. Both decisions have a direct irapabe success
of the output and the methodology.

Figure 6-3 gives a diagram that illustrates all the possiaebinations that can be
used to test the method. It is apparent that there is an ekyrésmge number of
experiments reflecting different parameter combinations cdaatbe performed but
not all of them significantly contribute to the analysis or sigairitly differ from
each other. Therefore, in order to decide which combinations would berutesl i
demonstrative case study analysis to maximise the possgbditimeaningful results
and minimising the number of redundant experiments and also to thekibove
issues it was decided to perform the majority of all the possitginations for a
dataset subset based on its outcome the pruning of the tests woultbbagukrThe

tests were named after this guide and denote the parameters included in the mode

For the creation of the test dataset, the year constrainteaveused which resulted
in a dataset of all the available transactions that relayedo 2004. As mentioned
above, to investigate the impact of the existence of multiphsadions in the same
polygon (Block of Flats) a second test dataset has been creatbdtintransactions
have been aggregated at Mastermap polygon level by using the apecagelhe
first dataset comprised 9104 records while the second 5930 records.
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Figure 6-3: Experiment Guide

The parameters that control the Apriori algorithm, such as dméidence and
support thresholds, have been initially set in such way as to enalolaptuee of the
best possible result, irrespective of computational cost. Based oestiits the user
can further select the optimum settings for each level of sisalxs a starting point
the threshold 10% for support and confidence have been used. Based omulleis, a
of lengthn is valid when at least 10% of the records in the dataset corgtintd
antecedent and consequent parts and at least 10% of the record$atabiase when
contain its antecedent also contain its consequent. The rule gmmdras been

additionally constrained by setting a maximum length of 20 items per rule.
Unique polygons vs. All transactions

A number of experiments, at different geographical levels, hage performed to
examine the impact of the multiple occupancy in the outcome. IneTéil the
performed experiments are presented. The “u” in the models naroteslghat it

was based on the unique polygons sample.

The outcome of this investigation varied upon the geographical levitls ahalysis.
In the case of the Borough level, the results achieved by usingntbee polygon
and the multiple polygon approach presented no particular differeWaasl level
tests demonstrated better results when the aggregated versioseda# particular,

it resulted in better class distribution coverage compared tontligple polygon
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approach. When limiting the testing into the OA level the multiplegmiyapproach
performs better and this can be attributed in the radical reduction of the sample siz

Input Dataset Description Classification Rules
el e Noof | Noof Rule Class Comments
— Records | Rules Type Cover
SA_Flat_PI1_Lalll_3Class_2004 9104 229 Genetic 33 -
Not important changes compared to
SAu_Flat PI1_Lalll_3Class_2004 5930 18p Genelic 33 SA_Type PI1_Lallll_3Class
Westminster Flat Pl1 Lallll_3Class 200§ 4069 227 nede 3/3 Interesting results
Not important changes compared to
Westminsteru_Flat_PI1_Lallll_3Class_20p4 2192 198 endbic 3/3 Borough_Type PI1_Lallll_3Clas
BKGG_Flat_PI1_Lallll_3Class_2004 474 19 Mixed B/
Not
BKGG_ Flat PI1_Lalll2_3Class 2004 474 1000 Generic 2/3 Most of the coverage is for Class|1
Not
BKGG_Flat_PI1_Lalll3_3Class_2004 474 1000 Generic 3/3 Most of the coverage is for Clas$ 1
Better Class Distribution Coveragp
(Compared to
BKGGu_Flat_PI1_Lalll1_3Class_2004 167 14 Mixed B /| Ward_Type PI1_Lallll_3Class)
Better Class Distribution Coveragp
Not (Compared to
BKGGu_Flat PI1_Lalll2_3Class 2004 167 1011 Generic 3/3 Ward_Type PI2_Lallll_3Class)
Better Class Distribution Coveragp
Not (Compared to
BKGGu_Flat PI1 Lalll3_3Class 2004 167 700 Generic 3/3 Ward_Type PI2_Lallll_3Class)
Better distribution compared to thp
00BKGG0007_Flat_PI1_3Class_2004 4 56238 Mixe 3/3 'u' version
00BKGG0007u_Flat_Pl1_3Class_2004 2 8446 Mixepl 2 /3

Table 6-1: Unique vs. All transactions experiments

Number of Classes

As mentioned in the previous chapter, one of the limitations that aseacrule
mining present is the poor handling of numeric data. To overcoméntiiation a
discretisation process must be applied prior to the mining procethiseintroduces
two main considerations. The first is the discretisation methodedppind the
second regards the number of classes. Both directly affect thy @fighe outcome

in terms of accuracy.

The methods tested were tkqual-interval (equiwidthpinning and the quantile
binning. In the first method, which is based on the bin size, the aividithe whole
data range is performed in a user specified number of ranges afszgl In the
second approach, each of the ranges are not equal and they are defunddway

that include equal number of data values.

For example, when the equal-interval binning is applied to a samphe giroperty
dataset where the prices range from 60,000 to 5,350,000 and 3 bins aredrehai
resulted ranges are: [60,000 — 1,823,334), [1,823,334 — 3,586,667) and [3,586,667 —
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5,350,000]. The percentage of records that belong in each of these iH&566%,

3.85% and 1.09% respectively. In the case of the quantile binning, farathe
sample and number of bins, the classes are: [60,000 — 270,000), [270,500 — 490,000]
and (490,000 — 5,350,000]. The ranges in this case are not of equal width and are
adjusted in such way that ensures similar number of cases watttinoae of them.

The percentages of the cases within each class are 33.4%, 33.89% and 32.71%.

Association rules are sensitive to the number of cases belotgearh range given
the way the support and confidence metrics are being calculatedte Hi¢ is
essential for the accuracy of the results that each rangeedpazal chances in
participating in rules. In that way, participation denotes a tremdl ot only
membership because of being in the range where the majority of the casesA=long.
it was expected at the borough level the equal-interval disatieth performed
poorly, resulting to a limited representation of the ranges intaules with the
predominance of the ranges that included the most data casesasing the number

of bins educes that problem but still results in a limited reptasen of the ranges

in the rules. This is due to the fact that the confidence and suppesholds are not

reached by every category.

In the case of quantile binning, by keeping the number of bins low, aimgyéa
result can be still achieved from, while there is full coverabée ranges in the
resulted rules. As expected, in the higher geographic levelshilessesult in wide
ranges. As the study area is confined into smaller geogedgiraups, where price
variations are not so dramatic, the variation can be captured biyihesd number
of bins.

After a number of tests, it was decided that the maximum nuafli@ns that gives
valid rules and maintains full coverage of the classes is im#jerity of the cases
10 bins for the Borough level. This can be achieved without sacrifibmdevel of
accuracy by lowering the thresholds too much. By exceeding this eeun an
extremely low threshold the full coverage can still be achiéedhe resulted rules
are useless. An example of a 15 bin classification for the adreammersmith &

Fulham is shown in Figure 6-4.
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Rule 1557: Commercial Services= NEAR Retail= NEAR®RICE_RANGE= (173000-190000]

(support=5.5564, confidence=8.6587)
Rule 1554: Commercial Services= NEAR Education ldadlth= NEAR ==> PRICE_RANGE= (173000-190000]

(support=5.3058, confidence=8.6372)
Rule 1197: Retail= NEAR ==> PRICE_RANGE= (17300®00] (support=5.6006, confidence=8.5779)
Rule 1150: Public Infrastructure= NEAR ==> PRICE_RBE= [59950-150000] (support=5.1584, confidencetB3
Rule 1195: Education and Health= NEAR ==> PRICE_ R+ (173000-190000] (support=5.3943, confidence4B).4
Rule 1551: Commercial Services= NEAR Retail= NEAR-PRICE_RANGE= [59950-150000]

(support=5.1584, confidence=8.0386)
Rule 1191: Retail= NEAR ==> PRICE_RANGE= [59950-080] (support=5.2027, confidence=7.9684)
Rule 1193: Commercial Services= NEAR ==> PRICE_RANG173000-190000] (support=7.2366, confidence=8432
Rule 1123: Commercial Services= NEAR ==> PRICE_RANG218000-230000] (support=6.6912, confidence=8523
Rule 1189: Commercial Services= NEAR ==> PRICE_RANG59950-150000] (support=6.4996, confidence=72)31
Rule 1224: Commercial Services= NEAR ==> PRICE_RANG202500-218000] (support=6.4407, confidence=6636
Rule 1125: Commercial Services= NEAR ==> PRICE_RANG267000-285000] (support=6.4259, confidence=B695
Rule 1226: Commercial Services= NEAR ==> PRICE_RANG332000-365000] (support=6.3228, confidence=#983
Rule 1171: Commercial Services= NEAR ==> PRICE_RANG150000-173000] (support=6.308, confidence=6).824
Rule 1201: Commercial Services= NEAR ==> PRICE_RANG249999-267000] (support=6.2049, confidence=54§1
Rule 1129: Commercial Services= NEAR ==> PRICE_RANG308000-332000] (support=6.0722, confidence=80%6
Rule 1175: Commercial Services= NEAR ==> PRICE_RANG241500-249999] (support=6.0575, confidence=29%5
Rule 1228: Commercial Services= NEAR ==> PRICE_RANG365000-445000] (support=6.0133, confidence=%1%0
Rule 1230: Commercial Services= NEAR ==> PRICE_RANG445000-2500000] (support=5.8954, confidence#k63
Rule 1173: Commercial Services= NEAR ==> PRICE_RANG230000-241500] (support=5.5122, confidence=3%).96
Rule 1199: Commercial Services= NEAR ==> PRICE_RANG190000-202500] (support=5.4237, confidence=5336
Rule 1127: Commercial Services= NEAR ==> PRICE_RANG285000-308000] (support=5.3353, confidence=b7y7

Figure 6-4: Hammersmith&Fulham_Flat_PI1_DescL1_All_15Class

Each rule consists of two parts. In the antecedent part, the cosditi the rule are
presented. In the first rule, the conditions include proximity to comialeservices
and retail facilities. In the consequent part of the rule, thetmegulass based on
these conditions is displayed. Each rule is also accompanied byl¢hiel (unique
identifier in the database) and the support and confidence metrich vainge
percentages. As we observe, after therdle where different conditions result in
different classes, the same condition (proximity to commeseiadices) results in all
the 15 classes. Although a full coverage is achieved, thesefaillés capture the
variations in the conditions that result in different classes. ¢jeheir contribution

in the quality of the classifier is limited.

Figure 6-5 shows the distribution of the sample used in the maestady. Areas
that appear not covered by the sample are the main open spase(@g. Royal
parks) and other spacious non residential landuses. In an ideatwdgd¢he whole
population would be necessary. A number of factors make that impossihlest of

the cases.

In particular in this case, in order for the whole population to beopéne analysis a
transaction for each and every property should have been known oveathmed
period. Another source of information loss comes from the propertieslthaugh
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were sold over the specific period, were not in the land regestords at the time of
the data collection.

As mentioned in Section 5.3 the participated sample consists of fher&nt of the
registered transactions. This 40% loss occurred partly due toaphehe data was
collected and partly during the georeferencing phase where dflibeaddress
description did not match or no polygonal reference in the AddressPtanivda
found. Additionally, entries that referred to transactions of mulfipla- flats and

garages have been excluded.
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Figure 6-5: Sample Geographic Distribution
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6.3 Test cases

As mentioned in the previous section, the methodology is tested agamst
requirements. The first is its ability to produce meaningful in&drom about the way

location affects the price. The second is to test the vialwfitguch an approach in
the valuation process. To evaluate the results of the first, a nuitests have been
performed and the extracted association rules have been anallyseglaluation of

the second was based on the acquired classification accuracgréddented tests are
named after the experiment guide (Figure 6-3). The output fildesétexperiments

can be found on the attached CD.
Locational influence tests

The Borough_PropertyType_DescLevel PI_ClassMas performed for each of the
four general property types. The path length was set to 1 anddnaliprices were
classified into three price ranges. The number of the bins 43) kept small to
accommodate the clarity and demonstration of the results. Thisassperformed
for all the three levels of the landuse description (Figure 57l19.year constraint
has not been used in this case in order to make use of the highedilavaimber of
known cases. The association rules generation was based on suppanfatehce
thresholds of 10%. The maximum number of rules was set to 20, dbhe tugh
density of the input dataset that results in a large average nomdégsociations per
transactions. This configuration was chosen to capture the most ationnpossible

at the least time by reducing the number of experiments.

The extracted rules were further processed and the percembhgies examined
landuses within each of the three classes (low - medium - higie) @alculated. The
results are presented in the form of bar charts, where farl@aduse the proportion
of its association with each of the classes is shown with elifferolour. It has to be
noted that in the following charts the presentation of the locatfeaslres is given
in an isolated way while their effect is a combined result degicn the resulted
rules. This approach was chosen due to the volume of the extractethatlesuld

make their direct presentation in the document impossible.
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As mentioned in the previous section, the property data acquired coveof6idi
actual number of transactions for the 2000 - 2006 period. Although this is a
satisfactory proportion of the whole data population any potentiatiasnay arise

as a result of the 40% not considered here should also be examinedbidsed

data set will ensure the results of the case study are mgéaniTo eliminate the
possibility of such a bias and justify the sample employed two paitgmbblem
areas needed further investigation. The first area to exammevhether the sample
had a bias towards certain geographic areas. Exclusion of aopaghfe sample
would lead to results that are not representative of the whole amdar

investigation.

Although Figure 6-5 shows an aggregate distribution of the data sa@ibs
geographical areas considered, since the analysis is perfoomeedch of the four
property types it is necessary to ensure that even geograplst@ution of the
sample for each property type exists. In the following figutes geographical
distribution of the data per property type in relation to the promtoisk according
to Census 2001 is shown. The maps produced, use the Household spaces and
accommodation type table (KS016) from the Census 2001 key stadiataset. For
the classification the Natural Break (Jenks) scheme was ubkedstiucture of the
housing stock recorded in Census 2001 for the three case study Boramedrby

Census Output Area is presented in the following figures.

Figure 6-6 shows the distribution of the detached houses for whictadtemsl
information was available and therefore taken into account in thgsemalhe stock

of detached houses in the study area is quite low reflectingetieral situation in
London where other types of housing e.g. flats are more common.pé&sted, the
number of known transactions is relatively small but it is itsted in accordance to

the detached houses stock. An example of this is the Abbey Roadwwatdis at

the north end of the Westminster Borough. Abbey Road ward has the higher
percentage of detached houses compared to all the other wtrifsthve study area

fact that is reflected in the higher density of the sample there.
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Crown copyright and is reproduced with the permission of the Controller of HMSO.

Figure 6-6: Geographic distribution for the detached properties sample

A similar situation is presented in Figure 6-7 where theidigion of the semi-

detached transactions in relation to the existing semi-detatbeklis shown. As the

figure suggests the data sample satisfactorily covers theuader investigation for
this property type. It should be noted that large output areas pipear with
relatively high numbers of housing stock are mostly covered by parksther

spacious landuses. As a result, it may seem that large ghogm@eas are not

covered by the sample resulting to missing patterns. Inyetlg housing stock in

these cases exists at small areas usually at the bofdbese output areas. Such an
example is the area covered by the output areas that aredlatalte top left part of

the Hammersmith and Fulham Borough. These output areas belong tollgeC

Park and Old Oak ward. An approximate 90% percentage of thisswatdl area is

covered by several landuses with large land requirements sutte a&ld Oak

Common depot, Wormwood Scrubs park, St Mary’s cemetery and the Wormwood

prison. In this specific case the residential sections ar¢éetinito a number of few

streets and are located at the upper and lower parts of the ward.
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Figure 6-7: Geographic distribution for the semi-detached properties sample

After flats, terraced houses are considered the most common racdation type

within these three Boroughs. Consequently, the sample (Figure 6-8) is more densely
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TERRACED (count)
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1-25

P 26-45

B s6-75

0 1,000 2,000 3,000 4,000 So00 B - 10

Source: 2001 Census, Output Area Boundaries. Crown copyright 2003.
Crown copyright and is reproduced with the permission of the Controller of HMSO.

Figure 6-8: Geographic distribution for the terraced properties sample
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populated compared to that of the detached and the semi-detached ¢sopedi
covers all the homogeneous, with respect to landuse types, output/ayass the
density of the sample varies in proportion to this type of accommadaithin each

output area.

—e— z
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Source: 2001 Census, Output Area Boundaries. Crown copyright 2003.
Crown copyright and is reproduced with the permission of the Controller of HMSO.

Figure 6-9: Geographic distribution for the flats and maisonettes sample

Depending on the Borough, flats account for around 80% of the housing stibek of
examined area. Based on this, the majority of the housing tramsagetiords regard

flat sales (Figure 6-9).

So far the geographical distribution of the sample and alsoalsgy to the existing
housing stock has been presented. This alone is not enough to validate thsre
is no indication of the percentage of the actual transactions @gerpy type that is
represented within the sample. This is the second area that hadneebtgated
further. Bar charts that compare the number of transactions @eerpr type with
that of the sample for the three Boroughs have been produced andsamtead here.
The information about the volume of sales for the examined periocésl lman the
Land Registry quarterly reports of residential property price (Lagisiy, 2007).
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In Figure 6-10 the comparative charts for each of the threeuBbs are presented.
For the Kensington and Chelsea Borough almost the 70% of the recorded

transactions have been used in the analysis.

Westminster

O Study (2000-2006)
@ LR (2000-2006)

Detached Semi- Terraced Flat- Total
Detached Maisonette

Kensington & Chelsea

o Study (2000-2006)
@ LR (2000-2006)

Detached Semi- Terraced Flat- Total
Detached Maisonette

Hammersmith & Fulham

O Study (2000-2006)
@ LR (2000-2006)

0
Detached Semi- Terraced Flat- Total

Detached Maisonette

Figure 6-10: Actual and study volumes of sales comparison per property type
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The Westminster Borough has been represented by a 57% of thieti@stsactions

while the least percentage of matched records relates to the Hammermithreard F
Borough (52%). In all the three cases the percentage of thengnisansactions is
consistent among the different property types within the sameuBbr Therefore

there are no cases where the loss is associated withaa gaoperty type fact that
would affect the quality of the results for that specific property type.

Although in the case study time periods have not been expliaitgn into account,
Figure 6-11 shows a comparison of the number of the study transactions to that of the

registered transactions for each year of the examined period (2000-2006).

It can be observed that the percentage of the matched records edtti year per
Borough follows that of each Borough for the whole period. An excepsioear

2006 where in all three cases the percentage is noticeably tloareithe average.
This can be explained by the fact that the collection procesd®des completed
within that year since to validate the algorithm and the appraatataset of 50,000

transactions was deemed to be adequately.
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Westmister
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@ LR (2000-2006)

2000 2001 2002 2003 2004 2005 2006

Kensington & Chelsea

o Study (2000-2006)
@ LR (2000-2006)

2000 2001 2002 2003 2004 2005 2006

Hammersmith & Fulham

O Study (2000-2006)
@ LR (2000-2006)

2000 2001 2002 2003 2004 2005 2006

Figure 6-11: Actual and study volumes of sales comparison per year
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Westminster_PropertyLevel _PIl1_DescL1_3Class

Figure 6-12 shows the proportion of the contribution of each individual landatse

the extracted rules are consisted of and classify propertiesr et the lower,
medium or the higher price band for the case of the Westminster flats sAhawn,
although there are landuses that associate with both the lower giret klasses

there are landuses such as Open Space where its membership to the high and medium
price rules is predominant. It is also shown that proximity to Sdthtertainment
facilities contributes positively resulting in medium and high grideroximity to
Transportation, on the other hand, equally relates to the three hamms. An
interesting result is that of the proximity to Attractiong(énistoric places, tourist

attractions) where is associated only to the low prices range.

m High
@ Medium
O Low

Figure 6-12: Westminster_Flat_PI1_DescL1_3Class

At the same level of detail, Figure 6-13 refers to the markéerraced houses. As
shown, the results present great similarities to those of theopeeteést. The only
noticeable difference relates to the proximity to the transgpamtaystem where here
in the majority of the rules contributes to lower price.
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Figure 6-13: Westminster_Terrace_PI1_DescL1_3Class

In the case of Semi Detached properties (Figure 6-14), shigg@resent differences
when compared to that of Flat and Terrace markets. An observatimaomeake is
that proximity to non-residential landuses in the majority of tlsesa&Xxists in rules
that result to low price ranges. Additionally, proximity to Mamidizing and

Production activities is always associated with low prices.

m High
@ Medium
O Low

Figure 6-14: Westminster_SemiDetached_PI1_DescL1_3Class
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m High
@ Medium
O Low

Figure 6-15: Westminster_Detached_PI1_DescL1 3Class

Finally, detached houses (Figure 6-15) present quite a diffeictntgi Proximity to
services is positively priced, while in the majority of the rydesximity to transport
Is associated with low prices. Here, for the first time, pnity to Education and

Health facilities in the majority of the rules contributes to high prices.
Kensington&Chelsea_PropertyLevel PI1_DescL1l 3Class

The results here are similar to those of Westminster fiatls,a mild increase in the
lower prices associated with proximity to services. The biggeease appears in the
proximity to Manufacturing and Production and Transportation facilitiess
interesting to notice that the presence of Open Space in aauntebates in the
majority of the cases to medium and high prices, a pattern [dmaappears in the

Westminster flats case.
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Figure 6-16: Kensington&Chelsea_Flat Pl1_DescL1_3Class

A similar pattern in the prices to that of Westminster can bk observed in Figure

6-17 that shows the results for the Kensington and Chelsea tehrauses. Again,

there is an increase in the contribution to the lower prices but in the case afifyroxi

to Open Space the contribution to higher and medium price bands have bee

increased.
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Figure 6-17: Kensington&Chelsea_Terrace_PI1_DescL1_3Class

Moving to the Semi Detached houses a similar behaviour to that diateen the

same area can be observed. The difference here is that pyoirofien space areas

does not contribute to low prices at alll.
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Figure 6-18: Kensington&Chelsea_SemiDetached_PI1_DescL1_3Class

In the final chart (Figure 6-19) the proportion of the contribution of pmayito
non-residential landuses in the prices of detached houses is showna lddferent
pattern can be observed. The contribution to high prices is extrémigd. Even in
the case of proximity to Open Space where the contribution to favngedium
prices is equal. A possible explanation could be the differeniakpatterns of the
detached houses compared for example to that of areas with bldtgts.dDetached
houses are located in less dense areas and are always edseitiaprivate gardens.
Therefore, it is possible that proximity to open spaces isvials®d in these areas

and is not considered an advantage against other properties of the same type.
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Figure 6-19: Kensington&Chelsea_Detached_PI1_DesclL1_3Class
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Hammersmith&Fulham_PropertyLevel _PI1_DescL1 3Class

The chart depicted in Figure 6-20 shows a similar pattern to th#teoflats in

Kensington and Chelsea area. Proximity to services almost equallyootegrio low

and medium-high price bands with a slight prevalence of the low price rules.
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Figure 6-20: Hammersmith&Fulham_Flat_PI1_DescL1_3Class

In the case of the terraced houses, again the pattern iardionihat of the flats with

the lowering of the contribution to the lower prices.
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Figure 6-21: Hammersmith&Fulham_Terrace_PI1_DescL1l_3Class

What is noticeable in both the flat and terraced houses chattte &#sence of the

Open Space in the extracted rules. This can be explained by thbl@dsw

percentage of Open Spaces within areas that mainly consisflatsnand terraced
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houses. On the contrary, in both the charts that refer to the DetackleSemi-
Detached housing stock Open space appears in the resulted rules.

In the case of the Semi-Detached house bands (Figure 6-22) pyotonservices
has extremely low contribution to the high price band. Also, proxinatyDpen

Space areas entirely contributes to the middle price band.
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Figure 6-22: Hammersmith&Fulham_SemiDetached_PI1_DescL1_3Class

The pattern in the rules regarding the detached houses in Futitehlaaamersmith
area (Figure 6-23) bare some similarities to those of th&clded houses in the
Westminster area. Unlike the semi-detached houses, here pyotarsiime services
such as Education and Health, Public Infrastructure even Transpoftatilities is
associated in the majority of the cases with positive contobutmedium-high
bands).
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Figure 6-23: Hammersmith&Fulham_Detached_PI1_DescL1_3Class

All these tests were performed at a very coarse level tail degarding the non-
residential landuses. Also, a three-level classification scheme have bédhatscan
be considered quite broad given the geographical areas coveretheartice
differences. Table 6-2 provides a comparison of these resultaddour property
types across the three boroughs. The different colours denote wasgsh (ow-
medium-high) was supported by the majority of the rules for eawduke. Two and
three colour circles denote that two or all the three classes equally supported by

the rules. The cells with the asterisk indicate the cases where allgsigi®d in only

one class.
Landuses (Description Level 1)
Eating and Dring| 72615 | “Saree’] & Heatn | & production | nrasuetre| RS | 1590 | g pnni o |OPen Space
v o e |- e | o & RS o ]
g Terrace [N [N ' [N o (e, * @ [N
E Semi-Detached * ‘
* Detached . . . .
% 5 Flat ‘
g g Terrace .
é é Semi-Detached * ‘
Detached * |
g < Flat
2 % Terrace ' ' < ‘ < ‘ (o)
§ E Semi-Detached *
* Detached : ‘ ! . . ' ‘ 4
* 100% tow @ wvedum @  High

Table 6-2: Comparative results (Landuse Description Level 1)
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Figure 6-24: 3D value model
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So far, the performed experiments used the landuse information lagttest level
of detail. Despite this, some interesting results about thetsteuof the markets
have still been achieved. For example, although variant across teeermdif
submarkets, it is apparent that proximity to Open Spaces is ih ohdke cases
medium to highly valued. This is also depicted in Figure 6-24, wlael@D
representation of the price variations across the study arpwesented. As it is
shown, major peaks are concentrated around major parks and other om=n Apac
the higher level of classification of the non-residential landesesbe considered
quite broad it would be interesting to examine whether any meanimdbuimation
can be retrieved at a lower level of classification but with keeping the
geographical area at a Borough level. Again the experiments hanepleeormed
per property type. The analysis charts can be found in Appendix D. What follaws is

brief analysis of the results.
Borough_PropertyLevel _Pl1_DescL2_3Class

Table 6-3 summarises the results for this group of experimenttheAgvel of the
locational information becomes more detailed a first observatiorcdimabe made is
that a number of categories that existed at the first lgiveketail fail to reach the
thresholds as they split into their sub-categories. One such ex@arfen Space
where it does not participate in any of the extracted rules. Was expected given

the way the algorithm performs in favour of the majority.

Nevertheless some results can still be extracted. Thersoare landuses that are
associated with certain price bands irrespective the typeoperty and others that
their influence varies upon property market. An example of the first type igyptgxi
to Construction Services and Proximity to Multi-ltem Retail Iiaes where in the
majority of the cases in all boroughs result to low band priceshdncase of
Transport, Storage and Delivery services when refer to Seracbed or Detached
properties always contribute to lower price ranges. This isheotase when refer to
Flats or Terraced properties where the contribution to lower bapjsrtionally

very low.
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Landuses (Description Level 2)
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Table 6-3: Comparative Results (Landuse Description Level 2)
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Table 6-4: Comparative Results (Landuse Description Level3)

* 100% Low

4 Medium. High
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Borough_PropertyLevel _Pl1_DescL3_3Class

Using even more detailed landuse classification per propertyttypeesults in such
a broad geographical area show a prevalence of the most comimandlylanduses
in an urban environment. Here, one can detect different behaviour ofatketm
amongst the three boroughs (Table 6-4). In Westminster, in theotdkds for

example, proximity to services that are most commonly locatddeirhigh street
such as retail shops, bars, restaurants contributes positively ipride. On the
contrary, in the same borough, in the case of semi-detached and detacises
such proximity results to low and medium price ranges. LookingeaKensington

Borough the percentage of lower price, due to proximity to hightstseeoticeably

higher even for flats and becomes prevalent as one moves tetgrsemi-detached

and detached houses.

So far, the ability of the method to detect associations betweendifferent

locational features and price levels of prices has been demeastOne apparent
limitation is that features that are most commonly found at¢hesstudy area tend to
overshadow sparse features. Landuses such as commercial ggpeeack over the
study area while for example a more specialised use engeteges is not so
commonly found. As a result, the extracted rules consist of relhtpmto landuses

that are most common.

This limitation is exaggerated by the fact that the stuépsaselected in the above
experiments are big. As the percentage of the common landuses grows propprtionall
to the size of the area, the chances of less common landusashdhe support and

confidence thresholds and appear to the rules are reduced.

In order to investigate the affect of spatial relationship$ whie not so frequent
landuses or landscape features, there is a need to lower thhapgieca level of the
analysis. Therefore the same experiment was performed vearé level. The
following are some illustrative results of this. The selectiothefward was based on

its distinctiveness in terms of landuses and geographical characteristics
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Ward_PropertyLevel Pl1_DescL1_3Class

For this test, the Hyde Park (OBKGG) ward has been selecteldigure 6-25, a
similar situation to that shown in the Westminster general ¢baflats is depicted.
The additional information that is revealed here regards theéorelaitthe proximity
to Water with the property prices. Proximity to Running Water,this case
proximity to a canal, has in the majority of the cases aipesffect on the property

prices.
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Figure 6-25: HydePark_Flat_PI1_DescL1_3Class

In order to have a clearer idea about the combinations that teshiljh (or low)
price bands within this study area the actual classificatitas iIshould be examined.
Figure 6-26 shows an extract of the classification rules prodadids test. As it is
shown, the combination of proximity to Open Space, Running Water, Tramsmbr
Commercial Services gives high range property priceselexamine the whole list

of the association rules we will see that even the generic rule Runniega/\WEAR

==> ZPRICE_RANGE= (480000-3050000] appears with high support and
confidence scores (support=20.4444, confidence=54.1176).
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Rule 218: Open Space= NEAR Running Water= NEAR PRICE_RANGE= (480000-3050000]
(support=13.3333, confidencest481)
Rule 785: Open Space= NEAR Running Water= NEAR 3part= NEAR ==> PRICE_RANGE= (480000-3050000]
(support=13.3333, confidence5@81)
Rule 789: Commercial Services= NEAR Open Space=RIRBAnning Water= NEAR ==>
PRICE_RANGE= (480000-3050000]
(support=13.3333, confidence5@81)
Rule 947: Commercial Service= NEAR Open Space= NRARNning Water= NEAR Transport= NEAR ==>
PRICE_RANGE= (480000-3050000]
(support=13.3333, confidence=68H
Rule 805: Open Space= NEAR Retail= NEAR TranspbiEAR ==> PRICE_RANGE= [90000-275000]
(support=10.8889, confidence4837)
Rule 897: Education and Health= NEAR Open SpaceARIRetail= NEAR Transport= NEAR ==>
PRICE_RANGE= [90000-275000]
(support=10.8889, confidence4837)
Rule 1400: Accommodation, Eating and Drink= NEARuEation and Health= NEAR Open Space= NEAR RetaltAR
Transport= NEAR ==> PRICE_RANGE-= [90000-275000]
(support=10.8889, confidence#837)
Rule 1478: Accommodation, Eating and Drink= NEARY@oercial Services= NEAR Open Space= NEAR Retail-ARE
Transport= NEAR ==> PRICE_RANGE= [90000-275000]
(support=10.8889, confidence4837)
Rule 1727: Accommodation, Eating and Drink= NEARY@oercial Services= NEAR Education and Health= NE3{en
Space= NEAR Retail= NEAR Transport= NEAR ==> PRIGANGE= [90000-275000]
(support=10.8889, confidence#837)
Rule 1514: Commercial Services= NEAR Education ldadlth= NEAR Open Space= NEAR Retail= NEAR Transpor
NEAR ==> PRICE_RANGE= [90000-275000]
(support=10.8889, confidence4837)
Rule 967: Commercial Services= NEAR Open Space=RR&tail= NEAR Transport= NEAR ==>
PRICE_RANGE= [90000-275000]
(support=10.8889, confidence4837)
Rule 832: Accommodation, Eating and Drink= NEAR @@pace= NEAR Retail= NEAR Transport= NEAR ==>
PRICE_RANGE= [90000-275000]
(support=10.8889, confidence4837)

Rule 316: Education and Health= NEAR Public Infrasture= NEAR ==> PRICE_RANGE= (275000-480000]
(support=10.2222, confidence2288)
Rule 1909: Commercial Services= NEAR Education ldadlth= NEAR Public Infrastructure= NEAR ==>
PRICE_RANGE= (275000-480000]
(support=10.2222, confidence2288)

Figure 6-26: HydePark_Flat_PI1_DescL1_3Class Association Rule Extract

By further examining the case, by running the test for landiassification of level
2 (see Figure 5-11) the rule Open Space= NEAR Running Water-RNfbAtinues
to define the top range class in the form of Green Space = NE&RI = NEAR.

This description coincides with the broader area of Little \@mibich is one of the

exclusive, fashionable and expensive residential areas.

Another interesting example can be found amongst the top rulegithdtigh range
classification at a more detailed landuse classification |(l@vdn that we find the

rule Bus Stops= NEAR Green Space= NEAR Rails= NEAR ==> ZPRICE G&iN
(480000-3050000] (support=13.3333, confidence=64.5161). In this rule,

interesting part is the association of proximity to Railwathwhe high price band.

Proximity to railway usually causes reduced prices duedsthetic and other
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reasons. The difference in this case is that the rule dese¢hbdocational situation
around the Paddington station which is one of the most important radwdy
underground stations in London. Hence, this association reflectedhaituation

entirely.
Classification tests

These tests were performed to check whether it is possiblequdreca valid
classifier and a satisfactory classification accuracywaitidl which parameters. The
first group of tests were executed at a borough level. Althoughetbgraphical size
of a borough is big and the price variations is not expected tefleeted in a small
group of rules that form the classifier, it is interesting xpl@e with different
parameterisation the behaviour of the algorithm. For the tests, 70%e ahput
dataset was used to build the associative classification modi thii remaining
30% was used to test the classifier unless otherwise statexl.sample was

automatically and randomly generated using the Oracle’s Sampleofuncti

Table 6-5 summarises the classification results performexd Bbrough level for
Kensington & Chelsea. For the cases of Flats and Maisonettékearadted houses,
since they belong to the majority of the housing stock, the fitatgn was

performed by using also the year constraint. Detached and Semi-Detactsed did

not form a big sample per year hence, the whole sample was used instead.

Input Dataset Build Data Test Data Classifier
Cases No Cases No Yeal Cased No Coffect Wjong UnotaspifiNo of Ruley  Accuracy
1527 1114 2000 413 132 281 0 3 31.96125p08
1954 1376 2001 578 187 391 0 4 32.352941118
2058 1417 2002 641 219 422) 0 9 34.16536p61
Kensington&Chelsea_Flat_PI1_DescL1_3Class 1602 1108 2003 494 167 327 0 5 33.80566B02
2112 1493 2004 619 228 391 0 4 36.83360pR58
1657 1131 2005 526 176 350 0 3 33.4600705
859 606 2006 253 84 169 0 5 33.20158}03
322 240 2000 82 23 59 0 4 28.04878449
388 284 2001 104 34 70 0 8 32.6923069
374 257 2002 117 38 79 0 5 32.47863}48
Kensington&Chelsea_Terrace_PI1_DescL1_3Class 311 229 2003 82 28 54 0 7 34.14634]146
443 322 2004 121 50 71 0 6 41.32231405
369 253 2005 116 42 74 0 5 36.20689¢55
249 174 2006 75 18 57 0 5 24
Kensington&Chelsea_SemiDetached_PI1_DescL1_3Class 8 20 146 All 62 20 42 0 3 32.258064%2
Kensington&Chelsea_Detached_PI1_DescL1_3Class 59 45 I Al 14 7 7 0 6 50

Table 6-5: Borough_Level Classification Tests

As Table 6-5 shows, the average accuracy that is achieved is 34AltB&ugh this
level of accuracy can be considered as low, in this caseait expected outcome.

Given the size of the study area and the minimum structuraliptescrof the
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properties, the price variation within the study area is wide. thubhailly, the sample
iIs not chosen on geographically based criteria, which meanstthadyi not be
uniformly distributed within the study area. This may leach®rion-representation
of all the cases in the classification rules and thereforkerchassifier, by resulting

in unclassified or wrongly classified cases.

HydePark_Flat PI1_Descl 3Class

[Open Space=NEAR, Running Water=NEAR] -> [ZPRICE_NRBE=(510250-3000000]]
[Confidence: 100.0%ppart: 20.54%]
[Transport=NEAR, Open Space=NEAR, Running Water=REA> [PRICE_RANGE=(510250-3000000]]
[Confidence: 100.0%pBart: 20.54%]
[Commercial Services=NEAR, Running Water=NEAR, Ofgrace=NEAR] -> [PRICE_RANGE=(510250-3000000]]
[Confidence: 100.0%ppart: 20.54%]
Default Class -> [(510250-3000000]] [Confidencd%.Support: 0.0%]

HydePark_Flat_Pl1_Desc2_3Class

[Canal=NEAR, Green Space=NEAR] -> [ZPRICE_RANGE=[830-3000000]] [Confidence: 100.0% Support: 20.72%]
[Road and Rail=NEAR, Canal=NEAR, Green Space=NEARPRICE_RANGE=(510250-3000000]]
[Confidence: 100.0%ppart: 20.72%]
[Medical Establishments=NEAR, Personal, Consumdr@itner S=NEAR, Repair and Servicing=NEAR] ->
[PRICE_RANGE=[100000-326250]]
[Confidence: 90.74% Soiipl1.036%)]
[Medical Establishments=NEAR, Personal, Consumdr@iiner Services=NEAR, Accommodation=NEAR, Repad a
Servicing=NEAR] -> [PRICE_RANGE=[100000-326250]]
[Confidence: 90.74% BSor: 11.04%)]
[Repair and Servicing=NEAR, Medical EstablishmeN&AR, Personal, Consumer and Other S=NEAR, Legal an
Financial=NEAR] -> [PRICE_RANGE=[100000-326250]]
[Confidence: 90.74% Suppbl.036%)]
Default Class -> [(510250-3000000]] [Confidencé&%.Support: 0.0%]

HydePark_Flat_Pl1_Desc3_3Class

[Green Space=NEAR, Rails=NEAR] -> [ZPRICE_RANGE={250-3000000]] [Confidence: 100.0% Support: 20.40%]
[Bus Stops=NEAR, Green Space=NEAR, Rails=NEAR]PR[CE_RANGE=(510250-3000000]]

[Confidence: 100.0%pBart: 20.40%]
[Accommodation=NEAR, Cafe=NEAR, Estate Agencies=NEAiche Goods=NEAR, Clothing and Accessories=NEAR]
[PRICE_RANGE=[100000-326250]]

[Confidence: 97.83% Bor: 10.09%)]
[Cafe=NEAR, Clothing and Accessories=NEAR, Accommaith=NEAR, Restaurants=NEAR, Niche Goods=NEAR afes
Agencies=NEAR] -> [PRICE_RANGE=[100000-326250]]

[Confidence: 97.83% Bao: 10.09%)]
[Property and Development Services=NEAR, Legal &mhncial=NEAR, Chemists And Pharmacies=NEAR, €BknAnd
Surgeries=NEAR, Clothing and Accessories=NEAR]PR[CE_RANGE=[100000-326250]]

[Confidence: 96.0%pBart: 10.76%]
[Chemists And Pharmacies=NEAR, Bus Stops=NEAR, gt and Accessories=NEAR] ->
[PRICE_RANGE=[100000-326250]]

[Confidence: 95.92% Sor: 10.54%)]
[IT, Advertising, Marketing and=NEAR, Canal=NEAR} {PRICE_RANGE=(326250-510250]]

[Confidence: 92.54% Bor: 13.90%)]
Default Class -> [(510250-3000000]] [Confidencd%.Support: 0.0%]

Figure 6-27: Ward_Flat_PI1_DesclL1,2,3_All
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In order to investigate how the classification performs aetayeographic levels, the
study area was reduced to the ward level. To demonstrate, tifts ezgjuired for the
Hyde Park ward (Westminster Borough) that was also usedhforlocational
influence tests are presented. A three level classificatitimeiprice range was kept
and a 1% percent of the whole population was used for the creatior oésh
dataset. The sample was reduced, to make use of the majohy kifidwn cases in

the creation of the classifier. The test was performed fothitee landuse levels of
detail (see Figure 5-11). The resulted classifiers are showfigure 6-27. The
accuracy obtained for levels of detail 1, 2, 3 were 28.57%, 50.0% and 75%

respectively.

As we can see, by increasing the level of detail better results in ¢éansuracy and
in terms of classifier quality are acquired. Progressively tla¢ classes are
represented in the classifier improving in such way the resuls ddm be easily
explained, as with specialisation different rules satisfy wiffe classes while at the
upper levels of detail there is an overlapping that result ingpeesentation of the

class by the most dominant rule.

Further tests at the Output Area level where omitted due tantited number of
transactions per Output Area. As illustrated by the examplesnétieod although
works, it is extremely sensitive to the data. The absenceuntwstal data limits the

value of the outcome since it is bound to the wide price ranges.

6.4 Summary

A knowledge discovery process has been implemented for three London Boroughs. It
consisted of all the typical stages of a knowledge discovetiadelogy that is:
Application domain (Background Knowledge), Data selection, Cleaning/Pre
processing, Data transformation, Data mining and finally Intefwataand

Evaluation.

In order to test the methodology, a case study has been acautiéitat consisted of
two parts. The first part involved the investigation of the way tionaaffects

property prices. For this, a number of experiments have been pedofihe first
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group involved tests at Borough level and was performed for alhtlee tevels of
the landuse taxonomy. The sample was treated per property type.tésissresulted
in the extraction of classification rules for the boroughs oftWiester, Kensington
and Chelsea and Hammersmith and Fulham. The rules where furticesged in
order to investigate the positive or negative effect the diffemmduses have on
property prices. Additional experiments have been performed at leaed to

investigate the effect of less common landuses.

Despite data limitations, these experiments produced valid resultroved the
ability of the method to identify the positive and negative relatimss They also
highlighted the fact that locational effect varies upon the different subrearket

The second part of the case study involved the testing of tlheiassn based

classification. Similar to the locational influence tests, thdsere also performed at
different geographical levels. The results demonstrated low aesrat the higher
geographical and detail levels. As the study area was retlutieel smaller units the

accuracy and the quality of the classifier were improved.
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7 Conclusions

This chapter provides a review of the research described ithésss. Initially, a
brief overview of the scope of the study is given followed byefarence to the
importance and differentiation of the work. The first section consludegh a
discussion about the strengths and limitations of the proposed methodoldgg. |
next section, the research questions are reviewed and an accountwayttleey
have been addressed is given. This is followed by a list of tlearoksoutcomes.
Finally, recommendations about how this work could be expanded are provided.

7.1 Thesis Review

The research presented in this thesis involved the design of a kgewdestovery
methodology and the implementation of a prototype platform that would
accommodate such a process. The application area of this studyavasea of
property valuation and more specifically it involved the investigatf the way
location affects the property prices and whether valuation coulddsel lman such a
method. An additional requirement was the complete lack of knowlefidpe avay

the market behaves in the examined areas. That ensured an efdi@lgriven

approach.

This methodology is tightly associated with the application arefadétines the
nature of the input data. Hence, good data modelling is of gremtrtamce and
strongly related to the success of the methodology. In this stughgph theoretic
approach was adopted for the data modelling that facilitatesndtbod and also

deals with the specialities of the different datasets employed in the Shudacts as
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an input to the data mining system. The prototype system wagiddgo enable the
uncovering of the desired and previously unknown information in an integrated

manner.

This study was approached from two different perspectives. Thke iias to
investigate the way the data mining technologies can be inedegowithin the
geographic domain and applied into real world problems. An additional
consideration involved the viability of such approaches. Although knowledge
discovery methodologies have been widely used in areas such as mggarketi
geography it is considered as a relatively new area ofradse€ghe special nature of
the data that associates with known geographical problems such @& spa

autocorrelation played a major role in this delay in adaptation of such methodologies.

The second perspective emerged from the problem that the date mpiocess was
called to solve. The fact that spatial arrangements can hpesitave or negative
effect on property prices has been widely discussed in thetditeralhe approach
here was to investigate how far one can go by approaching theiealpaocess

from an entirely spatial perspective.

Although a number of studies (see Sections 2.3 and 3.6) have been prodticed tha
face the challenges of both the above aspects, this reseaecbrdifites in a number

of ways.

Despite of the recently increased interest in the adaptation aredopment of
spatial data mining algorithms to deal with spatial data, Sudéve been mainly
concentrated on the development aspect. Little focus has beed plathe viability
of such approaches in real world problem solving within the gpbgral domain.
This research investigates this, by shifting the focus impipiication and in how the
adopted methodology can produce optimal results. For this purpose, @ditéhthat

has been used in this study is real world data and reflects real situations.

In the majority of the previous property related studies the nerto employ a
statistical approach (see Section 3.6). In contrast, in this cbsear algorithmic
approach was followed. An association rule mining technique, which isdeoed
one of the core techniques of data mining, is used for the pattern ungowéiia an
association based classification method is used for the valuatidheffoore, this
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not only offers an integrated data mining system that accomnsotffetespatial data
mining algorithm but also proposes a way to model and mine standagchgkical

datasets that is easily expandable.

In Chapter 3, the most popular property valuation methods and technicecseasn
reviewed. A special reference has been made on location awangjtexs and how
they incorporate location into their models. In Table 7-1, a compad&dhese
techniques and the one developed in this thesis is presented. Thejueshaie
compared according to their output, ease of interpretation amtajestrengths and

limitations.

In the comparative method, a number of similar properties to theéemmg valued
are analysed in order to identify the different influencesherptice that will lead to
the accurate estimation of the value the property under consideratoassess
similarity, physical and legal characteristics of theperties are the most commonly
used. To decide the degree of similarity between properties bag#d/sical criteria
is quite straightforward. On the other hand, accounting for locatioffietatices is a
complex task. In practice, there are two ways to deal withvthen applying this
methodology. The first is to take location into account by equatingexiernal
influences of the comparables by selecting them within aieegptaximity to the
property to be valued. The second way is to rely on the, often subjgetigement
of the valuer to quantify this. Both solutions have disadvantages. Thesswidhe
first solution depends entirely on the size of the cut off ameee differences in
prices can often occur within short distances especially in amuwhvironment. The
latter requires knowledge of the mechanisms of the local markeehts success

entirely depends on the experience of the valuer.

This methodology is a variation of the classic comparison metretdattempts to
enhance the way the influence of location is accounted. Instead gfausamatively
small number of comparables to directly estimate the propaltye it uses a very
large number of cases across wide geographical areas to idesqifignt locational
influence patterns. In this way, it is possible to identify they Wocational factors
affect the property value and assist the valuation processehtifigng the pattern
that reflects in the best way the locational situation optiegerty. This removes the

reliance on a small number of comparables and any subjectivity issues.
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Ease of

2S

5ing

Approach Model Output . Strengths Limitations
Interpretation
. S"T‘F"'C'ty Limited number of high quality comparable
. Comparative . Efficiency . 1=
Traditional Comparables High Indirect account for spatial influence
Method Ease of use Subiectivit
Widely Accepted ) y
Conceptual soundness Issues related to the spatial nature of hous
Hedonic Multiple Parameter High Benchmark market
models regression estimation 9 Quantification of the effect caused by structuraBubjectivity
attributes or locational externalities High volume of data
Backpropagation Classification Patterns and trend detection Lack of transparency
Model . . . Lack robustness
ANN or Low Non-linearity handling A
SOM or Visualisation (SOM) Subjectivity
Clusters High volume of data
. . Low predictive accuracy
Geospatial Interpolation Surface High U_nder_standmg of location effects through Subjectivity
visualisation )
High volume of data
Frequent pattern detection
. Frequent Pattern| Classification . Understandable results Numerical data handling
This work . High .
Mining Rules Transparency High volume of data
Obijectivity

Table 7-1: Comparison of approaches
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Apart from the traditional comparative method there are also @pproaches
applied to the property valuation problem that have been extended tontake i
account location. Amongst the most popular are the hedonic modellingrdOrfo
1999; Lakeet al, 2000) and the ANNs (Kauko, 2002). See also Table 3-5 and Table
3-6 for additional references in these areas. These techniques émventely
applied to the problem and presented interesting results.

Both techniques have advantages such as conceptual soundness and academic
acceptance for the hedonic modelling and pattern recognition andneanty
handling for ANNs. Weaknesses of the hedonic modelling technique include the
multicollinearity, spatial autocorrelation and heteroscedastiggues and also
subjectivity in the identification of the variables. A number of mettibds account

for the spatial nature of the market have been proposed. Examgledei the GWR,
spatial expansion model and multi-level modelling (Orford, 1999) proposed to
model spatial heterogeneity. Nevertheless, the subjectivity iastne ispecification

of the hedonic model remains. In the case of ANNSs the subjectivity isss® igadid

with the added problem of the lack of transparency. Although bolimigues have
similar track records of success the lack of explainabifityhie case of ANNSs is
considered a serious limitation for property valuation where justific and
interpretation of results are of great importance. The approacélaped in this
thesis offers two advantages when compared to the other appro@bbkefist is
clarity. The extracted classifiers are easy to understand and ihteyghe end users.
Hence, the valuation estimate is fully justified and supported. Moredher
approach is objective since the classification rules are atetrafollowing an
inductive learning process based entirely on the dataset suppliegévetowedonic

models and ANNs handle exact numeric values better.

An alternative approach to the one that extends the commonly usedsntode
incorporate the location effect on property price is the use ofaebsal methods
(Deddiset al, 2002; Gallimoreet al, 1996). Interpolation techniques are used to
quantify the location effects on property values in a combined madusification

of the valuation is achieved through 3D visualisation. Although there isdication

of the variation of prices upon location, there is no direct identification of thdispeci

landuses or landscape features that cause this. In order to gaimftiimation,
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further examination with the use of supplementary information sacthematic
maps is needed. This introduces subjectivity. In this approach, althdwegh t
combined effect is taken into account there is also indication abeundividual

features in the output classification rules.

Overall, this methodology presents a number of strengths. It isl lmasstandard
data that is readily available, a fact that makes the afiphcaf this methodology

easily applicable to other UK areas without requiring major adjustments.

As mentioned in Chapter 3 the most common way to take into account the location of
the property in a valuation effort is the experience of the valll@s introduces
subjectivity in the result. In the case of automated locatiomeapr@perty valuation
models or systems the design is such that the knowledge fronexherts is
appropriately captured. This approach faces problems related to tsiiyjec
knowledge elucidation and updating. Here, an inductive learning approabledras
adopted instead. Unlike deductive learning, the learning processes d&asrely on
examples and hypotheses are generated based on similatitiegiéhem. In this
case in particular, learning is achieved through associatiassifitation rule
induction that results to a classifier. This ensures objecsvitye it does not require
a priori assumptions about the relationship of the variables. It retiehe data for
the uncovering of relationships, hence it is not biased. This isafgmorted by the
way the system is designed that it does not require as antlimgpkihowledge of the

attributes that are included in the analysis.

The proposed data structure enables the easy expansion of the Tiedelaph
model can be easily used to model other type of information witHtadtiag the
structure of the software. An example is the incorporation of types of distances

such as drive time and walking distance.

Due to the exploratory nature of this work, there are also s@uesassociated with
it. One of the strengths of this methodology can potentially be as a weakness.
Relying on data for the revealing of the possible associatiokgsmihe method
vulnerable to data representation issues. That is, the resudstmety dependant on

the level of detail. Additionally, the accuracy of the cl#ssiion prediction is
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entirely connected to the quality of the data. This means #dretedand uniformly
distributed sample points contribute to better results.

Another weakness is associated with the limited ability od#s®ciation rule mining
algorithms to handle numeric data. This has a direct effeginlynin the
classification, when this applied in large geographical afeas Borough Level),
where fluctuations are big and the classifier fails to produce satisfaesrlts.

Finally, a limitation of the study relates to the limited imf@tion about the structure
of the properties that constrain the analysis in the use of highifdormation such

as flat, detached house etc.

The developed valuation system can be used in two ways. It cancbasuagattern
recognition tool that aims to uncover patterns in housing marketsesretrated

in the first part of the case study, the identification of moskeast valued non-
residential landuses or housing attributes is possible. This informedn then be
used to improve decision making in terms of land use planning. Furthentncae

be used in conjunction with other valuation techniques such as hedonic moitelling

assist in the model specification and improve objectivity.

The second use of the system is as an automated valuation sysuem.tigat
automated systems are commonly used in mass appraisals tluadyppan be used
as such. Mass appraisals are useful when valuations must be cdmgluictdy and
inexpensively. Data mining techniques are designed to deal efficieith large
amounts of data. Additionally, techniques that are traditionallyceésted with mass
appraisal have weaknesses associated with the poor explainamttymodel
complexity. It is more suitable for residential valuations sitcds based on the
principles of the comparative method where for commercial propertiesm#ikods
are considered more suitable. Although there is a difference sizbef the target
set between the mass and single valuations the main prooesssdhe same. The
system is designed so that can perform also single valuatiangever, the use of
price ranges instead of exact prices limits the applicghfitthis method in single

valuations where the precision requirements are higher.
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7.2 Research Questions Revisited

In Chapter 1 the research questions that set the framework fourtemt research
were presented. In this section these questions are revisitetheamehy that they

were addressed throughout the research is discussed.

What knowledge can be extracted from existing standard data sources. How could

this be represented and stored into a spatial database?

A number of standard datasets, commonly used within the areas oaglepdrave
formed the geographical background that the mining process wasdradgased on
extensive literature review in the areas of property valuation kammvledge
discovery it was concluded that what was suited in this casahgasxtraction of
knowledge in the form of association rules. This enabled the discovetlgeof
combined way the location affects the property value. For the storage of rdnetexkt
association rules a relational database was used. This enabeasyhmanipulation
and examination of the rules since it is a dynamic form of gtosas opposed to flat

files.

How can location be modelled and successfully incorporated into a knowledge-based

valuation model?

In accordance to the main requirement of the study that no a-psgumption will
be made in the way locational factors interact with the pacedata model that
enables the investigation of the spatial arrangements was needaddrfEss this, a
graph theoretic data model has been proposed and implemented. Iodkisspatial
relationships are pre-calculated and stored as links of a weigitegzh. By
traversing the graph, spatial relationships can be extractsVatal levels of depth.
This enables the investigation of higher order spatial interaciwthsut restricting

in the immediate neighbourhood.

How does the spatial arrangement of landuses affect the property valee bas

real-world data?

Data from three central London boroughs has been collected regaléndatabase

of 50,000 known property transactions. A graph was constructed where the nodes

236



Conclusions

represented both the reference (known transactions) and task-relgaamt
residential landuses or landscape features) points. Three spédtadnships have
been implemented and were represented as links in the graph. These we
Adjacency, Containment and Proximity. A case study was pertbramelifferent
geographical levels where association rules were extractetudhdr processed at
different levels of abstraction.

Could such a location-driven methodology produce meaningful results? Does such
an approach add value to the valuation process and how does this method compare

to existing approaches?

Since the interest was also to investigate whether is podsilid@se a valuation
process entirely on location, a second part of the case studyerfasmed. In this,
the extracted classification rules at different levels oftrabson and different
geographical levels were used to form a classifier that assigvet tgist cases to the
appropriate price range. In order to evaluate the accuracy ofeth@dnithe sample at
each case was split into build and test data. Results proved to bisipgodespite

limitations of the input data, as discussed in Section 5.2.

7.3 Research Outcome
The main research outcomes that are the result of this work are listed below

* An extensive review of the areas of knowledge discovery and geoghphic
knowledge discovery. Identification and review of the most prevaletibkpa
data mining algorithms.

* An extensive review of the area of property valuation that covetettheal
aspects from current practices to the problem of incorporatinggdacato

valuation models.

* A knowledge based methodology that supports an entirely location aware

approach to the property valuation problem.
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A novel approach for modelling location by using graph theory. This model
was then used in the Apriori algorithm for frequent pattern minimd) the
CBA algorithm for classification data mining. These algoritimse been
integrated into the property valuation system presented in this work.

Design and development of a graph traversal algorithm that fingsathis
comprising nearest neighbouring spatial objects with the property under
investigation as the origin. This represents a novel approach for Imgdel
location for the purpose of understanding the way it affects the \ail the
property under consideration.

Design and development of a generic methodology for integrating ety a
yet easily accessible geographical datasets into a compireh&argluse and

landcover database on which property valuation decisions can be based.

Use of that methodology for the implementation and population of an actual
landuse and landcover database for the London boroughs of Westminster,
Kensington and Chelsea and Hammersmith and Fulham. This contains a very
large volume of data which represents 50,000 transactions leading to the
construction of a spatial graph of approximately 80000 vertices and 3800000
edges. The algorithms were trained and tested on this verydatgset and

led to conclusions for the case study that correspond to actoes$.pthis
renders the proposed approach a viable and reliable tool for property

valuation.

Design and implementation of a database that combines detaildentéesi
property data for the London boroughs of Westminster, Kensington and

Chelsea and Hammersmith and Fulham.

Implementation of the methodology and algorithms into a prototype a@ftw
system that performs mining of spatial association rules antialspa
associative classification on the dataset for the above meditimreughs of

London.

Design of a case study for the boroughs of Westminster, Keosiragid

Chelsea and Hammersmith and Fulham for the application of thensyst
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this, for the purposes of testing the methodology and algorithms. Fusther t
this, the case study was used for the investigation of locateffesdts on
property prices. This led to the understanding of the relationshipsdmtw

landuses and property location in these boroughs.

7.4 Future work recommendations

This research has investigated the application of a knowledgeoveiry
methodology in the area of Geographic Information Science and ioybartits use

to assist in understanding the way location effects propertyspriteaddressed
questions regarding the knowledge extraction and representation, dataimgpdell
system design and the relationship between location and price. ateeiseveral
directions that this research could be extended.

One aspect that can benefit from further investigation is thidweoraph modelling.
In the current research the graph comprises every spatiat objbe database. This
resulted to a very large number of edges that grew exponentidilthe growth of
the study area, leading to long computational times especaighgth calculation. An
efficient way to deal with such problems is the compression ofgthgh by
performing a clustering technique that will result in a mamgact and efficient

data model. This entails research on suitable clustering techniques.

The conceptual design of the system (Figure 4-6) comprisesmtamet based
architecture. The current prototype implementation however, includis toa
algorithms and the database. This design can be extended to emplayaa
Enterprise Edition application server such as JBoss, integratiordemtns with
data sources and a web-based user interface. Direct intetéatles data sources
(perhaps employing web services) for the direct updating of akee id the model,
especially the transactions are a technical extension thatoramercial

implementation could perhaps benefit.

The user interface is an area that justifies further relseAs in any decision support
system, visualisation is an important component that enables not onhetiee

understanding of the results but also the input data and model as well. Such tools, can
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therefore facilitate better understanding of methodologies, the probled the
proposed solution and result to a more precise decision making. Thetyrope
valuation methodology and algorithms proposed in this work, will benefit from
advanced visualisation tools to provide a better understanding ofsth&ai®n rules
and more precision in the understanding of the effects of locati@moperties in
different geographical areas.

The data mining technique employed in the mining process was th#teof
association rule mining. Although interesting results acquired, otieegbroblems
encountered was that of the prevalence of the frequent landuses ovethtose
occurred only rarely. For example, Commercial use could have overstddbes
effect of the proximity to a major park simply because commakrwse is widely
spread. An interesting exploration would be the use of weighted associatiomatiles t
enable the application of weights that also contribute to the fesaltr In order to
comply with the main requirement of not assuming the effect oéréfit landuses,
the weights could be applied not based on the type of the use but @ognephical

area they cover. In that case, the problem described above could have been avoided.

For the valuation, the classification method that was used was lmasesh

associative classification technique. The sorting scheme ushkd gevelopment of
the classifier was proposed in the CBA algorithm that baseddhsification on the
best rule. An interesting study would be the use of other claggificschemes e.g.

all rules, in order to investigate their effect on the classification acgur

Finally, for the realisation of the case study presented in €hdpta sample
parameterisation was used in order to demonstrate the use oftie snd also to
produce some initial results for the evaluation of the method. ©higl be extended
in a more complete exploration that would lead in comparisons betiveelifferent

parameterisations.
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7.5 Conclusion

Analysing complex systems that involve human decisions and try tostizwierthe
reasoning behind their behaviour is not a trivial task. Relying oangpuaterised
knowledge discovery methodology to reveal previously unknown knowledge is one
of the approaches that attracted a lot of interest within thdeatic community.
Although a number of success stories underline the importance and usefafne

such practices still the human role as a guide remains irreplaceable.

“We suppose ourselves to possess unqualified scientific knowledge
of a thing, as opposed to knowing it in the accidental way in which

the sophist knows, when we think that we know the cause on which
the fact depends, as the cause of that fact and of no other, and,

further, that the fact could not be other than it is.”

Aristotle, Posterior Analytics
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Appendix A- 121 Landuse

NLUD CODE DESCRIPTION
1.2 Ploughed field
1.3 Fallow land
4.2  Standing water
4.3 Running water
4.5 Salt marsh
Amusement and show places
. Libraries, museums and galleries
7.1 Indoor recreation L
Sports facilities
Holiday camps and parks
Outdoor Amenity & Open Spaces
7.2 Outdoor Recreation Sports Facilities
Holiday camps and Parks
7.3 Allotments Allotment and City Farms
81 Roads Transport tracKs and ways
Transport terminal and interchanges
8.2 Car parks Public car parks
Transport tracks and ways
83 Railways Transport terminal and interchanges
Vehicle storage
Goods and freight terminals
8.5 Docks
9.1 Residential Dwellings
9.2 Institutional & Communal\Accommodation Hote_ls, bpardmg and guest houses
Residential Institutions
10.1 Institutional Buildings Medical a_nd heal_th care services
Community Services
10.2 Educational buildings Education
10.3 Religious buildings Places of worship
11.1 Industry Manufacturing
) Offices
11.2 Office Financial and Professional Services
Shops
11.3 Retailing Restaurants and Cafes
Public houses and bars
Storage
11.4 Storage & warehousing Wholesale distribution
Energy production and distribution
Energy production and distribution
115 Utilities Water sqpply and treatment
Cemeteries and Crematoria
Post and telecommunications
12.1 Vacant land previously developed Vacant
13 Defense land & Buildings Defense
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Appendix B - Output .txt file

Chelsea&Kensington_Detached_PI1_Lalll1_3Class_200kxt

Computer Aided Property Valuation: [version 0.0.0.10-alpha]
Copyright (C) 2007 Aikaterini Christopoulou

DATA TRANSFORMATION Data preparation steps

Create binned data view...

Prepare_Build_Data is started, please wait. Prepare_Build_Data is successful.
Create test table...

Create build data view...

Create build data view...

Execute column format transformation...

Execute column format transformation...

Execute pivot query...

Execute pivot query...

BUILD MODEL Configuration of the Association Rule Mining algorithm

arBuildTask_jdm is started, please wait. arBuildTask_jdm is successful.
BuildSettings Details from the arSettings_jdm table:

Table : arSettings_jdm

SETTING_NAME SETTING_VALUE

ALGO_NAME ALGO_APRIORI_ASSOCIATION_RULES
ASSO_MAX_RULE_LENGTH 10

ASSO_MIN_CONFIDENCE 0.1

ASSO_MIN_SUPPORT 0.1

JDMS_FUNCTION_TYPE ASSOCIATION

BuildSettings Details from the arSettings_jdm model build settings object:
Algorithm Name: aprioriAssociationRules

Function Name: association

Max Number of Rules: 10

Min Confidence: 10

Min Support: 10

Model Name: ARMODEL_JDM

DISPLAY CLASSIFICATION RULES Extracted Classification Rules

Rule 5: Commercial Services= NEAR ==> PRICE_RANGE= [1610000-5800000] (support=100, confidence=100)
Rule 9: Manufacturing and Production= NEAR ==> PRICE_RANGE= [1610000-5800000] (support=100,
confidence=100)

Rule 11: Open Space= NEAR ==> PRICE_RANGE= [1610000-5800000] (support=100, confidence=100)

Rule 16: Commercial Services= NEAR Manufacturing and Production= NEAR ==> PRICE_RANGE= [1610000-
5800000] (support=100, confidence=100)

Rule 19: Commercial Services= NEAR Open Space= NEAR ==> PRICE_RANGE= [1610000-5800000]
(support=100, confidence=100)

Rule 22: Manufacturing and Production= NEAR Open Space= NEAR ==> PRICE_RANGE= [1610000-5800000]
(support=100, confidence=100)

Rule 25: Commercial Services= NEAR Manufacturing and Production= NEAR Open Space= NEAR ==>
PRICE_RANGE= [1610000-5800000] (support=100, confidence=100)
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SORT CLASSIFICATION RULES CBA based sorting of the Classification Rules

[Pos in List: O]JRuleld:11: [Open Space=NEAR] -> [PRICE_RANGE=[1610000-5800000]]( confidence: 100.0,
support: 100.0) (CRule = true Strong cRule= true)

[Pos in List: 1]Ruleld:9: [Manufacturing and Production=NEAR] -> [PRICE_RANGE=[1610000-5800000]](
confidence: 100.0, support: 100.0) (CRule = false Strong cRule= false)

[Pos in List: 2]Ruleld:5: [Commercial Services=NEAR] -> [PRICE_RANGE=[1610000-5800000]]( confidence: 100.0,
support: 100.0) (CRule = false Strong cRule= false)

[Pos in List: 3]Ruleld:22: [Manufacturing and  Production=NEAR, Open Space=NEAR] ->
[PRICE_RANGE=[1610000-5800000]]( confidence: 100.0, support: 100.0) (CRule = false Strong cRule= false)

[Pos in List: 4]Ruleld:19: [Commercial Services=NEAR, Open Space=NEAR] -> [PRICE_RANGE=[1610000-
5800000]]( confidence: 100.0, support: 100.0) (CRule = false Strong cRule= false)

[Pos in List: 5]Ruleld:16: [Manufacturing and Production=NEAR, Commercial Services=NEAR] ->
[PRICE_RANGE=[1610000-5800000]]( confidence: 100.0, support: 100.0) (CRule = false Strong cRule= false)

[Pos in List: 6]Ruleld:25: [Commercial Services=NEAR, Manufacturing and Production=NEAR, Open Space=NEAR]
-> [PRICE_RANGE=[1610000-5800000]]( confidence: 100.0, support: 100.0) (CRule = false Strong cRule= false)

PRINT CLASSIFIER Classifier: Classification Rules and the Default Class

[Open Space=NEAR] -> [PRICE_RANGE=[1610000-5800000]] [Confidence: 100.0% Support: 100.0%]
Default Class -> [[1610000-5800000]] [Confidence: 0.0% Support: 0.0%)]

CLASSIFY Test Case Classification Result

Transaction id = 48011 Class label = [1610000-5800000]

DISPLAY ACCURACY Classification Accuracy Information

correctClassCounter = 1
unclassifiedCounter = 0
wrongClassCounter =0
Num case =1
accuracy =100.0
Accuracy = 100.0
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Appendix C- Procedures

geoReference* Procedure 1

CREATE OR REPLACE PROCEDURE geoReference is
BEGIN
UPDATE transactions A
SET reftotopoarea =
(SELECT referencetotopographicare®M addresspoint B
WHERE B.postaladdress_buildingnumbeh.buildingno AND
B.postaladdpostcodepostcode = A.pagtAND rownum=1
OR A.postaladdress_buildingnamB buildingname AND
A.postaladdpostcodepostcode = Bgoale AND rownum=1);
COMMIT;
UPDATE transactions A
SET polygon = SELECT polygon FROMdgpaphicarea B
WHERE B.TOID = A.reftotopoarea,;
COMMIT;
END geoReference;
/

*Procedure that adds polygonal reference to transactions

getRelations* Procedure 2

CREATE OR REPLACE PROCEDURE getRelations AS
BEGIN
INSERT /*+APPEND?*/ INTO relation
SELECT A.landuse_id, B.landuse_id, 'ADJACENCY'
FROM landuse A, landuse B WHERE
SDO_RELATE(A.geometry, B.geometry, ' MASK=TOUCH"JERUE'
COMMIT;
INSERT /*+APPEND?*/ INTO relation
SELECT A.LANDUSE_ID, B.LANDUSE_ID, 'EQUALS' FRI@ landuse A,
landuse B WHERE
SDO_RELATE(A.geometry, B.geometry, 'MASK=EQUAL"JERUE' AND
A.landuse_id != B.landuse_id
COMMIT;
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INSERT /*+APPEND?*/ INTO relation
SELECT A.landuse_id, B.landuse_id, 'INSIDE'
FROM landuse A, landuse B WHERE
SDO_RELATE(A.geometry, B.geometry, 'MASK = CONINS') = 'TRUE'
COMMIT;
INSERT /*+APPEND?*/ INTO relation
SELECT A.landuse_id, B.landuse_id, 'NEAR' FROM
landuse A, landuse B
WHERE
SDO_WITHIN_DISTANCE(A.geometry, B.geometry,
'DISTANCE = 80M") = 'TRUE' AND SDO_TOUCH(A.geotng,
B.geometry, 'MASK = TOUCH + CONTAINS +EQUAL") 'FRUE'
ORDER BY A.landuse_id
COMMIT;
INSERT /*+APPEND?*/ INTO relation
SELECT B.unique_reference_number, A.landuseAdJACENCY'
FROM landuse A, trans_poly B
WHERE SDO_TOUCH(A.geometry, B.geoloc)= TRUE'
COMMIT;
INSERT /*+APPEND?*/ INTO relation
SELECT B.unique_reference_number, A LANDUSE_HEQUALS'
FROM landuse A, trans_poly B
WHERE SDO_EQUAL(B.geoloc,A.geometry)= "TRUE'
COMMIT;
INSERT /*+APPEND?*/ INTO relation
SELECT A.unique_reference_number, B.landuséNiHAR'
FROM trans_poly A, landuse B
WHERE
SDO_WITHIN_DISTANCE(A.geoloc, B.geometry, 'DISTANE = 80M') =
"TRUE' AND SDO_TOUCH(A.geoloc, B.geometry) != TR’
AND SDO_CONTAINS(A.geoloc, B.geometry) = TRUEND
SDO_INSIDE(A.geoloc, B.geometry) = " TRUE'
COMMIT;
END getRelations;
/

*Procedure that calculates and stores the topological and metric relationships to the
graph structure.
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Appendix D - Results

Borough_PropertyLevel Pl1 DescL2 3Class

Westminster Flat_PI1_DescL2_All_3Class
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Kensington&ChelseaSemiDetached PI1_DescL2_All_3Class
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Hammersmith&Fulham SemiDetached PI1_DescL2_All_3Class
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PI1 DescL3 3Class

Borough_PropertyLevel
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Westminster SemiDetached _PI1_DescL3_ All_3Class

100% B —
sov | LI T T Tttt sinimiml®
sow I LT Tttt sinimiml®

70%-
60%- u
50%- = [
40%-
30%-
20%-
10%-

0%

m High
@ Medium
O Low

&
% Y, . 2 ‘?l//% )

o Cy T
%,60 5 Ty, o, Bo, 2,

4%0

Westminster Detached_PI1_DescL3_All_3Class

100%-
90%-{
80%-
70%-
60%-
50%-
40%-
30%- O Medium
20%- O Low
10%-

0%-

281



Kensington&ChelseaFlat_PI1_DescL3 All_3Class
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Kensington&ChelseaSemiDetached PI1_DescL3_All_3Class
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Hammersmith&Fulham Terrace_PI1_DescL3_All_3Class
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Hammersmith&Fulham Detached PI1 DescL3 All_3Class
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Appendix E - CD Contents

On the enclosed CD-ROM, the original output files of the expersngmsented in
Chapter 6 are included. They are organised in three directdnitsl_Tests,
Locational_Tests and Classification_Tests and they correspond taesudts

presented in pages 198, 211-224 and 225-226 respectively.
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