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Abstract

This thesis offers a pragmatic analysis of sulgssdentences in non-null subject
languages, focusing on English ‘diary drop’ (asSaw a good film yesterday’). In
chapter 1, | survey the data and discuss existintastic analyses (Haegeman & Ihsane
1999, 2001). While these generally acknowledgerttportance of pragmatic factors in
an overall account, no detailed investigation eirtbontribution has been proposed.

In chapter 2, | consider subjectless sentenceliid language, and suggest that
relevance theory (Sperber & Wilson, 1986/95) caeddight on why such utterances
occur. In chapter 3, | revisit the adult data, hading established that null subjects
function as referring expressions, | consider twagmatically-oriented approaches to
the analysis of referring expressions: Accessybiliheory (Ariel, 1990) and the
Givenness Hierarchy (Gundel, Hedberg and Zachat8Ki3). Both adopt the relevance-
theoretic framework, but claim that relevance alsnasufficient to account for the
data.

In chapters 4 and 5, | develop a relevance-basamliat of referring expressions,
and argue that we can do without the machineryameAsibility Theory and the
Givenness Hierarchy on two assumptions: first, tefgrring expressions encode
procedural as well as conceptual meaning (Blakerh98¥, 2002), and second, that this
procedural meaning does not identify the intendderent by appeal to considerations
of Accessibility or Givenness. An important imglion of my account is that the
choice of referring expression not only affecterefce resolution but can also
contribute to what is implicity communicated by aterance. | provide detailed
evidence for this.

In chapter 6, | return to the original null subjdata and show that my relevance-
based approach sheds new light on how these utessdanction in a non-null subject
language. In Chapter 7, | draw general conclusamusrevisit the conceptual-

procedural distinction in light of the analysespmsed.
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Chapter 1: The Diary Null Subject in English

1.1 Introduction

English is generally considered to be a non-nijestt language. Whereas subject
pronouns may be omitted in some languages (incu8panish, Italian and Japanese),
they must be overtly realised in others (includdrglish, Danish and French)
(Chomsky, 1981; Jaeggli & Safir, 1989). So, whilstis perfectly grammatical in
Spanish, the corresponding subjectless senterieeglish, (2a), is ungrammatical. The

pronominal subject must be articulated, as in (2b).
(1) baila bien.
(2) a. *dances well.
b. He dances well.

This thesis examines a range of data that seewnteoadlict this generalisation, and
considers some of the pragmatic factors affectieg interpretation and use.

In certain registers of English, speakers systerallfiproduce utterances with
missing or null subjects. Consider a sentence aadB), written as the opening line of

a diary entry.
(3) Got up late this morning.

It is not unusual for native speakers to produad swbjectless sentences when
communicating in certain registers. In this chagdtéake a closer look at this
phenomenon, examining some of the environmentsinlwit occurs and the
constraints on its use. Given the importance yatectic theory of null-subject
sentences in a non-null subject language, it ieggEs not surprising that most existing
analyses have been heavily syntax oriented, anlll brefly outline some of the
syntactic treatments proposed. However, the ing¢aiion and acceptability of null-
subject utterances varies considerably from sinath situation, and most syntactic
theorists also appeal more or less explicitly tagpmatic factors to explain this
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variation. My main aim in this thesis is to prowid pragmatic analysis of null subject
utterances in English, focusing in particular om tlase of diary drop.

Much research into the properties and distributibnull subjects in non-null
subject languages has been undertaken by Liliaegéiaan and her colleagues
(Haegeman, 1990a; 1990b; 1997; 2000; Haegemanahéh<999; 2001). In several
articles she has surveyed a wide range of examplgsffered various syntactic
analyses of the phenomenon. My discussion of thematical aspects of English null

subject data is greatly indebted to her invaluaigeghts and analyses.

1.2 Environments

The term ‘diary drop’ has often been applied toghenomenon of null subjects in

written English. However, their distribution istdionited to diaries. We find examples
of dropped subjects in a wide range of written makéncluding emails, text messages,
telegrams, postcards, note-taking and messagedodrde diaries themselves can be
fictional or non-fictional and examples can be foas far back as the diary of Samuel

Pepys, as well as in contemporary works sudBraiget Jones’ Diary
(4) Walked to Westminster hall. (Pepys, 1985, p. 610)
(5) Sat there for % hour. (Woolf, 1985, p. 334)
(6) Went to the chemist to discreetly buy pregnancy {€glding, 1996, p. 117)

Postcards, as in (7), telegrams, as in (8), aner athitten sources where space or time

is restricted also provide a range of examples.

(7) Visited the castle yesterday. Wish you were here.

(8) A: Please attend first night my new play. Willdhowo tickets for you. Bring

friend if you have one.

! Many of the examples discussed in this thesis doome written sources. However, | will refer
throughout to ‘utterances’ and to the ‘hearer’ &etaker’. Unless specified, | do mean to imply an
interesting distinction between written and spokses of language.
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(9) B: Impossible attend first night. Will attend sed night if you have one.
(10) Contains nuts.

Certain first person narrative literary texts, whitot explicitly diaries, employ the

device of dropped subjects, as in (11)-(12).

(11) Went to the Argyll Lounge; good view of the harbdnam there. Drank pints.
(Banks, 1996, p. 313)

(12) Saw a glowing red line in front of me, like a veihburning blood, like lava, in
front of me. Noise terrific. Smell of sulphur,sething of that nature; smell of
the devil, though I think that was just coincidenéell down. Half blind.
Thought a bomb had gone off. Heard ringing, like thurch bells all going on
at once. Realised it was lightning. (Banks, 139&16)

The recent increase in electronic and online fasmaritten communication brings with

it examples of diary-style nulls from emails, oelimessage forums and text messages.
(23) Still have horrible cold. (personal email)
(14) Just ate a huge prawn ciabatta for lunch. (persemail)
(15) Was delivered promptly. (internet auction site raggesboard)
(16) Very happy with dealer. (internet auction site sag® board)
(17) Am delighted with dress. (internet auction site sage board)

(18) Will act on stage in®iplay. (Message on Twitter.com — K.Spac&ddne
2009)

(19) Must have missed one another. (personal SMS/testage)

2 Attributed to George Bernard Shaw and Winston Ehillrrespectively.
12



It has been observed (Massam & Roberge, 1989; @AB6; Wharton, forthcoming)
that in recipes and other instructional registdajects often remain implicit, as in (20)
and (21).

(20) Roll out pastry and cut.

(21) Peel carrots and boil.

1.3 Distribution and properties
1.3.1 Distribution

The examples in (4)-(19) are drawn from a varidtgaurces. However, there are
certain distributional features which they all agpt share. Whilst null subjects are
most commonly understood as first person singthay are not restricted to this
interpretation. Examples (22) and (23) illustratdl subjects in the third person
singular and first person plural, respectively, andegeman and lhsane (1999, p. 132)

give (24) as an example of a second person nujéstb
(22) Probably wants you to reply to his message. (patsemail)

(23) Very excited about entering out*Dhase of 10 year plan. (Message on
Twitter.com K. Spacey™June 2009)

(24) Trouble is, Rebecca’s stings are aimed so subtiyats Achilles’ heels, like
Gulf War missiles going ‘Fzzz Whoosssh’ through Baad hotel corridors, that
never see them coming. (Fielding, 1996, p. 146)

Haegeman and lhsane (1999) suggest that the eelatiity of second-person examples
could be ‘due to the fact that diary writing rarelydresses an interlocutor directly’
(1999, p. 121). Examples of third person null saty can be found with both

referential (25) and expletive (26), and both hur{#f) and non-human interpretations.

(25) Was my mother. (Fielding, 2004, p. 5)

% Perhaps this example is better analysed as im@lVie generic third-person singular pronoun ‘one’.
13



(26) Is pissing it down. (Fielding, 2004, p. 10)

(27) Still has not woken up. (Fielding, 2004, p. 4)

(28) Will be so lovely having a boyfriend when it is war(Fielding, 1996, p. 137)

Consider the utterance in (29), taken from an entirscussion board.

(29) Empathise about the masters thing. My dissertasiaiue in tomorrow. Can't
wait!!! Nearly wasn't going in at all. Got burdléast night. Took a bag with
my 3 copies of my dissertation in! Luckily dumpé&e@m outside — it's

obviously not a very exciting read!!

Here the speaker drops all but one of her prondrsingects. Alongside the first
person singular (and possibly plural), we also rexamples of the speaker dropping
third person pronominals (when referring to thegtans).

1.3.2 Syntactic properties

Haegeman (1990a) presents clear evidence thatuthgubjects in diary texts are

represented syntactically. Consider the exampl¢30) and (31)

(30) (ec)am going to try and behave mysdlbersonal email)

(31) (ec) walked there PRQeeling light and airy. (Smart, 1991, p. 15)

In (30), the empty category in subject positiondsitthe reflexive pronoun: it agrees
with ‘myself’ in number, gender and person. Inrepée (31), taken from Haegeman
(1997), the null subject controls PRO in a nontfirilause. Both examples demonstrate
that the null subject is syntactically active.

This syntactic behaviour contrasts with that ofriba-overt argument in passive

constructions. Such arguments are understoo@rbuiot syntactically active.

(32) They put the book on sale.

(33) They put the book on sale and it was sold last week
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(34) They sold the book to themselves.

(35) *The book was sold to themselves.

In the passive clause in (33), the agent is nottlpvexpressed but is understood.
However, (35) demonstrates that, in contrast taltagy null subject in (30), the
understood passive subject is unable to bind exig#. So whilst it is possible to have
empty argument slots for which a referent is unideis without being syntactically
represented, this does not seem to be the situattbrthe diary nulls.

There is also evidence that the diary nulls areassgnted at the semantic level.
Consider (36).

(36) (ec) saw John at the weekend.

This sentence and others like it are interpretafitasy have a subject: indeed,
throughout the texts containing diary style nulig, see overt forms alternating with the
null subjects. From a semantic perspective, thtathriterion (Chomsky, 1981;
Haegeman, 1994, p. 54) stipulates that there neuatdne-to-one mapping between
theta roles and arguments. A transitive verb sicisee’ assigns two theta roles: a
perceiver and a perceived. We would therefore edxgpeentence in which it occurs to
have two arguments. However, (36) is perfectlyeptable in a diary context. In this
example, the theta role associated with the roteeentity perceived is assigned to the
overt argument ‘John’, but the sentence is alse@rtstdod as involving someone or
something doing the perceiving. In order to awMolation of the Theta Criterion, it

is therefore necessary to hypothesize that thesense sort of empty category (ec) in
the subject position, to which the perceiver theta is assigned.

The hearer’s goal in interpreting an utterance isfer the speaker's meaning
from the linguistic properties of the sentenceretetogether with background
information. To achieve this goal, reference nigsassigned to the missing argument,
marked here as (ec). The logical form of (37),chigontains a null subject, should
therefore be identical to that of a parallel seogéecontaining an overt pronoun, such as
(38).
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(37) a. ec saw a good film.

b. LF: X saw a good film.

(38) a. He saw a good film.

b. LF: X saw a good film.

Semantically, then, the null subjects function as-overt pronouns.

The evidence surveyed above suggests that theuhjkcts in diary-style texts
are syntactically and semantically active non-od#?s. They can carry theta roles, and
they enter into syntactic relations in much the saway as overt NPs, but have no
realization at the level of phonological form (PH)us, they appear to be functioning
as some kind of empty grammatical category. Takiigas a starting point for our
analysis, we are led to ask what the nature ofetimpty category might be. In the next
section | attempt to answer this question, compgattie behaviour and distribution of
the diary-style nulls with those of the empty catégs that are independently motivated
in the Government and Binding grammatical framew@hkomsky, 1981; Haegeman,
1994).

1.3.3 Associated characteristics

The texts and registers in which we find null satgeeommonly also display other
deletions. The example from a telegram in (8) amatd instances of unarticulated
determiners, prepositions and even the infinitit@| and we see similar patterns in the
diary texts. Determiners, both definite, as in)@8d (41), and indefinite, as in (40), are
frequently left non-overt in such texts, and in)(4@ also have an instance of a non-

overt pOSSGSSiVE pronoun.

(39) That would indeed be sick in manner of OedipusI(fng, 2004, p. 5)

(40) Also managed to conceal coat by rolling it intol balcreate pleasing sense of

having been in for hours. (Fielding, 2004, p. 8)

(41) Dialling tone seems normal. (Fielding, 2004, p. 45)
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Auxiliary verbs and the copula also frequently renmr@on-overt straight after a null
subject, as in (42)-(43).

(42) Maybe could read in car when at traffic lights.e{Bing, 2004, p. 13)

(43) If not working might mean everything is fine. (Felg, 2004, p. 45)

1.3.4 Null objects

Although it is most frequently subject argumentscltremain unarticulated, there are
examples of null objects in many of the diary-styets.

(44) Eventually locate under clothes from wardrobe. I¢Hing, 1996, p. 93)

(45) Search for hairbrush. Locate in handbag. (Fieldl®96, p. 92)

(46) | have xmas cards in the office. If you wish todene to a supplier please

come to the office and collect. (personal commuiocy

Whilst such examples exist, there is a clear asytmyne the distribution of null
subjects as compared with null objects. A compmeive analysis of the data should be
able to account for the fact that both null sulgestd null objects are attested, while

also addressing the striking asymmetry in theitridhigtion.
1.3.5 Interrogative sentences

It has been observed (Haegeman & Gueron, 1999;dtiaeg & Ihsane, 1999; 2001)

that there appear to be syntactic constraints ewnlitribution of non-overt subjects in
the diary-style registers. According to Haegemaoh Gueron, null subjects may only
occur in declarative sentences, since they arampatible with botrwh-movement and
subject-auxiliary inversion. They give the followgias examples of attested subjectless

sentences, which are judged to be ungrammaticah witerpreted as interrogatives.

(47) *Ought (1) to resign?

* Examples (44), (45),(50) and (51) are taken fromedgeman & lhsane (1999)
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(48) *Am (l) jealous?

(49) *What can (I) say?

In a survey of diary-style texts, Haegeman andriega999) find no examples of null
subjects occurring iwh-preposing or subject-auxiliary inversion enviromise
However, they acknowledge that given the relataréy of interrogative sentences in
these texts, ‘the absence of the null subject neag sampling accident’ (1999, p. 134).

1.3.6 The question of embedded null subjects

Rizzi (1994), Haegeman (1997), and Haegeman andoB{&999) assume that null
subjects are restricted to root clauses. In sedti6.1 | will outline an analysis based
on this assumption which also claims to accountHerlack of null subjects in
interrogative sentences. However, Haegeman arahéh& 999; 2001) discuss data
which casts doubt on the validity of this assummti€ertain recent diary-style texts

contain null subjects in embedded positions:

(50) But even that is inadvisable since am fat. (Figdit996, p. 17)

(51) Deceiving her impossible as would be unsuccessfidrig run. (Ginsburg,
1995, pp. 49-50)

(52) Wonder if should quickly ring Mark Darcy to tellrhiwhere am going?
(Fielding 2004, p. 13)

Whilst some texts contain only root null subje®&NE), all those that include
embedded null subjects (ENS) also display roosmitbng with the other omissions.
Setting aside theoretical considerations, it fedlstively as if they are part of the same

phenomenon and ideally | hope to settle on an aisalyhich covers both sets of data.
1.3.7 The optionality of the null subjects

In texts and registers which feature the diaryestylll subjects, it is notable that the
omission of the articulated form is always option&here appear to be no cases where

it would be ungrammatical to use an overt form, tredovert and non-overt subjects
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alternate, apparently freely. Thus, an utterancé sis (53) can be followed by (54)

without either being judged ungrammatical in thergistyle register.

(53) Seems rude not to reply. (Fielding 1996, p. 44)

(54) I'll just send him a tiny friendly message. (Fieldi1996, p. 44)

However, despite their grammaticality and appasgnbnymy, there are subtle stylistic
differences between these two utterances, whiddaquate pragmatic analysis should
help to explain.

1.4 Diary drop in other languages

So called diary-drop is also attested in other pandrop languages. Haegeman
(1990b; 1997) and Haegeman and lhsane (2001) discuse examples from French,
such as (55), whilst Haegeman (1990b, pp. 171-piR)ides examples from Dutch, as
in (56), German, as in (57) and Danish, as in (58).
(55) Suis tellement énervée que me suis assise stiét@tnmande.
Am so nervous that me am seated on the remoteotont

‘ am so nervous that | have just sat down on thete control.’

(Stroumza, 1998, p. 182)

(56) Vind, in Gryll Grange, ook een erg aarige uitddoky die.
Find, in Grylle Grange, another nice expression hich.

(57) Beschloss, ihn zu kaufen, anderte diesen Besthlus
Decided it to buy, changed this decision...
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(58) Har blot ingen tid at scrive i.

Have just no time to write in.

A detailed contrastive analysis - which lies beytimel scope of the present thesis -
might shed valuable further light on the phenomeoiodiary drop.

1.5 Other null subjects

Although English is traditionally classified as @rpro-drop language, there are
several situations in which subjects may remainticwdated. In this section | examine
these data and consider whether they pattern hatlliary-style nulls described above.
| will also consider whether diary drop is bestrggehed in terms of pro-drop or
topic drop analysis as | compare the charactesistiche diary nulls with independently

motivated empty categories.
1.5.1 Informal style deletions

With many utterances of spoken English, some ergeaitial material is left
unpronounced. This is especially common in isdlatiterances and in fast, casual
speech. Consider the examples in (59)-(67), wtiherenissing material is shown in
brackets.

(59) (I will...) See you soon.

(60) (I...) Can’t find my earrings.

(61) (Have you...) Seen the paper today?

(62) (Is the...) Post here yet?

(63) (Are you...) Coming for a drink?

(64) (A...) Fine friend you turned out to be! (Napoli, 198

(65) (The...) Cat’s been sick everywhere.

20



(66) (Of...) Course you can!

(67) (I expect...) ‘spect so.

Data such as these are discussed by Napoli (19822w&icky & Pullum (1983). The
roles played by sentence position, constituencysamss in deletions of this kind are
considered, and both analyses conclude that theopfenon cannot be syntactic in
nature. For Napoli, informal speech may involyghanological rule that ‘deletes
unstressed (or lightly stressed) initial mater{aP82, p. 99). Zwicky and Pullum, on
the other hand, conclude that the informal styletdmns are the result of a
morphophonemic process.

How far might these analyses be useful to us inrgstigation of diary-style
null subjects? Whilst there are certain similagtbetween the data in (59)-(67) and the
diary null subjects, there are also notable difiees. As Napoli points out, the
informal-style spoken deletions, like the writteramples, are syntactically represented.
They trigger agreement on the verb, co-refer withdubject of a tag question, as in

(68), and can control the subject of an infinitickluse.

(68) Can't sing a note, can he?

However, the restriction of this type of deletioninitial position is far stricter than in
the diary-style cases, and the associated deletidaterminers and copulas is also
restricted to first position. As Haegeman and iesg2001) note, an utterance such as
(69), from Thrasher (1977), whilst acceptable mwritten diary-style texts, is
ungrammatical in all registers of spoken Englisheve the determiner in the object

noun phrase must be overtly articulated.

(69) Damn dogs are taking over city.

Despite the differences, in both the diary-styléshand the casual spoken deletions, the
hearer must recover the content of the unpronounzgdrial in order to understand the
speaker’'s meaning. If, as | will argue, the vudility of a given item to deletion
depends partly on the nature of the encoded mhtémen we would expect to see some

overlap in the pragmatic factors affecting delefiothe two different registers.
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1.5.2 Empty categoriepro and topic-drop analyses
1.5.2.1 Government and Binding empty categories

Given the above evidence that the diary null subjae syntactically active, a natural
move in investigating them further is to comparenthwith other empty categories.
Within the Government and Binding framework(Chomsk§81; 1982; Riemsdijk &
Williams, 1986; Haegeman, 1994; Black, 1994 binary feature specifications (+/-
pronominal and +/- anaphoric) combine to yield fodependently motivated empty
categories. An anaphoric element is referent@déigendent on an antecedent which
provides the necessary information for its intetgien. Pronominal elements, on the

other hand, substitute for and function as nounsan-phrases.

Table 1: GB Empty Categories

Anaphoric Pronominal Empty Category
+ + PRO

+ - NP-trace

R + pro

- - WH-trace

Within the Government and Binding framework, allmyncategories are subject to the

Empty Category Principle (ECP), given here in (70).

(70) a. Formal licensing: An empty category must be goee by an

appropriate head.

b. Identification: An empty category must be chaimnected to an

antecedent.

For an empty category to be licit, it must be datbnsed and identifiable, so that both
clauses of the ECP are satisfied. In the remaiofigtis section, | consider the
suitability of the different empty categories i ttable above for analysing diary-style
nulls. Several accounts of the non-overt Englighjects align the nulls with one or
other of these categories, and | will now consttleradvantages and disadvantages of
such accounts in more detail (Haegeman, 1990a; Beogn& Wexler, 1995).
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1.5.2.2 Anaphoric and pronominal: PRO

PRO (‘big pro’) is the non-overt subject of nonHenclauses. Within the GB
framework, the Extended Projection Principle (EBjes that every sentence must
have a subject, and the Case Filter states thatcask-marked NPs may be
phonetically realized. In the case of non-finiteuses, these two principles combine,

leaving us with a syntactically active yet phonaticnull subject: PRO.

(71) PRO to pass one's exams is something to be proud of

According to the EPP, since (71) is a sentengrugt have a subject. However, the
verb in its non-finite form is unable to assigne&sthe subject position. The subject
position is therefore not case-marked and so thgst) although obligatory, cannot be
phonetically realized. Hence, PRO only occursan-finite clauses and does not
alternate with overt NPs. An overt form in the Pp@&3ition would lead to a case filter

violation, as in (72).

(72) *John to pass his exams is something to be proud of

The overt subject, ‘John’, is unable to receiveedasm the infinitival verb, and so
cannot be overtly realised. The diary null subjeatthe other hand, occurs in finite
clauses and, as noted above, is found alternaiitngowert arguments. The first of the
independently motivated empty categories, PRQnhasefore ruled out as a possible

analysis for the diary null subject.
1.5.2.3 Anaphoric and non-pronominal: NP-trace

NP-traces have the features [+anaphoric] and [goronal], and are found when
movement takes place to an argument position,Xamgle, in cases of passivization
and raising, as in (74).

(73) There seems to be a man at the door.

(74) A man seems;tto be tat the door.
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As was the case with PRO, NP-traces are only faumdn-finite clauses, and do not
alternate with overt subjects. They can thereftge be ruled out as a possible analysis

of the diary null subject.
1.5.2.4 Pronominal and non-anaphopim

In traditionalpro-drop languages, such as Italian, pronominal stdbj@ay remain non-
overt. In their place we fingro - ‘little pro’, the empty category with the feadsr
[+pronominal] and [-anaphoric]. Like the diary hslibject,pro represents a
syntactically active understood subject which miggraate with an overt form in

certain circumstances. It has therefore been stggé¢hat some speakers of English
have a pro-drop dialect’ that is available to them in certeagisters of written and
spoken language. An alternative suggestion mighthhat English is undergoing a
change from being a ngoro-drop to apro-drop language. However, although the data
might, on the surface, seem to point to such exgians, on closer examination the
diary null subject begins to look less and less &k instantiation géro-drop.

The availability ofpro as an alternative to an overt subject pronouenelly
treated as varying parametrically across languageswve saw in example (1) from
Spanish, if the parameter is positively set, sulges sentences are grammatical, while
the parallel sentence in a npre-drop language such as English is ungrammatica as
(2a). Languages in which tipeo-drop parameter is positively set generally dis@ay
bundle of associated properties. If the diary subljects were instancesmb, with
some sort of parametric change taking place inisimgthen we would expect to see the
associated properties also occurring in the dityledexts. Inpro-drop languages, a
definite subject may occupy a post-verbal positamin the Italian example (75) taken
from Haegeman (2000, p. 136).

(75) Ha telefonato il deano.

has telephoned the dean.

‘The dean has telephoned.’

(76) *Has telephoned the dean.
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The corresponding sentence in English, (76), igratmatical in either the core
grammar or the diary drop registers on an integpiet where ‘the dean’ is the subject.
Similarly, consider (77) and (78), again taken fridaegeman (2000).

(77) *Who;do you think that;thas come?
(78) Chi; credi che abbia telfonat@t
Who Dbelieve you that have (subj) telephoned?
‘Who do you think has called?’
Sentence (77) is unacceptable in all registersngfigh due to a@hat-trace violation.
However, in traditionapro-drop languages, an embedded subject may movesa@nos
overt complementizer, as illustrated by the granmahttalian sentence in (78).
Moreover, inpro-drop languages expletive subjects are always wentoln Italian a
construction with an overt expletive, as in (78ni Haegeman (1997, p. 236), is
ungrammatical.
(79) *Cio piove.

It is raining.

However, throughout the registers that displayydsyle null subjects, we find overt

expletives alternating with non-overt expletivesjra(80) and (81) below.
(80) Is relief to have fag in open and not to be on bestaviour. (Fielding 2004, p.4)
(81) It was great. (Fielding 2004, p. 33)
Finally, and perhaps most dramatically, Italiadespro-drop is traditionally associated
with a rich inflectional paradigm. It is often otaed that the rich inflection in Italian

both licenses and identifies the empty categorg4iRL986; 1994; Haegeman &
Gueron, 1999, pp. 399-400), satisfying both claudese ECP (70). The English
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inflectional system remains consistently poor asitbg varying registers, raising the
guestion of how the empty subject is identified gad& Harbour, 2008, pp. 5-7).

In sum, if the occurrence of null subjects in therygregisters signalled a switch
in thepro-drop parameter, then we would expect these assdqmoperties to also be
present. This is not the case. However, the agsehthese characteristics is not the
only evidence pointing us away fronpeo-drop analysis. Not only do the diary-style
texts lack the properties generally associated prithdrop languages, but the
characteristics which commonly co-occur with tharginulls (see 1.3.3) are not
generally present ipro-drop languages. Similarly, the apparent condsain the
distribution of the diary nulls, (see section 1d8)not apply to the null subjectspno-
drop languages. Thus, Italian stple-drop occurs in interrogative sentences, both root
and embedded, and is freely compatible withpreposing, as in (82), and subject-
auxiliary inversion, as in (83). Itis also founith argument and predicate

topicalization, as in (84)-(85).

(82) Quando pro] tornera?

When return-future-3sg.
‘When will he/she return?' (Haegeman, 2000, [©) 14
(83) Tornera pro] presto?

Return-future-3sg soon?

“Will he/she return soon?'  (ibid)

(84) Questo libro, non lo voglio.

This booknonit want-I.

‘This book, | don't want.' (Haegeman and Guér@99l p. 621)
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(85) Intelligente, non é.

Intelligent, non be-3sg.

‘intelligent, he isn't.' (ibid)

Along with the distributional differences and thesance of the associated features that
we would expect to see withpao-drop dialect, there are also conceptual probleitts w
apro analysis of the diary style nulls.

If the diary null subjects were instancegod, then some kind of register-specific
parameter resetting would have to be taking pladee speaker would then have two
grammars: a core grammar in which null subjectsuiagrammatical and a peripheral
one in which they are allowed. Haegeman (1990a$iders this possibility and
suggests that such a register-driven resettingbmayossible given enough exposure to
relevant evidence, and once the core grammar leasflyenly established. In a later
article, however, (Haegeman, 2000) she identifielnge of problems with this
account. The argument for treating the diary subjects as instancesm would be
greatly strengthened if there were evidence ofstegdriven parameter resetting
elsewhere in the grammar. However, no such evalesaems to exist. We do not see,
for example, languages with VO core word order giragnto OV in a particular
register. To justify a parameter-resetting appnpae would therefore have to show
what makes thpro-drop parameter special in this respect, and whgther parameters
vary in this way.

This combination of otherwise unattested paranretgtting and the absence of
the expected associated features severely wedkersase for analyzing diary null
subjects as instancesm. So whilst at a first glance the diary nulls sderpattern
with the pro of null subject languages, an analysis on thess would bring into
guestion much that is commonly assumed of theicla@ss-drop languages. | will
revisit the possibility of @ro-drop analysis and what we can learn from it inrtbgt
chapter, when | look at the child null subject imglish and its similarities with the

diary style nulls.
1.5.2.5 Non-anaphoric and non-pronominal: TopioDr

The remaining empty category in the GB typologyriearthe features [-anaphoric] and

[-pronominal] and is the trace of A'-movement. sTtyipe of movement, for discourse
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related purposes such as topicalization, focusiestipn formation, leaves a trace in its
base position. Movement of this kind is widesprigaBnglish, including for the
purposes of overt topic preposing, as in (86).

(86) CP[John IP[l spoke tojtyesterday.]]

In languages such as Portuguese, this kind of mexmemay take place whilst the

topicalised constituent remains non-overt.
(87) A Joana viu na televisao ontem a noite.
Joana saw on television last night.
‘Joana saw him/her/it on television last night.’

(88) CP[TOR IP[a Joana viti na televisao ontem a noite.]] (Rizzi, 1986, p.)p13
The topic in [spec, CP] is an empty operator, whittds the object trace of ‘viu'.
Identification of this empty operator then religssmme salient element in the
discourse, in this case the person who is the cutopic of the discourse.

It has therefore been proposed (Haegeman, 1990mtigrrg & Wexler, 1995)
that the diary drop empty category is the A' trata non-overt topic antecedent. Null
operators are indeed attested in English undealioezbnditions (Haegeman & Ihsane,
1999):

(89) | need a friend [ OR | can rely onf]]]

The object trace of the embedded verb ‘rely’ isfabby a non-overt antecedent, the
null operator OP, and this in turn is identifiedthg adjacent head, ‘a friend’. On this
account, the representation of a diary-style sestench as (90) would be as in (91).

(90) Could stand it no longer.

(91) CP[OR] IP[ti could stand it no longer.]]
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As Haegeman (1990a, p. 176) sums up:

there is a trace afh-movement (specifically topicalization...) in the gedi
position of the sentence...and this trace is coindewiéh the moved non-

overt or zero discourse TOPIC.

Bromberg and Wexler (1995) argue that this analysigs well to explain the
incompatibility of the null subject wittvh-preposing. They start from the assumption
that both topic and/h-preposing target the same tree position and catirerefore,
occur simultaneously. However, this argument bsedkvn once the underlying
assumptions are examined. As Haegeman (2000)spmurtt several linguists (Reinhart,
1981, Rizzi, 1997), have argued for an articulagtter than unitary CP projection.
This articulated CP is made up of various functigamajections with specific roles and
functions, including a singular Focus Phrase, wisdhe landing site fowh-

movement, and a recursive Topic Phrase that, m tsithe landing site for topicalized
constituents. This independently motivated aréitad CP therefore undermines one of
Bromberg and Wexler's main supporting argumentshi®topic drop analysis.

Two further substantial objections to this analysse also been raised
(Haegeman, 2000). Firstly, there is the mattesubject/object asymmetry. As
discussed above, the texts containing cases céctutijop show few, if any,
corresponding instances of object drop. By cohtrasanguages, such as Portuguese,
that display topic-drop, the null topic is oftehnot typically, an object. To justify the
topic-based analysis, this asymmetry in the diaopdiata would need to be accounted
for by some other means. Secondly, if the nuljesettin these registers were in fact a
topic, then we would expect only referential, noipletive subjects to be found in this

position. However, non-referential null subjeats abundant in these texts:

(92) Must be an accident up ahead. (Schmerligg2 1p. 582)

(93) Isn't much we can do about it. (Thrasher, 19744)

(94) Seems weird to have been so close during the yE&lding, 1996, p. 296)

In conclusion, the analysis of the diary-style mulbjects as instances of topic drop fails

to be fully compatible with the distributional pexies observed, and | will therefore

not adopt it here.
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1.5.3 Child nulls as an analogue

Having rejected the analyses based on the emptg@aés identified by Government
and Binding theory, alternative possibilities favwhwe might account for the data must
be considered. It is well documented (Hyams, 198682; Bloom L., 1970; Bloom P. ,
1990) that children acquiring a non-null subjecglaage go through a stage in which
they persistently produce subjectless sententdmsibeen observed (Haegeman, 2000;
Haegeman & lhsane, 2001; Rizzi, 1994) that theyeityle null subject utterances share
syntactic and distributional properties with theetances produced by children during
this stage of acquisition. For example, childmthis stage frequently also omit other
parts of speech, including articles, auxiliaried aopulas. Unlike the adult casual
speech examples discussed in 1.5.1, these omissiem®t restricted to initial position.
Haegeman & Ihsane (2001, p. 331) give example®wofinitial article omission, as in

(95), and auxiliary omission, as in (96).

(95) Paula play with ball. (Paula, 1, 9)

(96) Daddy gone. (Hayley, 1, 8, as cited in Radford 6139 44))

In this respect, the diary style null subjects séepattern more with the child nulls
than with the informal register nulls in adult Eisgl In the next chapter, | take a closer
look at the phenomenon of null subjects in the spad children acquiring non-null
subject languages. Meanwhile, the observed sitdabetween diary-style nulls and
child omissions have been influential in the depelent of subsequent syntactic

analyses of the diary null subject. | consides¢haccounts in the next section.

1.6 Subsequent analyses

1.6.1 An antecedentless empty category

As we have seen, according to Government and Biyniti@ory, the four types of empty
categories can be distinguished by breaking themnndoto the primitive features of
[+/- anaphoric] and [+/-pronominal]. None of tlypés of empty category that emerge
fits exactly with the distribution and behaviourtbé null subject found in the diary
style texts. However, building on the similaritgtiveen diary null subjects and child
null subjects, and drawing on work by Lasnik & Se#¢1991), Rizzi (1994) proposes

a further option. He argues that another feathoailsl be added to distinguish sub-
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categories within the category of A’ traces. Cadyrnoperator constructions such as
guestions, as in (97), differ from null operatonstructions, such as (98), in both their

interaction with weak crossover effects and theierpretative properties.

(97) John wonders whao pleass;.

(98) John is easPP; to pleassd;.

In (97), quantification of the trace of A’-movemdtjtranges over a ‘possibly
nonsingleton set’ (Rizzi 1994, p. 158): there camibre than one person corresponding
to the interrogative ‘who’. In (98), however, tigentification of the trace is fixed by
that of the antecedent, John, and so cannot raregeamon-singleton set. Rizzi
concludes that only when a trace is bound by aigergquantifier, as in (97), can it be
said to be a variable. When the trace is bound byn-quantificational empty operator,
as in (98), Rizzi classifies it as a ‘null constarRizzi incorporates this difference into
the taxonomy of empty categories by adding a [afiable] feature. A'traces resulting
from wh-movement typically quantify over a ‘nonsingletat’ and have their variable
feature positively specified. In contrast, the#&mresulting from the null operator
movement never quantify over a nonsingleton set,sanare assigned the feature value
[- variable]. Recall that, according to the EC&e($70) above), all traces are subject to

an identification requirement. As Haegeman andnibg1999, p.124) put it:

The content of an empty subject is identified ly*@mmanding
antecedent, i.e. an antecedent which precedesrpty eategory and is

hierarchically higher in the structure.

So, in order for this analysis to hold in thesd subject cases where there is no
antecedent, Rizzi has to modify the identificatdteuse of the ECP. He does this as

follows:

(99) A non-pronominal empty category must be chain cotatkto an antecedeifit

can be.

It follows that an exception to the identificatioandition is allowed if the empty
category is in the highest position in the struetufhis analysis is based on the

assumption that null subjects are restricted to ctauses. If the null subject is
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anywhere other than in the root clause, then thdrde a potential site for the
antecedent, and so one must be supplied and chanected to the empty category. In
the case of a root null subject, there is no pa@kahtecedent position and it can
therefore remain antecedentless.

Rizzi's work is particularly concerned with the hsiibjects found in child
language, and suggests that whilst root clauses lmeysrojected to CP in the adult
grammar, they may be truncated in the child gramnifain the child's grammar, finite
clauses need not be projected past IP, there aitidpotential site for an antecedent to
sit in these cases. According to (99), such ematggories may remain antecedentless,
and so will have the structure in (100). Haege2&00) considers parallel cases in
adult language and suggests that a similar praxf@ssncation is taking place in
abbreviated registers. In the core grammaticastexg that do not allow truncation, the
presence of a CP projection means that an antecpdsition is available, as in (101),

and root null subjects are therefore not grammiatica

(100)

Spec I
| /\
ec I Vv
(101)
C
////A\\\\
Spec C
&y
/\,
Spec I
‘ | /\v
- /\
Vv D
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What, then, might be driving the truncation of sture and subsequent licensing of the
null subject forms in child versions of n@mne-drop languages and in the diary style
registers of the same languages? The child nutigawill be discussed in more detail
in the following chapter. However, Haegeman (199@Aws on work from Rizzi (1994;

1997) to offer a possible solution based on therawtion of two principles:

(102) Root = CP.

(103) Avoid Structure.

Principle (102) is based on the assumption thaar@es information about illocutionary
force, and that since all clauses must have illooaty force, they must all project to
CP level. Rizzi (1994, pp.162-163) paraphrasesahia claim ‘that we normally speak
through propositions, not fragments of propositi@ml that ‘the root category is the
canonical structural realization of the propositioRrinciple (103) is based on economy
considerations: it ensures that syntactic struagin®t projected unless it is necessary,
and cannot be posited purely to avoid rule viotatiRizzi, 1997, p. 314). These two

principles will on occasion be in conflict, as Haawan explains:

because of [(102)], a fundamental structure bugdgirinciple, CP must be
projected. By [(103)], on the other hand, syntastiucture cannot be
added, for instance, to salvage a potential emgitiggory principle

violation. (Haegeman, 1997, p. 243)

In ‘normal’ adult English, rule (102) wins mosttbie time, and as a consequence each
clause must project to the CP level. When a C® isvprojected, there will
automatically be a slot for an antecedent, andrdaog to (99) it must be filled.
However, Haegeman (1997; 2000) and Rizzi (1994yesigthat under certain
circumstances, including both child language aadydstyle registers, considerations of

economy become more important, and (102) may beded by (103):

In view of the fact that economy considerationseility’) clearly play a
part in the abbreviated registers, one might theygest that there too
[(102)] is overruled by economy considerations )10 (Haegeman, 1997,
p. 246).
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If the clause is only projected as far as the #ellehere is no higher position in which
the antecedent can sit. The diary null subjetiigsefore ‘an antecedentless empty
category in [Spec, IP], with CP being truncateda¢igeman 2000, p. 147), and it is
claimed that this truncation is characteristic lolbi@ viated registers such as diaries, note
taking and casual speech.

Rizzi's account predicts that null subjects willays be the leftmost constituent
in the structure. Haegeman (1997; 2000) demomsttatt this is not always the case.
She provides examples of adjuncts preceding tHesabject, as in (104), and contrasts

this with ungrammatical cases of argument prepodilngtrated in (105).

(104) At night sent a packet to London. (Pepys, 18 April)

(105) *More problems don't need. (Thrasher, 1977, p. 83)

To account for these data, Haegeman offers a rpnettion of Rizzi's original
analysis. Firstly, Haegeman (1997, p. 251) presmdependent motivation for
decomposing the CP into a ‘set of functional prigets’, with truncation free to apply
at any level. In the case of adjunct preposing gitmpty category has moved to the

specifier of an agreement projection and so agtymécedes the adjunct, as in (106).

(106) eg at night tsent a packet to London.

Whilst movement can bypass adjuncts, it cannot $ypaguments, and so (105), with

the structure in (107), is ungrammatical.

(107) *ec; more problems ton't need.

In sum, the interaction of the rules in (102) abd3) could go some way towards
explaining what drives the dropping of subjectthia given diary contexts. In child
language, we may suggest that the relative impoetaifithe two rules has not yet been
fully acquired, while in the adult null subjects weay look to the issue of economy for
motivation. Root null subjects tend to occur isu, informal, abbreviated registers.
Newspaper columns and fictional diary writing afeei subject to word limits, and text
messages and e-mails may also be governed by tidierdength restrictions. In the

adult, non-core registers that display null sulgjettte pressure to abbreviate may
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therefore prioritize an economy-based principlehsa (103) to the point where it takes
precedence over the rule in (102).

This account satisfies a version of the ECP wighglcond clause modified as in
(99), but how does it account for the other prapsrassociated with the diary-style
nulls? The analysis seems to work well to explagmdbsence of subject drop with-
movement. Fowh-preposing to take place, a CP level must be piejegroviding a
potential antecedent site which, according to (88)st be used. Similarly, this account
rules out subject-auxiliary inversion constructi@esurring with a null subject, since
with no CP projection, there is no C position aafalié as a landing site for the auxiliary
after inversion. It therefore seems satisfactergmexplanation for the distribution of
the root diary null subjects, whilst simultaneousbating these null subjects as a
possible adult analogue of the early null subjeattild language

Each of the analyses considered in this sectiondeagned to account for, and in
most cases relied upon, the assumption that nbjésts are restricted to root position
and so do not occur as the subjects of embeddadeda Although Haegeman (1997,
2000) and Horsey (1998) address the issue of nhjests appearing with preposed
adjuncts, the assumption has remained that thengisabject cannot appear in an
embedded environment. As outlined in section laB@ve, this assumption has been
guestioned in recent work, and this has led Haegeinihsane (1999; 2001) to offer a
still further analysis, in which the phenomenocharacterised as a form of pronoun

ellipsis.
1.6.2 Pronoun ellipsis

Given the embedded data discussed by Haegemaisamkl (1999; 2001), the
antecedentless empty category analysis (Haegerfid; Rizzi, 1994; 1997; Horsey,
1998) appears to be inadequate, since it prediatstich data will be unacceptable.
However, both the root and embedded null subjeetetherwise identical and
interpreted in the same way, and it seems prefefatin a theoretical point of view to
provide a single account that covers both. Acewigi Haegeman & lhsane (2001)
propose that the two dialects which differ as ghammaticality of embedded null

subjects are not the output of two different gramsweith differing parameter settings

® With the development of the minimalist framewo@hpmsky, 1995), it became necessary to adjust
this analysis in line with the new and differens@sptions introduced by this framework. Horseyo@)9
offers a reinterpretation of Haegeman's analysteese terms. However, | will not go into the detaf
this proposal here, since it covers much the saateeak Haegeman and as such does not providerfurthe
insight into the nature of the diary null subjects.
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of thepro-drop (or other) parameter, but are rather thewduspa single grammar with
an optional pronoun ellipsis rule. Haegemen & tesaupport this analysis by
providing evidence that registers displaying theyistyle null subjects also often
reduce reflexives, again ellipting the pronomirattpas in (108)-(110).

(108) trying to whip up frenzy of emotion in self aboutdeof war. (Fielding 1996, p.
121)

(109) brace self for touchdown. (Emma D. May, p.°11)
(110) Have cigarette to cheer self up. (Fielding 199@3).

As discussed above, empty categories are subjéut 8CP: they must be licensed and
their content must be identifiable. On their pronellipsis account, Haegeman and
Ihsane (1999) propose that diary-style null sulsjace ‘licensed by a specifier-head
relation with AGR’ (1999, p. 143). They also prepdhat in the relevant registers, the
usual constraints on identification are relaxedefitification may be achieved either by
an antecedent in the matrix clause or by a disecamsecedent’ (1999, p. 142). As
Haegeman and lhsane point out, a pronoun elligsisumt of this sort predicts that
objects too should be omitted. The examples il(48) show that object omission
does occur in these registers. However, it isefss common than subject omission, and

this asymmetry is not directly addressed by thegua ellipsis account.
1.6.3 Zero spell-out and a move towards pragmatics

As mentioned above, an association is often matieele® the richness of a language's
inflectional paradigm and the setting of fv®-drop parameter. European languages
such as Italian and Spanish on one side, and Eraghd French on the other, typically
exemplify the divide. However, there is also aslaf languages in which null subjects
occur but which lack the expected rich inflectiopatadigm, Chinese and Japanese
being much discussed examples (Huang, 1984; Ja&@@#ifir, 1989). Several analyses
of this phenomenon have been offered. The fattatgument omission in these
languages is more widespread than in the classidrop languages, since it is possible

for any pronominal, has led to it being termed ‘pamt’ or ‘radical’pro-drop.

® Taken from ‘Bad Trip, the diary of Emma D. May’1800 word fictional diary in The Independent
on Sunday (21 June 1998), as cited in Haegemars&nin 1999.
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Several different characterizations of radjgad-drop have been offered in the
literature, and it is worth considering whether afiyhese proposals could provide
insight into the diary null subjects in typicallpmpro-drop languages. Neeleman &
Szendroi (2007) provide an overview of some exgstincounts, including an analysis
of radicalpro-drop as a form of topic-drop. In section 1.5.2.&pnsidered the topic-
drop analysis of diary null subjects and foundainting; Neeleman and Szendroi
provide arguments against a general analysis oaditalpro-drop as topic-drop.

It has often been noted that radipad-drop languages such as Chinese and
Japanese not only lack rich agreement, but inHagé no agreement at all. Jaeggli &
Safir (1989) maintain thairo-drop is related to agreement, and propose thgesisb
are only obligatory when there p@or agreement rather than rich agreement or no
agreement at all. Since Chomsky (1981), subjedi-agreement has been
characterised in terms of a specifier-head reldietween the head of the inflectional
node (I) and the specifier of the inflectional n¢8€EC-I]. A head may contain
grammatical features known @deatures which typically relate to person, numdneal
gender. When those features are unspecified, thkies must be provided via
specificer-head agreement with a subject. Pron@amephors and R-expressions each
have grammatical features, and so may licensegte=ment.Pro, however, lackg-
features and so cannot act as a licenser. Sp284;(2006) relates agreement wjitto-
drop in an analysis based on the assumption thtiteognd of the syntactic derivation
all o-features must be specified. In languages with aigreement, alp-features are
fully specified already, removing the need for hjsat. In languages without
agreement, there are pefeatures to be specified, and so no need for arn gubject.
However, in languages with poor agreement, sonmendiuall, of thep-features are
specified, and so an overt subject is requiregézify those remaining features. Whilst
this seems an elegant way to capture the correlattween poor inflectional
morphology and overt subjects, Neeleman and Szepdnat out that counter-examples
to this paradigm exist: for instance, they nota wedish and Afrikaans both have no
agreement, bygro-drop, radical or otherwise, is not a grammatigalanm in these
languages.

Tomioka (2003) offers an alternative approach. nidées the general claim that
all languages which allow radicato-drop also allow bare NP arguments. Null
pronouns are therefore ‘simply the result of N-tietéNP ellipsis without determiner
stranding’ (p. 336). This seems an intriguing apeh from the diary drop perspective,
as the diary-style texts typically also displayedatiner omission. However, Neeleman
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and Szendroi again provide counterexamples: feamt®, Cheke Holo has obligatory
determiners and yet radigaio-drop is possible.

Having found the existing proposals unsatisfactbigeleman and Szendroi
propose a new analysis of radipab-drop which links the availability of radicplo-
drop with the morphology of the pronominal paradigim brief, radicapro-drop is licit
if a language ‘has at least some agglutinating @ranal morphology’ (p. 678). In
languages with agglutinating morphology, the vasimorphemes making up a word
are clearly demarcated and can be easily diffeatatti For example, in Japanese, the
nominative case affix ‘ga’ may be attached to tl@soaline singular pronoun stem
‘kare’ to form ‘kare-ga’. By contrast, in languageith fusional morphology, such as
English, the individual morphemes are not alwagslilg distinguishable from the stem
or from one another. This is evident if we compheeaccusative masculine pronoun
‘him’” with its nominative counterpart ‘he’. Accdrj to Neeleman and Szendroi,
languages in which ‘case on pronouns is fusionalatgermit radicapro-drop’ (p.
679), although agreement-sensitpre-drop may still be allowed in traditionpto-drop
languages such as Italian and Spanish. It seemsdiately clear that this does not
offer a general solution to the issue of diary sulbjects in English, as the pronominal
morphology does not alter in the registers whidbvadiary-style nulls. When
pronominals in the diary-style registers are ovbry take the standard, fusional forms.
However, in the course of their analysis Neelemah$zendroi offer a minimalist
characterization of the empty argument slots i letdssic and radicalro-drop
languages which differs from the possibilities #afale in the Government and Binding
framework.

According to the Government and Binding theory mipéy categoriespro is a
silent pronoun which sits in the subject positiSpéc, IP] and is interpreted by virtue
of the agreement features on the Inflectional hédowever, this characterisation is not
compatible with developments introduced with th@imalist program (Chomsky
1995). Pro cannot have inherently valued features, sincetiéspretation varies with
the context. Becaug®eo may be interpreted as a referential subjecteasures must be
derived at some point in the syntactic computationGB termspro gets its feature
specification from the I-node. However, this smlntviolates the principle of
Inclusiveness (Chomsky, 1995; Neeleman & Van detK2@02), according to which
‘the properties of a terminal node are recoverébla the lexicon and...the properties

of a non-terminal are recoverable from the strictudominates’ (Neeleman &
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Szendroi, 2007, p. 683). The subject position whpeo sits, [Spec, IP], does not
dominate the | node, and so the features from hatbe copied to it.

Neeleman and Szendroi’s solution to this probleto igropose thatro carries a
full set of features and thato-drop is simply the ‘zero spell-out of regular pooins’
(p. 683) according to a spell-rule such as (111).

(1112) [+p, -a]— D

This rule is seen as applying to both the clagsiedrop null subjects and the radical
pro-drop cases, and is one of the assumptions on wihéhanalysis of radicadro-

drop is built. In their view, null arguments aredular pronouns that fail to be spelled
out at PF, rather than instantiations of a spesili@aht lexical itempro’ (p. 679). This
brings us to the main point of interest for thiedis: the idea that, as Neeleman and
Szendroi acknowledge, ultimately the realizatiomitrerwise of a pronominal

argument may be a pragmatic matter:

What circumstances require phonological realizatiba pronominal is a
matter of debate, but it is clear that under tles@nt proposal contrasts
between overt and covert pronouns must be attabiat@ragmatic
considerations (2007, p. 685).

Holmberg (2004; 2005) reaches a similar conclusidgain, applying minimalist
principles, his work on Finnish leads him to con@&uhat null subjects are specified for
interpretablep-features, and that ‘the nullness is a phonologitaiter’ (2004, p. 3).

He goes on to propose that ‘deletion is a phonoldgiperation, but one which is
dependent on a condition of processing, namelyverebility of the deletion,” with
recoverability being possible via ‘agreeing auxiliaverb or adjective in conjunction
with contextual cues’ (2004, p. 10). Having rentbtee issue of pronoun realisation
from the domain of narrow syntax and presented & phonological and processing
matter, Holmberg considers whether ‘null subjectsia principle available in any
language’ (ibid). This issue is considered in mae&ail in Holmberg (2005), where he
suggests that typically non-null subject langudgeee a ‘stricter “phonological” EPP
condition that requires not only a filled [SPEC], IBut also a pronounced [Spec, IP]’
(2005, p. 557). This in turn raises the questibthe contextual and processing
conditions under which this strict condition mide relaxed in nopro-drop languages

containing the diary-style nulls. This is the 8tay point for my pragmatic analysis of
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the diary-style null subject, and seems largely gatible with the ellipsis conclusion
reached by Haegeman and lhsane. From now onl theilefore assume that the
subject is a fully specified, syntactically actme@nominal which is optionally deleted
under certain conditions via a phonological rdlevill argue that since these conditions
involve both pragmatic considerations and procegssonstraints, they are best

investigated using a cognitively oriented pragmaticnework such as relevance theory.

1.7 Concluding remarks and the next steps

Syntax clearly has something to say about theiligion of the diary-style null
subjects. However, as | have tried to show, thegigistill out as to the best way to
formalise the syntactic constraints and patte&lghough | am tentatively adopting the
proposal put forward in Holmberg (2005), my maim & to address an issue which is
acknowledged by all existing syntactic accounts, @y well be the one thing they all
agree on: the need for certain contextual and pasigroonditions to be met if a null-
subject utterance is to be both interpretable gpdapriate. This is a theme that runs
through all the existing attempts to analyse tlagyddrop data. In early work on the
subject, Haegeman (1990a) expresses the viewttigaactcessibility of the referent is
not a matter of syntax properly speaking but a enatt pragmatics’ (1990a, p. 167).
Neeleman and Szendroi acknowledge that ‘a fullihebpro drop requires an
additional pragmatic component that governs theofisill pronouns in languages
whose grammar allows them,’ (2007, p. 673); andating to Tomioka, ‘the
descriptive content of the null NP is pragmaticaéiyrieved’ (2003, p. 329).

Although the pragmatic factors governing the usdiafy-style null subjects have
not so far been considered in detail, several peatigrproposals have been put forward
about what is often seen as a related phenomemenise of null subjects in child
language. In chapter 2, | will consider these aubljects, which occur systematically
during a particular phase of language acquisitsm possible analogue to the adult
diary-style forms. 1 will look at both syntactiaoc pragmatic analyses of child null
subject data, and consider the strengths and weskri¢hese accounts and the
potential for extending them to the adult domdimill then introduce the main
principles of relevance theory (Sperber & Wilso@8@/95; Carston, 2002a; Wilson &
Sperber, 2004), and discuss how they might shéd ¢ig the null subject examples in
child language and help to integrate the inforrmagmatic observations found in the

existing literature.
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In chapter 3, | return to the assumption that theyestyle nulls are non-overt
pronominals, and therefore function as referringregsions. To examine the
pragmatics of reference in more detail, | constder influential pragmatically-oriented
accounts of referring expressions: Accessibilitgdty (Ariel, 1988; 1990; 2001) and
the Givenness Hierarchy (Gundel, Hedberg, & Zadhat993; Gundel & Mulkern,
1998). Both accounts are intended to be compatilitethe relevance theoretic
framework, but both claim that relevance theoryhal® not enough to explain the use
and distribution of referring expressions, and nigssupplemented by additional
machinery. In chapter 4, | challenge this viewd propose a relevance-based approach
to referring expressions which does not requirethagry-external notions of the type
proposed by Ariel or Gundel. My central claims, dist, that referring expressions
encode conceptual and/or procedural meaning whahaeuntribute to what is
explicitly and/or implicitly communicated by an etance, and second, that these
meanings are specifiable without invoking any nadiérom Accessibility Theory or the
Givenness hierarchy. | go on to develop thesensland apply them to further data in
chapter 5. In chapter 6, | return to the diaryt subject data, and show how it fits into
my account of referring expressions. | argue thditsubjects in English are not
exceptional, but emerge as a natural consequertbe speaker’s aiming to make her
utterance optimally relevant. In chapter 7 | d&cgome outstanding issues, and draw
some general conclusions about the nature of theedural/conceptual distinction in

light of my analysis of null subjects in English.
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Chapter 2: Null Subjects in Child English

2.1 Introduction

2.1.1 The null subject phase

Children learning English go through a phase iiir ieguistic development where they

systematically produce sentences like those ifF)L)-

(1) missing there.

(2) ride truck.

(3) bump my train.

(4) want go get it.

(5) read bear book.
This phase generally occurs when the child is betw&0 and 25 months old, although
exact timings vary from child to child. The saradtpern is observed in other npne-
drop languages including French, as in (6) and €haras in (7) and (8):

(6) a tout tout tout mangé .

‘has all all all eaten.’ (Hamann, Rizzi, & Fradeider, 1996)

(7) erikke synd.

‘is not a pity.’

! Examples taken from Hyams (1986) quoting fromdbipora of Bloom (1970) and Bloom,
Lightbrown and Hood (1975)
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(8) ikke kare traktor.

‘not drive tractor.’ (Hamann & Plunkett, 1991598)

According to a Principles and Parameters appraatdnguage acquisition, a child must
set hempro-drop parameter either positively or negativeliyshe is learning Spanish or
Italian the parameter will be set positively, ahsghe is learning English, French or
Danish the parameter will be set negatively. Wel898) provides evidence for what
he terms the Very Early Parameter setting hypashafdanguage acquisition (VEPS),
arguing that, ‘parameters that are set at theesaidbserved stage (i.e. at the beginning
of production of multi-word combinations, around)linclude...Null subject or not’
(1998, p. 29). If this is the case, we would ngiext to find null subjects in the speech
of a child acquiring a nopro-drop language after the age of 18 months. Frasn th
perspective, the data in (1)-(8), produced atex lstage in development, seem
problematic.

However, closer inspection reveals that the enwir@nis in which null subjects
occur during the null subject phase do not pattersistently with those of adult null
subjects impro-drop languages. As noted in 1.5.3, they lookenathore like adult
diary-style null subjects. Haegeman (1997, p. 2®8s so far as to describe the
distributions of child null subjects and adult gistyle null subjects as ‘strikingly
similar’.

In this chapter, | take a closer look at the asitjon data and consider some of
the analyses that have been proposed to accouitt fowill then outline the basic
principles of relevance theory, and suggest thatdbgnitively-orientated framework
offers an insightful perspective on the pragmatioeats of subject drop in child
language. Although most accounts of both adultamld null subjects emphasise the
importance of pragmatics for understanding the suitlject data, and some make
informal suggestions as to how we might charactetiss, | suggest that adopting a
relevance-based approach has the advantage ofrajlow to examine the data from the
perspective of an independently motivated pragniegimework. My discussion of the
child data in this chapter will set the scene fgrnelevance-based account of referring
expressions in general, and diary-style nulls inigalar, which | will develop over

chapters 3to 7.
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2.1.2 Competence or performance?

Existing treatments of null subjects in child laage fall broadly into three camps:
competence (syntactic) accounts (Guilfoyle, 198damds, 1986; 1992; Kazman, 1988;
Guilfoyle & Noonan, 1989; Hyams & Wexler, 1993; Riz1994, 2005; Bromberg &
Wexler, 1995), performance accounts (Bloom L. ,(t®loom P., 1990; 1993;
Gerken, 1991; Valian, Aubry, & Hoeffner, 1996), atidcourse-pragmatic accounts
(Greenfield & Smith, 1976; Allen, 2000; Schaeff2005). | begin by considering the
first two categories in more detail.

The distinction between the roles of competencepantbrmance in language
production and processing was first highlightethim work of Noam Chomsky (1965),
where competence is tacit knowledge of language panformance is the practical use
of language in concrete situations. Language at@pn involves acquiring a grammar
that allows us not only to produce and understatetances in a certain language, but
also to make judgments of well-formedness for se#e we might never have heard
before. These intuitions about sentence meanidgweti-formedness are seen as
reflections of our linguistic competence.

However, there are many external mental or phy$&aabrs which may affect our
ability to utilize this internal grammar to produagpropriate utterances or to
understand the utterances of others. These ‘ped#ioce’ factors (e.g. false starts, slips
of the tongue and other types of mis-speaking) waay across persons, times and
situations. We may, for example, be likely to makare performance errors when we
are tired, drunk, nervous or distracted. Suchremoe not taken to reflect a deficit in
our underlying linguistic competence, but are ratheated as on-line glitches in
production or comprehension. There are also menemgl performance factors which
affect or constrain our linguistic output acroggwmstances. Language is recursive,
and a grammar should, in theory, generate indefiniong sentences. However,
working memory places limitations on how much imf@tion can be kept active for use
in computation at any one time, and there are spareding practical length restrictions
on language production. Similarly, we may havéalifty processing certain
structures, such as multiple embeddings, so tmésees such as (9) or (10), which are
perfectly well-formed sentences according to ttargnar, are not usually able to be
processed by our performance systems, at leastitiwiut considerable conscious
effort:
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(9) Bricks bricks break break bricks.

(10) The dog the stick the fire burned beat bit the @itker, 1994, p. 205)

This distinction between competence and perform#aees us with two possible lines
of explanation for the child null subject phasecduld be the result of some deficit in
the child’s underlying grammar (as compared withdkult’s) or it could be due to
performance factors. Competence-based approatarefram the assumption that all
children pass through a stage where their gramiitavsanull subjects. Utterances with
null subjects are therefore fully well-formed aatiag to their internal grammar. Then,
as acquisition proceeds, this grammar switchegygdsor matures in such a way that it
converges with the adult grammar of the languagegbecquired (Hyams, 1986; 1992;
Hyams & Wexler, 1993; Bromberg & Wexler, 1995). cacding to performance
accounts, on the other hand, the child is acquitiegarget language grammar from the
start, and the omission of subjects is the regidbme form of processing constraint,
perhaps combined with pragmatic considerationsdi@ld.., 1970; Bloom P., 1990;
Gerken, 1991).

Proponents of both approaches have put forwardetieal and conceptual
arguments designed to show that a competence forpance approach is preferable
on general grounds. Empirical evidence has alsa peovided in support of one or
other approach. | begin by considering the claimgvdantages of a competence
approach, and outline some of the specific analisgdall into this category. We will
see that there are similarities between these atsamd the accounts of adult diary

nulls outlined in the last chapter.

2.2 Competence Accounts

2.2.1 Advantages of a competence approach to child

Hyams and Wexler (1993) argue that competence atsawe superior to performance
accounts on theoretical, conceptual and empirigairds. Discussing the distributional
properties of the child null subject, they obseameapparent asymmetry between
subject and object drop during this stage in adtipis Data from the CHILDES

corpus (MacWhinney, 2000) suggests that duringitilesubject phase children ‘drop
specific subjects about twice as often’ (1993,38)4s they drop specific objects. This

statistic, they claim, is most easily accountedufder a competence model. In their
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view, performance accounts have difficulty explaghivhy performance factors might
specifically target subjects in this way. The gnaatical nature of the competence
accounts, on the other hand, makes it possibleabwlith this asymmetry by specifying
that ‘the option to drop a specific argument isilade only to subjects’ (p. 428).
Hyams and Wexler go on to discuss correlations éetwhe child null subject stage
and various other specific stages in the languagaisition process, arguing that the
acquisition of inflection (Meisel, 1987), tense §8$en, 1986) and non sentence-
external negation (Pierce, 1992) all correlate wh#hend of the null subject phase.
Competence-based accounts, they claim, are besidota explain such correlations,
since these accounts work from the assumptiorittiethild is developing an adult
grammatical system and that, depending on theg@etiucture of the system and the
various interrelations that exist, each developmesyy generate a wide range of effects’
(Hyams and Wexler, 1993, p. 425).

Given these general arguments in favour of a coempetbased approach to the
child null subject phenomenon, | will now considlee details of some specific

grammatical accounts.
2.2.2 Thepro hypothesis

At least superficially, the subjectless utterarmesiuced by children during the null
subject phase can look like the subjectless seesenfcapro-drop language such as
Italian or Spanish. Hyams (1986) begins from dtiservation and argues that the
child’s early grammar differs from the adult grammmathat it has th@ro-drop
parameter positively set. On this account ‘youhnidpdcen speak a language with the
essential properties of an adptb-drop language like Italian, and the early gramofar
English...representsms-SETTING along a specific parameter of UG’ (Hyams, 1996, p.
94). This approach differs slightly from tpeo-drop accounts of the diary nulls that we
saw in the previous chapter. The child need owiych her setting once as she moves
from apro-drop setting to the nopro-drop of the target language, whereas the adult
must switch back and forth between the two settagyshe moves between dialects.
Hyams suggests that in its initial state tine-drop parameter is positively set, and
children learning English produce these subjec8esgences up until the point when
the parameter is reset to negative. She alsodenssivhat might trigger such a
resetting, and outlines the kind of evidence thiakould need in order to make this

change.
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On Hyams’ account, when the child hears a well-atreentence of English that
she is unable to generate with her curggotdrop grammar, this will provide a piece of
evidence against a positive setting of pine-drop parameter, and should be enough to
trigger the switch. Such evidence would be prodidg expletives. Given the Avoid
Pronoun Principle a language in which subjects are optional wolddyps avoid the
use of expletives, and indeed, expletives areawtd inpro-drop languages. Thus, the
presence of an expletive in the input to the Ehggiseaking child should be enough to
show that overt subjects are obligatory in sulpesition in the target language.
According to Hyams, children begin to use explesigearound the time that they stop
producing subjectless sentences, and she condhalethey therefore provide the
necessary trigger. In sum, Hyams’ 1986 analysesgits to assimilate the child null
subject with the null subject in languages suchadisin and Spanish.

However, thigro-drop analysis faces several objections, some afhwiere
discussed in chapter 1 in relation to the diaryestylls in adult language. Hyams
(1992) revisits the data and identifies empiricahiceptual and logical problems with
her earlier account. Valian (1990) also providgseeimental data suggesting that the
predictions of gro-drop analysis are not borne out.

The most striking objection to@o-drop analysis has to do with structural
differences between the distribution of the childl subject and aduftro. If the child
at this stage of development has per-drop parameter positively set, then we would
expect to find the child null subjects occurringlie same environments as in aguti-
drop languages. According to Rizzi (2005), howettez child null subject is found
very rarely, if at all, in subordinate clauses, veas in trugro-drop languages such as
Italian, subordinate clauses are a licit environnfienpro. Thus, sentences such as (11)
are perfectly acceptable in Italian and are founthe speech of both adults and
children. By contrast, equivalent sentences, siscfi2), are unattested in child
English.

(11) Ho detto che _andava a casa.

(12) *I said that _ went home.

(Hyams 1996)

2 See Chomsky (1981) and Hyams (1986), along wigtpte 6, section 6.2.2 for further discussion of
the Avoid Pronoun Principle.
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As Rizzi (1994) points out, this evidence may leslsignificant than it appears, since
children do not produce genuine subordinate clausgktheir mean length of utterance
(MLU) has gone beyond that usually associated thighnull subject phase. However,
he does give examples of occasional utterancdg$ort that have been attested in

this phase, for example (13).

(13) _ know what | maked.

Here, the subject in the main clause, but not tibelinate clause, is omitted. Rizzi
treats this as evidence that null subjects in dbiidlish are restricted to main clauses
(although he acknowledges that further investigmisoneeded before firm conclusions
can be drawn). Empirically, then, it seems thahaearly language examples, we are
dealing with a phenomenon that differs significafitbrn adultpro-drop.

As noted above, all children drop subjects. I§iBibecause all children in this
phase have the sangrp-drop grammar, then we would expect the ratio @rbto null
subjects to be constant cross-linguistically. &@al{1991) reports on a study that reveals
that American children learning English producéeast twice as many overt subjects as
Italian children. This distributional differenceggests that there is some difference
between the two developing grammars, and thatridenlying cause of the subjectless
sentences may not necessarily be the same.

Conceptually, the idea of a mis-set parametersis tibublesome. There is no
evidence that such mis-setting occurs with otheampeters, and, indeed, the evidence
rather suggests that parameters are set veryirahg child’s language development
(Hyams 1996; Wexler 1998). Logically too, Hyam886 approach is somewhat
problematic. Valian (1990) discusses some objastto the notion of a single-value
default parameter. If the parameter has a defettiing, then the question arises of how
the child comes to reset it. If, as Hyams suggésésdefault fopro-drop is a positive
setting, then the presence of sentences with sshfenot enough to invalidate this
initial setting, since sentences with subjectsogtioonal in null subject languages. It
follows that the set of sentences with overt subjexa subset of the set of possible
sentences in a null subject language, and exptssentences with subjects will not on
its own be enough to prove that subjects are dioliga There is also the added
complication that a child acquiring English or dr@tnonpro-drop language is likely
to hear subjectless sentences as part of the iAputiscussed in chapter 1, subjects

may at times remain non-overt in sentences of ¢agpaken English as well as in the
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diary-style registers. Yet according to @r®-drop account, children must somehow
manage to reset their parameter, and so end upawitinpro-drop grammar despite
this contradictory input.

As discussed above, Hyams suggests that expletevésispecific to non-null
subject languages. However, this too proves tprbkblematic. If the child’s grammar
is parametrically set tpro-drop, then she will be unable to construct a regméation
for expletives when they do occur. They will, fifeet, be unanalysable and, therefore,
filtered out. Alternatively, as Valian suggests thild with goro-drop grammar may
assign a referential interpretation to any expéepvonouns she hears. Nor is this the
only problem for the expletive explanation of paeden resetting. Valian cites
empirical data that bring into question Hyams’ bassumptions about the distribution
of expletives in child language. If expletives #re trigger for the parameter resetting,
we would predict that the child should only stadgucing them at the end of the null
subject phase. Although the overall frequencyeotsnces with expletives is low in
child language, contrary to Hyams’ (1986) predigsioValian found instances of their
use across the age and MLU range studied. Thisdad children who were still firmly
in the null subject stage.

In Hyams (1992) the author herself outlines sonablpms with her earlier
analysis. In nomro-drop languages such as Spanish and Italianpftes claimed that
the rich inflectional systems license identificatiof the subject. Children acquiring
these richly inflected languages master the infieetl systems at a very early stage.
Whilst the inflectional systems of ngme-drop languages such as English and French
are considerably poorer than theio-drop cousins, children acquiring them do not
master the inflectional paradigms until well afteey have begun to produce null
subjects. As a result, the null subjects of clidacquiring nompro-drop languages are
‘unidentified’ (Hyams, 1992, p. 253). There isinfiectional information to identify
the missing subject.

Hyams therefore moves away from her earlier fogumfiection, and presents an
adjusted account which treats morphological unifoymas the crucial factor
determining whether a language allows null subjectsot. As noted above in chapter
1, whilstpro-drop languages such as Italian and Spanish helvénfiectional systems,
there are also languages, such as Chinese, whiehnlmeinflection but nonetheless
allow null subjects. To incorporate this data,gigieand Safir (1989) propose that ‘null
subjects are permitted in all and only those laggaavhich have morphologically
uniform inflectional paradigms’ (Hyams 1992 p. 25&ccordingly, Hyams suggests
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that during the null subject stage, English spegakimildren analyse their language as
morphologically uniform (and more particularly, m@n-inflectional). This leads to two
predictions: first, that inflection will be omitteturing the null subject stage, and
second that when inflection is acquired, the cwiillcease to use null subjects. Hyams
claims that these predictions are borne out byl#ta. Although this modified account
addresses the problems that Hyams herself idethtiith her 1986 approach, many of
the other objections remain. It is still uncleamhwe might explain the distributional
difference between child null subjects and agutdrop, and how we might account
for the cross-linguistic differences in the freqeyef child nulls. The conceptual

issues relating to the notion of a mis-set paranas® remain.
2.2.3 The VP hypothesis

Valian (1991) uses data from American and Italiaiidcen to test the predictions of
both the pro-hypothesis and an alternative granualedipproach which she terms the
VP-hypothesis. This competence-based analysidf@@i@, 1984; Kazman, 1988;
Guilfoyle & Noonan, 1989) proposes that the child'snature grammar generates only
a VP, with no inflectional phrase (INFL) or complenmtizer phrase (COMP). In the
mature, adult grammar, the need to check case ntieainthe Spec of VP must be filled
with an NP that can move to become the subjediofNFL phrase. Since the child’s
immature grammar provides no INFL phrase, thersarsentential subjects. Instead,
when subjects do occur, they are located in the-$ffeposition. As this position is
optional, so too are subjects. This account ptedi@t the language of a child in the
null subject phase will also lack infinitival ‘tomodals and nominative case marking.

Valian (1991) tests these predictions against timecan and Italian data, and
finds them not to be borne out. The subjects prediby the American children ‘look
like real subjects rather than VP subjects, becthesehildren consistently used
nominatively case-marked pronouns in subject possti (1991, p. 76). Furthermore,
American children produce twice as many subjectsadian children, and they also
contrast with the Italian speakers in that the migjof their subjects are pronouns.
Although the American and Italian data in geneaaltained few modals, children
acquiring American English produced more, and noetation was found between the
onset of modal use and the loss of the subjeabietssn.

Valian notes, however, that the predictions of\fRehypothesis do seem to hold
true for the very youngest child in her data sétpwalso had the lowest MLU. She
therefore entertains the possibility that at tlesywearly stage the child does indeed
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have a VP grammar. However, since the use of stiégs sentences persists well past

this stage, other or further explanations are nééatethe later data.
2.2.4 Topic drop

As noted above, in certain languages, includingh€$e, Korean and Japanese, null
subjects are licit despite the impoverished inftewl systems of these languages. It
has been argued that what distinguishes such lgegusa not th@ro-drop parameter,
but a parameter that allows zero topics in so-datlescourse-orientated’ languages
(Huang, 1984, p. 551). These languages also differ traditionalpro-drop languages
in that they allow the omission of objects as fiEtfly as the omission of subjects. This
is to be expected if the null element is a topgeadi constituent, rather than an
unpronounced subject pronoun. Topic-drop canlaésfmund in some languages more
traditionally thought of as non-null subject. ltdh, for instance, any constituent may
be topicalised, and hence appear in first posi{8pec CP]. In certain pragmatic
conditions these topics may then be dropped, &4 where the name of the film in

question (Rainman) might be seen as being topezhbsid then dropped.

(14) a. Ga je mee naar Rainman vanavond?
Go you to Rainman tonight?
b. Heb ik al gezien.
Have | already seen.

Haan and Tuijumen (1988) argue that Dutch childrave a process of Topic-drop.
Both subjects and objects may be dropped whempio fmsition, but subjects are
hardly ever dropped when not in first positionmiar accounts have been suggested
for the English data. These topic-drop approatiyesthesize that during the null
subject phase, children acquiring English havepatdrop grammar (Hyams & Jaeggli,
1988; Hyams & Wexler, 1993; Bromberg & Wexler, 1R98s discussed in chapter 1,
movement of a constituent to topic position is mpwnly attested phenomenon in

English, with examples such as (15).
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(15) a. John, | spoke to yesterday.
b. CP [Johrl spoke to tyesterday]]

Furthermore, Bromberg and Wexler (1995) suggestatialt English may have a
limited capacity for topic drop, which allows sutigto be dropped when they are
topics, as in (16) (1995, p. 243).

(16) a. What happened to Mary?
b. __ went away for a while.

However, unlike Dutch children, English speakingdren do not drop objects. Their
topic-drop is restricted to subjects.

Hyams and Wexler (1993) attempt to explain thestitdutional facts whilst
maintaining a topic-drop analysis of the child raulbjects of finite verb$.According
to their version of the topic-drop analysis, a ¢ibnsnt may be dropped if it is outside
the VP. Subjects are already outside the VP, a@hdherefore be candidates for
omission. According to Hyams and Wexler (1993gréhis good evidence that Dutch
speaking children can topicalise objects as wedldgects (Wexler, 1991; Hyams,
1994), and so both may be subject to omissiorcoitrast, the fact that English has a
‘much less robust pattern of topicalization’ (Hya&¥Vexler, 1993, p. 430), leads
Hyams and Wexler to conclude that, at this staggligh speaking children do not have
a process of topicalization. As a result, objedgtsnever move to a position outside the
VP, and so will not be dropped.

According to Hyams and Wexler, the cross-linguisticiation in frequency of
null subjects discussed by Valian (1991) is alsmjmted on this topic-drop account.
Italian-speaking children havepao-drop grammar where the empty subjects are
identified via rich inflection. All subjects arbdrefore suitable candidates for dropping.
In the case of the English-speaking children, hagenot every subject will be a topic,

and so the overall rate of omission will be lower.

®Bromberg and Wexler (1995) suggest that two kirfdsutl subjects are represented in child
language: those resulting from a topic-drop proegssthose which are licensed by a non-finite aerd
are related to an optional infinitive stage in ¢hédd’'s grammar.
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Bromberg and Wexler (1995) argue that the absehioalbsubjects in tensedh-
questions provides further evidence for a topigedinalysié Since topics angh-
words target the same tree node in the syntactictstre, they cannot co-occur in the
same sentence. If the absent nulls are topics Weeshould expect to find no instances
of wh-questions amongst the null subject data.

Although the topic-drop analysis seems to accoamirfany of the child null
subject distributional facts, several questionsai@minanswered. Topic-drop accounts
do not explain why maturing speakers lose the aptiause the topic-drop construction
that they so freely used as children. Indeed, Hyand Wexler acknowledge in a
footnote that their analysis does not addressreitiissue or the issue of how the
phenomenon relates to the adult language in gerféral seems less than ideal for a

theory of child language, and leaves as many duestinanswered as it addresses.
2.2.5 Truncation

The so-called Truncation account of the child subbject was developed by Rizzi
(1994). Itis this analysis that forms the basisHaegeman’s (2000) analysis of adult
diary-drop outlined in chapter 1.

Recall that, according to Rizzi's amended iderdifien condition (Rizzi, 1994), if
the empty category is in the highest position mdtructure and there is therefore
nowhere for an antecedent to sit, then the neethéoantecedent is waived, and,
instead, identification takes place via the disseurRizzi proposes that, in the child’'s
grammar, the empty category is indeed in the higbesition because the child does
not obligatorily project to the CP level (see cleayit, section 1.6.1). When a CP is not
projected, null subjects are licensed via Rizafeeaded ECP. In sum, the child’s
grammar lacks a rule specifying that the root npusject to CP (ROOT=CP), and until
this is acquired as an obligatory condition, nubjects may occur. We therefore see
the same process as in the parallel adult accbuntyith a different motivation. In the
adult cases, it is the special circumstances d¢éiceregisters which block the projection
to CP level, whereas in the child cases, it igittmature state of the child’s grammar
which stops this projection from being mandatory.

This account clearly predicts that null subjectd mat occur in sentences where
wh-movement has taken place. kdrpreposing to take place, a CP level must be

projected, which means that potential antecedénigil be available and, according to

* See section 2.2.5 below for further discussiothefdistribution of null subjects with wh-preposing
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the identification clause of the ECP, must be udeidzi claims that this is indeed the
case and that child null subjects avidtpreposing do not co-occur. However,
Bromberg and Wexler (1995) present data from théLOHS corpus which contradicts
this claim. They find that ‘null subjects are abanty present ih-questions’, citing

minimal pairs such as (17) and (18) as evidence:

(17) Where go?

(18) Where dis go?

So again we find ourselves with a grammatical, cetepce-based account which deals
with certain aspects of the phenomenon, but isNafiting when further data is

considered.
2.2.6 Summary

In this section, | have given an overview of sorhéhe major competence accounts of
null subjects in child language. According to savhéhese, child nulls are the result of
the child’s having gro-drop or topic-drop grammar during a specific stagte
acquisition process. Alternative accounts workfriie assumption that the child’s
syntactic representation is truncated. Whilstventied to show that there are problems
with the specific details of these accounts, tliesdnot necessarily invalidate the
general claim (Hyams and Wexler 1993) that competextcounts in general are best
placed to deal with the child null subject datayahlis and Wexler specifically argue
that performance accounts are unable to explaisubgct-object asymmetry and the
association between the null subject phase arahger of other theoretically related
grammatical properties’ (1993, p. 452). With timisnind, in the next section | will
outline the arguments in favour of a general perforce-based account of the data, and

consider some of the performance analyses thatlese proposed.

® Note that Bromberg and Wexler's own account combia topic-drop analysis (for tensed clauses)
with an analysis which links null subjects to tlptional infinitive’ phase. They conclude that Vain-
questions: ‘tensed sentences never have a nuctdod untensed sentences do a significant pasfion
the time’ (1995, p. 239).
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2.3 Performance Accounts

2.3.1 General advantages of performance-basediaisco

The previous sections considered possible way®afinhg the child null subject stage
as resulting from either an immature grammar oiisagatting of a parameter during the
acquisition process. The alternative is to anallgeechild’s output as a matter of
performance. The assumption behind this appraatiai the child’s grammar is not
qualitatively different from the adult’s, but thiie output is affected by factors relating
to the child’s ability in production.

General evidence in support of performance analgsaovided by Lois Bloom
(1970), who argues that the child knows more abmtidult grammar than is reflected
in her own utterances. Bloom reports an experirhgr&hipley, Smith and Gleitman
(1969) which reveals that children, including thaséhe ‘telegraphic’ phase, respond
more readily to full, well-formed commands tharctommands expressed in a
telegraphic style similar to their own. This sustgethat children know more about the
rules and structure of language than is superffjcelident from their own utterances,
and that we should take performance factors sdyiousen analysing child language
production.

There are several other empirical advantages &famnance-based account. For
instance, children during the null subject stag@aloonly omit subjects. As in the
adult diary-style registers, other categories,udirig determiners, verbs, auxiliaries and
prepositions, are liable to omission during thagst Ideally, an account should shed
some light on these further omissions. As Blooaies, ‘no one has proposed a
parameter of subject-determiner drop’ (1990, p.)727

Bloom (1990) and Valian (1991) both provide evidetitat the change from the
subject drop stage to adult-like subject use isggh Competence accounts would
seem to predict a more abrupt change as the ahdets the appropriate parameter or
acquires the necessary grammatical structure. ridpeance account incorporating
reference to the child’s developing cognitive sgsteseems better suited to dealing with
gradual change.

It is worth emphasising here that competence anfdgpeance analyses should
not be seen as mutually exclusive. Indeed, mampetence-based accounts of child
null subjects acknowledge at least some role fagqmatic and performance factors.
Hyams and Wexler (1993, p. 452) note that ‘It te\dal observation that children are

limited in their productive abilities’, whilst fdRizzi (2005, p. 24), language is
55



‘grammatically based, but performance driven’. fEvweaccounts that do not explicitly
acknowledge the role of performance factors, tieeotear evidence of exceptions to the
grammatical rules or patterns. For example, HyantsWexler (1993, p. 428) explain
the subject/object asymmetry via a grammatical rhiodehich ‘the option to drop a
specific argument is available only for subjectget their own data reveal instances of
object drop, albeit at a much lower rate than stilgeop. Similarly, Hyams (1996)
concludes that, based on 94-99% of cases, modals @most exclusively’ with overt
subjects. In both cases it is claimed that a céempe account provides the best fit with
the data. However, even this best fit leaves alrauraf exceptions to be dealt with, and
it is not clear how is this to be done if not imts of performance.

The grammatical accounts considered above mostlyidebsolutes. A certain
utterance is or is not well-formed according taagipular grammar. Such accounts, in
some sense, abstract away from practical produatioihcomprehension considerations.
As Paul Bloom (1990) points out, performance actgusy contrast, deal with a
‘tendency’ rather than an absolute. Whilst perfange factors play some role in each
of the processing analyses of child null subjdaot#his section, | concentrate on
accounts which place performance factors at the bétheir analyses.

Most performance-based accounts focus on procebsiigtions in the child.

The idea is that omissions in production occur beedhe child’s capabilities are
overloaded: some form of constraint on processimlifyain the developing stage,
combined with complexity in certain sentences, $e@adreductions and omissions in the
output. | begin by considering the earliest of hascounts, proposed by Lois Bloom,
which focuses on the complexity added by extraeser# length. | then move on to
other accounts which focus on factors such as ¥gtfheand metrical complexity.

Processing accounts also rely, to varying degaepragmatic factors to explain
why certain constituents are more vulnerable tossian than others when processing
capacity is limited. As a result, there is somertap between the performance-based
and pragmatics-based accounts of the data, althoagh offers a fully integrated
approach. | consider discourse-pragmatics-basamliats separately in section 2.4. In
section 2.5, | will argue that by taking relevativeory as a pragmatic framework, we
can develop an integrated approach which buildherstrengths of both kinds of
account. The implications of relevance theorytf@r production and interpretation of
subject noun phrases in general will be exploremiane detail in chapters 3-5. In

chapter 6, | return to the issue of child null gt in light of my analysis.
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2.3.2 Processing accounts
2.3.2.1 Sentential complexity: a general procegapproach

The earliest performance-based account was theidee by Lois Bloom (1970), who
analyses the speech of three children in the nbjest stage and claims that complex
sentences, combined with the child’s cognitive tations, lead to omissions in
production output. Bloom categorises the speec¢heothildren as ‘telegraphic’,
likening it to the utterances produced by an aghib is under pressure to be brief’
(1970, p. 139).

Considering which factors might cause the childigaot to resemble the
‘telegraphic’ utterances of adults, Bloom findstttiee length and, more specifically, the
complexity of an utterance contribute to the likebd that the output will be
abbreviated. Between the ages of 20-23 monthgHiheé is more or less limited to two
word utterances. Where a longer utterance wowd baen required by the adult
grammar, the child omits one or more of the worstially, this may look like a
simple length constraint. However, Bloom sugg#sts what is at work here is rather a
‘cognitive limitation in handling structural compigy’ (1970, p. 165). To investigate
this hypothesis, she considers the effect of negath the child’s utterances, on the
assumption that negation increases sentential @iyl and she provides an in-depth
analysis of its use in the speech of children dytire telegraphic phase. She finds that,
in sentences with negation, the probability thatutterance will be in some way
reduced is higher than in sentences of comparabtgh without negation, and
concludes, more generally, that the omissions il ¢énguage are due to a limitation
on the linguistic and logical complexity with whithe developing child can cope. As
the complexity of a sentence increases, so dohlthraes that ‘something had to give in
its production’ (1970, p. 165).

Under Bloom’s analysis, both linguistic and cogmétfactors play a role and may
interact to determine both when an omission idyike occur and what type of
constituent is most likely to be omitted. Whildireguistic factor such as unfamiliar
vocabulary or a logical factor such as negation pmstrain the child’s ability, Bloom
also notes that cognitive constraints, such ascetimemory span, make the child’s
task still more complicated. The relation betwesmory and language acquisition is
considered in more detail by Olson (1973). Rathan seeing the child’s limited
memory span as an underlying cause of the shaterances, he presents both
phenomena as symptoms of the same process: & thtld’'s as yet underdeveloped
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abilities to ‘recode, encode, to plan and moniintegrate and unitize’ (p. 153) which
underlie both limitation§.

Whereas the grammatical, competence-based acammtentrate on the
omission of subjects, Bloom’s account considersotherall reduced nature of the
speech of children during this phase. Her evidenggests that subjects are not the
only elements to ‘give’ under the pressure of cgaiconstraints. Omissions are not
random, and Bloom draws on the findings from presiexperiments (Brown & Fraser,
1963; Brown & Bellugi, 1964) to argue that the osisis are in fact both predictable
and systematic. Words that are persistently rethin the surface utterances tend to be
‘contentives’ (nouns, verbs and adjectives) whiisse which are omitted tend to be
‘functors’ (articles, prepositions, auxiliaries apibnouns). Here we see a parallel with
omissions in the adult diary style contexts disedss chapter 1. Bloom notes that
‘functors’ tend to be ‘weakly stressed, carry ditthformation value [and] are most
predictable’ (1970, p. 140). In this way, she seéobe making a move towards
incorporating pragmatic factors into her procesgiaged account. In sum, Bloom’s
account suggests that complexity resulting fromasgtic or logical structure or from
unfamiliar vocabulary may overload the child’s pesing capacities. Given these
constraints, the child produces those parts ofttemance which ‘carry the most
information and are least predictable’ (1970, @)14WVhilst this is a fairly general
analysis of child language during the telegrapliage, Bloom’s ideas are developed in

more detail by subsequent performance accounts.
2.3.2.2 VP length and rightward complexity

Paul Bloom (1990) builds on Lois Bloom’s performarazcount, and presents results
from a further study in its support. He focusestanstructure of the sentence, citing
three strands of empirical evidence which favopracessing account over a
competence approach. First, like Lois Bloom, hiatsoout that various different types
of constituent are omitted alongside subjects duttis phase. The correlation between
null subjects and other null constituents is nedpmted on a grammar-only account.
Second, he cites evidence from experiments by BrawhFraser (1963) which show
that constituents are omitted in imitated speedhénsame way, and to the same
degree, as in spontaneous speech. This suggasthedltrucial factor is not so much a

grammatical problem or difference from adult spedxth that the child may simply

€ Olson also considers the child’s ‘highly egocentifp.155) view of the world as a factor contrimgi
to the frequency of abbreviated utterances.
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have ‘a general difficulty in producing long stringf words’ (Bloom P. , 1990, p. 492).
Finally, he reports data from Mazuka et al (1988)ich reveal that some children
phonologically reduce their subjects to a schwidnerathan omitting them altogether.
These data are hard to explain on a competencemicadere the child’'s grammar
either allows null subjects or doesn’t. By contirésey are predictable on a
performance account where the child knows a suigeetcessary but lacks the
necessary resources to consistently realise itgifoatly.

Paul Bloom adopts Lois Bloom'’s proposal about igaeiicance of sentence
length and tests it with specific attention to \@Rdth. Counting the number of words
from the verb position to the end of the sentehee;onfirms the predictions of the
performance-based account by finding a significhiférence in the length of VPs in
sentences with and without subjects. When a subjes overtly realised, the VP
tended to be shorter than when it was omitted Blasm himself points out, there is an
alternative way of accounting for this finding iarply pragmatic terms, since extra
length in the VPs is likely to provide extra coritexd information, which should make
the subject referent easier to identify, and treeemore likely to be omitted. Bloom
tests the predictions of this pragmatic accouniregjghose of the processing approach
by comparing the length of overt subjects produmedhildren in this stage with the
length of VPs in the sentences in which they océtfhilst a pragmatic account (as he
envisages it) predicts that the length of the osebjects should have no effect on VP
length, the processing account predicts that th @ffort involved in processing a
complex subject will result in a shorter VP thandasimple subjeét Bloom found that
his processing hypothesis was confirmed: thereangrsdual decrease in the length of
VP as the length of the subject increased.

In Bloom’s view, a purely pragmatic, discourse-ntéed story cannot fully
account for the null subject phenomenon. He quiateings from Goldin-Meadow &
Mylander (1984) which suggest that the likelihod@mission of a particular element
cannot be predicted in terms of whether it camidsor new information. However, he
does suggest that the distinction between old amdinformation might help to explain
the observed object/subject asymmetry. Objectsnare likely to convey ‘new’
information than subjects, which are more likel}ctmvey ‘given’ information. His
suggestion is that ‘given’ subjects are more likelype omitted when processing

capacity is overloaded. Alongside this suggestienalso provides an alternative

" As children in this range rarely produce compleBjscts, in practice, Bloom compared the use of the
unambiguous pronouns ‘I’ and ‘You’ with non-pronosubjects.
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explanation for the subject-object asymmetry, base@hat he sees as a general
linguistic bias to ‘save the heaviest for last’909p. 501). The idea behind this
proposal is that processing load is ‘proportionahie number of yet-to-be expanded
nodes’ (p. 501) in the syntactic representatiofollbws that sentence initial subjects
are associated with greatest number of unexpanagesnhand therefore impose the
largest processing load. As a consequence, sulsjectdd be omitted more frequently
than objects occurring later in the sentence.

Bloom ends by noting that his processing accounbisncompatible with more
competence-based mis-set parameter accounts. ldowevpoints out that a
performance approach explains many of the datahwhiativated the grammatical
accounts, and that much of the reason for postiogmpetence account in the first
place is therefore lost. He also suggests thapribielems posed by competence
accounts, such as the issue of how the grammagebaare substantial drawbacks

when weighed against performance accounts
2.3.2.3 A metrical approach

Taking a slightly different angle, LouAnn Gerke®@l) recapitulates some of the
problems with competence-based accounts. Sheogoesassess a variety of
performance approaches, and argues that theyilath fzapture the generalization that if
the omitted elements were overtly realised, theylditend to be weakly stressed. Her
alternative analysis is based on the hypothesisctiilren tend to ‘omit the weak
syllables from iambic [weak-strong] feet’ (1991487). She notes, first, that children
are more likely to omit a weak syllable at the begig of a word than in word-final
position. For example, both ‘giraffe’ and ‘monkeye two syllable words, but ‘giraffe’
has the main stress on the second syllable, wheréa®nkey’ the main stress comes
first. According to her data, it is much more likéhat we will find ‘giraffe’ being
reduced to ‘raffe’ than ‘monkey’ being reducedtmon’. Gerken claims that this same
tendency towards deletion of weak initial syllabdgplies at the level of sentences as
well as individual words, so that subjects, as Wealtessed sentence initial elements,
are most vulnerable to omission.

Gerken places her account firmly in the procesbimgation camp, claiming that
her metrical hypothesis ‘provides a mechanism bicikvBome sentential elements are
omitted when sentential complexity becomes tootf(pad443). She goes on to suggest
that the hypothesis may also provide ‘a measutbeo§entence complexity itself’, since
sentences with pronoun objects differ in metricahplexity from those with lexical NP
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objects. Her approach would therefore seem tefgatiany of our requirements for a
comprehensive analysis of the phenomenon. It caouet for the object/subject
asymmetry, it appears to be supported by experahéata, it accounts for at least one
aspect of the complexity which presents problemshe child, and it offers a
systematic mechanism for reducing the processiggirements.

However, on closer inspection, Gerken’s accourggaome problems. Hamann
and Plunkett (1998) point out that, although hgrapch works well for the English
data, it does not hold cross-linguistically. Frample, Gerken’s explanation for the
subject/object asymmetry is that ‘children omit wegllables from iambic feet [(he)
COMES] more often than from trochaic feet [HIT hirfflamann & Plunkett, 1998, p.
39). In French, subject and object pronouns atiexivhich usually occur before the
finite verb, and object clitics may occur in iambictrochaic feet. On Gerken’s
account, object clitics in trochaic feet shouldopatted less often than those in iambic
feet. However, this is not the case, since ‘obgtitits fail to occur in either trochaic or
iambic feet’ (Hamann & Plunkett, 1998, p. 33Jamann and Plunkett also point out
that Gerken’s account predicts that the sentendevand level omissions will occur at
the same stage in development, and they presatdrea from Danish showing that
this is not necessarily the case cross-linguisyicdh sum, whilst offering a fairly
convincing account of the English data, Gerken’srived account does not hold up to

cross-linguistic scrutiny.
2.3.3 Testing the predictions

Both the competence and performance-based accomaks fairly robust predictions
about what we should expect to find in the languafgehildren in the null subject
phase, and how their language use might patteaiia®, Hoeffner & Aubry (1996) test
these predictions using data from two groups dflodin: one inside the MLU range
associated with null subjects, and one outsidendJsn imitation method where the
children were asked to repeat what the experimémateéjust said, they measured a
variety of different factors, and their findinggeaummarized as follows. First, MLU
and age were found to correlate. Second, prondsnmere imitated less often than full
lexical subjects. Third, sentence length was tofan subject use for the low MLU
group, but not for the group with high MLUs: chigdh in the low MLU group imitated
subjects in short sentences more often than in$engences. This correlation between
sentence length and subject omission is not expectehe competence-based accounts.
Fourth, introduction of a topic affected both MLibgps to the same degree, and use of
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expletives was the same across both groups. Atais not expected on the
competence-based accounts, which predict thatrehildutside the null subject MLU
range should produce expletives more often thasethdthin it. Fifth, all children used
some functional elements, and no link was foun@éen production of inflection and
production of subjects. Finally, expletives wargtated less often than referential
pronouns.

Each of these conclusions supports the hypothiesigte child subject omissions
are the result of performance factors rather theonapetence deficit. The results
pattern more closely with a performance accountrevkige child’s cognitive and
processing capabilities gradually increase, thah am account where the lower MLU
group have different grammatical competence. Tridirfg that expletives were
imitated less often than referential pronouns @bfgmatic for a purely metrical
analysis, since they are both ‘low-stress sentémtat syllables’ (Valian, Aubry, &
Hoeffner, 1996, p. 161).

The authors conclude that the two groups they studave the same competence,
and that even very young, very low MLU children arstand that English requires
subjects. Like Paul Bloom, they found a correlati@tween subject use and both
sentence length and VP length, and they concluateatperformance account explains

the data more comprehensively than the grammataaunts.
2.3.4 Comparing approaches

| return again to the claim made by Hyams and Weg#1893) that performance
accounts are unable to explain either the subjgeizbasymmetry found in omissions
in child language, or the association between titeat the child null subject stage and
the acquisition of other theoretically associatethgnatical categories (e.g. inflection).

In the previous section | outlined the findingsv@afian, Aubry and Hoeffner
(1996) which cast doubt on the validity of the g&tolaim. There does not seem to be
a clear link between inflection or other functionategories and the production of
subjects. How, then, might a performance accoeat @ith the objections concerning
the subject/object asymmetry?

As we have seen, Bloom (1990) presents possibgyatc and processing
explanations for the subject/object asymmetry.deieelops these arguments in his
1993 reply to Hyams & Wexler (1993). The asymmgtiy argues, is to be expected in
both adults and children, given the pragmatic anodgssing differences between
subjects and objects. Not only is there a preferéa ‘save the heaviest for last’, as
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described above, but there is also evidence thdtssare more likely to hesitate at the
beginning of an utterance, suggesting that thea@ imcreased processing load at this
point. Assuming that this is the case, and thattiild is therefore functioning under
processing limitations, Bloom suggests that pragrally redundant information is

more likely to be omitted, and that subjects areentikely than objects to carry
redundant information. To support this claim, heviles evidence that subjects are
more often pronominalised than objects, and thapramominal subjects are
significantly shorter than nonpronominal objecthese are aspects of a subject-object
asymmetry that cannot be handled in a purely gramaiaccount.

In sum, the apparent advantages of a competenoerstatan be either dismissed
as unfounded or carried across into a performaoceuat. By contrast, it remains
unclear how the advantages of a performance accoight be carried across to a
competence account. In particular, the omissiootloér elements alongside subjects
during the null subject stage and the gradual oham@dult-like production are both
hugely problematic for grammatical competence-basedunts.

2.4 Discourse pragmatic approaches: two typesfofmativeness

2.4.1 The role of pragmatics

In general, pragmatic accounts of child null sutgd@ve received much less attention
and are far less developed than their processiogstx cousins. However, most
processing theorists acknowledge at least somdapf@agmatics. As noted above,
Paul Bloom (1993) suggests that, although the shddility to perform is affected by
processing limitations, children ‘also have sometad over what to omit’, and they
choose to omit ‘pragmatically redundant materia®43, p. 726). But he does not
develop this suggestion much further, and the esiph@a processing accounts remains
firmly placed on processing load as the most sicgnift factor. In this section, | turn to
discourse pragmatic accounts which place the nmaphasis on pragmatic rather than
processing factors, and consider two approacheswappeal to different notions of

‘informativeness’ in dealing with child null subjsc
2.4.2 Informativeness 1. Greenfield & Smith (1976)

Greenfield and Smith (1976) offer a pragmatic pecsipe on the null subject stage.

They base their approach on a notion of informatgs, in what they call ‘the
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information-theory sense of uncertainty’ (1976184f, and claim that the most
uncertain or most informative elements in the attee content will be linguistically
encoded, whilst less informationally rich elemearts omitted In their view, an agent
in subject position is the most obvious of theuattonal elements that can be taken for
granted’ (p. 108), and this is why subjects aréeguently dropped. Their theory is
based on a study of several children’s speech,hwieieeals that subjects are ‘expressed
infrequently,’” especially in single word utteranea®l in sentences in which the
children are referring to themselves. They fimdparticular, that theGENT concept is
only overtly expressed in contexts where ther@isesuncertainty about who the
referent is: these might involve a change in agam, conflict between one or more
agents. Greenfield and Smith summarise their adcasiinvolving a ‘pragmatic
presupposition’ that whatever the child can assantake for granted is not overtly
expressed. They go on to draw parallels betweenuh subject stage in the child’s
language development and what they call 'teleg@phiipsis’ in adult conversation,
claiming that the child in the null subject stagecquiring the ability to combine
linguistic and non-linguistic information.

One problem with this account is that, althougbravides a possible basis for
choosing which items are to be omitted and whicdriby expressed, it does not explain
why such omission is necessary. Another is thae@iield and Smith are more
concerned with one-word utterances in general wignsubjectless sentences in
particular. As a result, they deal only brieflythvissues such as the subject/object
asymmetry found in child language, commenting nyettet the child may ‘be
egocentric in taking more elements of his own peesipe for granted’ (1976, p. 195),
and that we might therefore expect them to showetepence for subject omission.

Despite these issues, Greenfield and Smith offesvaperspective on child null
subjects. Processing accounts provide eviden¢ehtbahild is operating under
cognitive processing limitations, but do not praviduch insight into why subjects
should be particularly vulnerable to omission iegh circumstances. Although
Greenfield and Smith’s notion of informativenessaéns rather vague, their pragmatic
account is a first step towards offering some answethis question. Allen (2000)

attempts to provide a more theoretically adequat®n of informativeness by breaking

8 Although Greenfield and Smith refer to the worlGrice, they do not seem to be using his maxim of
informativeness.

® Greenfield and Smith stress that this notion afeutainty is assessed in relation to the child
producing the utterance and not from the pointiefwof the listener, whilst acknowledging that the
perspectives will often converge on the same elésnen
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it down into various features, and it is to herlgsia of child null subjects that | now

turn.
2.4.3 Informativeness 2: Allen (2000)
2.4.3.1 Overview

Allen (2000) starts from much the same basic hyggithas Greenfield and Smith,
proposing that children will ‘tend to omit argumgnthen the referent of the argument
is maximally clear from the discourse and situalaontext’ (2000, p. 486). However,
she attempts to work out the hypothesis in moraildey analysing the notion of
informativeness in terms of what she calls ‘infotiveness features’. These are
features that have been claimed elsewhere (Clai®®3; 1997) to have some effect on
the representation or omission of arguments. Allegs these features in analysing
child data from the Eskimo-Aleut language Inuktituianguage which allows ‘rampant
argument omissiof®. She therefore starts by raising the questiomhaft makes
children produce any overt arguments at all. Hbesmaeer is that children will ‘produce
as overt only those arguments that represent irgovmreferents’ (2000, p. 86).

Informativeness, as Allen describes it, is a priypef the referents of
arguments". She tests eight informativeness features, divid® three groups:
knowledge features, confusion features and segrabesfeatures. Each feature is
binary, and the ‘informative value’ is the one whimakes the identity of the referent
less certain. For example, if the referent hagpnetiously been talked about in the
current discourse, it will be classed as ‘new’.n8w’ referent requires the speaker to
be more informative, and the specification for tiveary feature ‘newness’ will be
positive in this case. Allen works from the hypetls that the more ‘informative’
values a given referent scores, the more inforradtie speaker will have to be to pick
it out successfully, and therefore the more likelg to be explicitly articulated.
Conversely, the more ‘uninformative’ values a refdgrhas, the more likely it is to be
omitted.

Allen’s experimental work suggests that five of dight features that she tests
have a ‘significant effect’ (p. 515) on the likedibd that an argument will be omitted.

She goes on to test various possible ‘threshotdshie number of features that would

19 Allen claims that Inuit children omit 81.6% of argents.

It is unclear whether ‘informativeness’ is meanbe a property of the actual entity referred tofor
the hearer’s mental representation of that refer8oime features (ABSENCE, DIFF. IN CONTEXT) are
clearly properties of the referent in the physmaitext, whilst others (NEWNESS, CONTRAST) have to
do with the ‘mental knowledge’ or ‘mental contegf’'the hearer (pp. 487-488).
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have to be negatively specified in order to sudodiggredict that an argument will be

overtly realised.
2.4.3.2 The features

Allen classifies three of her informative featuass’knowledge features’. Each relates
in some way to the ‘joint knowledge of the speakad hearer’ (2000, p. 487). The
ABSENCEfeature has to do with whether the referent is fiayly present in the context
of the exchange. If a referent is physically abste value for this feature will be
[+ABSENT], and the referent accordingly scores an ‘informgatvalue for this criterion.
NEWNESSis a second knowledge feature. A referent isidened ‘new’, if it has not
been mentioned in the last twenty utterances, taisdhen assigned the valuengw.
All first and second person referents are autorayi@ssigned the valueNew]. The
final knowledge featur&UERY, distinguishes referents which are the ‘subjeairof
response to a question’ (p.488) from those whiehnat. A referent which is not
gueried, [QUERY], requires the speaker to be less informative tranwhich is under
question. The idea here is thaQ[#ERY] entities are either unidentified or newly
identified, and so the hearer has ‘little mentadwtedge’ (p. 488) of them. Allen’s
experimental data from child Inuktitut indicateattiwhilstNEwWNESSandABSENCE have
a significant effect on the likelihood that an argnt will be omittedQUERY does not.
As their name suggests, the three ‘confusion featuelate to the possible
confusion that may arise when more than one paiemgierent is present (physically or
linguistically). TheconTRASTfeature is assigned a positive value when the gpeak
making an explicit contrast with other potentidkerents (this is usually indicated via
gesture or tone of voice). If there is more thaa potential referent in the physical
context of the utterance, tiieFFERENTIATION IN CONTEXT feature will be positively
specified. Similarly if there is more than onegutal referent in the preceding
discourse (here defined as the last five uttergribesDIFFERENTIATION IN DISCOURSE
is assigned a positive value. For bothlreERENTIATION features, identification of
potential referents may be facilitated by factarshsas the semantics of the verb,
markers of gender, person, number and so on. cim @@se, competition for the position
of understood referent introduces uncertainty, thedefore an informative value is
scored. Allen’s initial investigation of the cosfan features indicates a significant
effect on explicit argument representationdONTRAST andDIFFERENTIATION IN

CONTEXT, but not fOIDIFFERENTIATION IN DISCOURSE Further investigation reveals that
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DIFFERENTIATION IN DISCOURSHMay indeed have an effect on the form of argument
chosen, but that this is confounded by the effetthe other two confusion features.

The final category of informativeness features sl@ath factors relating to the
size of the search space involved. Here, Allentifies the featuresHIRD PERSONand
INANIMACY . She claims that in typical (child) discourserthare far fewer animate
objects than inanimate objects. As a result,afréferent is inanimate, the search space
will be much larger, and so an ‘informative’ valiseassigned for this feature. Allen’s
analysis reveals thalaANIMACY does not have a significant effect on the form of
referring expression used. In fact, her definitibrthis feature seems to make it no
more than a special casemDFERENTIATION IN CONTEXT, since there are likely to be
more inanimate than animate potential referents.

According to Allen’s data analysis, the final fe&rHIRD PERSON has the most
dramatic influence on the likelihood that an argaieill be overtly realised. This
feature has a positive value for any third persdarent, while first and second person
referents receive a negative score. However, Adeknowledges that although her
results suggest that this criterion has a sigmfigafluence on the form of the argument,
in Inuktitut it is generally considered ungrammalito represent a first or second
person referent overtly. This finding may therefbe at least partly accounted for by
the grammar rather than by considerations of inédiveness alone.

As well as considering the informativeness featgeggarately, Allen looks at
their collective effect, and carries out variouslgses to investigate the predictive
power of different combinations of features. Sbeatudes that whilst the
informativeness of an argument affects the likedthehat it will be expressed, and that
a ‘model with informativeness features as predgtisran improvement over one
without, the predictive ability of her model is flaom comprehensive. As she
acknowledges, ‘not all informative arguments apesented by overt forms...and
some uninformative arguments are represented hy forens’ (p. 512). She suggests
various possible ways of accounting for this latkansistency, including an appeal to
extra-linguistic factors, possible hierarchicacamulative effects and practical factors

such as speaker mistakes, repetition or imitation.
2.4.3.3 Informativeness and English null subjects

Allen suggests that the conclusions she draws fremanalysis of Inuktitut might carry
over to children acquiring a non-null subject laage such as English. Shaeffer (2005)
takes these conclusions one step further and agpkeinformativeness features not
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only to nulls in child English but also to the adullls found in the diary-style texts.
Schaeffer’s hypothesis is that if more than halfhef features have a negative,
‘uninformative’ value, then the subject may be greg>. She puts the difference
between child null subjects and those found inyd&tyle contexts down to the
application of what she terms the ‘Concept of Ntwat®d Assumptions (CNSA)’
(2005, p.106). The idea behind this proposalas #dult speakers are aware that their
own assumptions may differ from those of their besrand they take this difference
into account when constructing their utterancekild@en in the null subject phase, by
contrast, are not so consistent in recognising slifiérences. If they wrongly assume
the hearer shares their assumptions, they mayseqra referent as identifiable when it
is not. As a result, children ‘allow null subjeatsa larger number of pragmatic
contexts than adults do’ (2005, p. 110).

2.4.3.4 Problems and limitations of the informatiess account

Each of Allen’s features is defined in terms ofdrinvalues which are seen as
corresponding directly with the properties of refas. Each value is classed as either
‘informative’ or ‘uninformative’. | suggest thahit is a substantial weakness in Allen’s
approach. On her analysis, a referent is treaebsent or present, new or old,
differentiated or not, and these binary distincsiane used to predict the null or overt
forms of the associated referring expressionanyrview, an approach based on a
continuum of cases and features would be more gppte, and would more accurately
reflect what goes on in speech production. Intgracwe find not only null and overt
forms of referring expressions, but amongst thetdeems, we find a wide range of
more or less informative forms among which the kpeaust choose. Replacing
binary distinctions with a continuum or gradientioformativeness’ would make it
possible to incorporate the full range of referrexgressions into the account. It would
also make it possible to make comparisons amomeréift forms of referring
expressions relative to the context and to eacérot@onsider th®EwNESSfeature.

With a binary distinction, two potential refereimsa given context may end up being
classified as non-new. However, one of these ream-entities may be less ‘new’ than
the other. For example, a child and its carer tean playing with a toy bear for half
an hour, when a toy dog is introduced into the plagcording to Allen, the bear is a

non-new entity, and as soon as the dog has beeme@fto once, it too becomes ‘non-

12 Subject to certain syntactic constraints of theetgiscussed in chapter 1: namely, ‘a null subject
cannot appear after a preposed constituent, or emebedded clause’ (Schaeffer 2005, p.105).
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new'. As long as both have been mentioned inabe20 utterances, then both will
score the same ‘newness’ value. Allen’s treatndees not make it possible to
distinguish the bear’s status as an establishéty @amtomparison with the fairly novel
dog. On her analysis, the dog’s newness is anwbsalue, and is in no way relative
to other entities in the context.

Work by Wittek and Tomasello (2005) reveals potdrgroblems with the use of
binary distinctions in relation to tr@EeRY feature. They investigated which referring
expressions, including nulls, were produced by Gerspeaking children when
answering different types of questions, comparimer#ic, general and contrast

questions, as illustrated in (19)-(21) below.
(19) What happened to the broom? (specific)
(20) What do we need to get? (general)
(21) Did the clown use the vacuum cleaner?
No, the broom. (contrast)

Their results revealed that when replying to a gjgeguestion, such as (19), the
children overwhelmingly used pronouns or nulls, lathfior general and contrast
guestions, such as (20) or (21), the answers vaéreo'st exclusively’ (2005, p.555)
lexical nouns or noun phrases. These results sugfugg the form of the question
significantly affects the likelihood of a null bgmproduced, and this is not reflected in
Allen’s binary ‘query’ feature approach. Allen’salysis may provide some degree of
predictive capability, but it is very narrow in iteverage. ldeally, an account of null
subject usage would be integrated within a moregdnheory of the use of referring
expressions, and this would require more than srblary distinctions.

Apart from the limitations of using binary featuréfsere appears to be significant
overlap between the various features prepdseebr example, the featureirp
PERSONIS problematic in that it does not doubly disstei@om each of the other
features. Whilst it is possible that an argumentivits [+THIRD PERSON may be either

new or non-new, absent or non-absent, the sanw the case for the negative

13 This may be because Allen derives her featurem ravide range of previous work by several différen
authors.
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specification of the feature. Any argument thgtT$1IRD PERSON will necessarily also
be [-NEW], according to Allen’s definition of theewNEssfeature. Thus, whenever a
referent is T or 2'¥ person, it will score two ‘uninformative’ marksrfavhat is, in
effect, the same quality. The features are napeddent.

Similar problems arise with the other ‘search-spteaure. Allen’s justification
for treatingINANIMACY andTHIRD PERSONas separate features relies on the respective
numbers of animate versus non-animate entitiesi¥aahd 2° person versus nori*1
and 2 person entities. This in turn relies on the agstion that a child is aware of the
relative proportions of such entities present eehvironment and wider context.
Although | would not wish to dispute these assuorioutright, the more such
assumptions have to be made, the more vulnerablidory becomes. This particular
assumption also requires the child to be sendibitbe hearer’'s knowledge state in
respect of the entities to which she is referridgitteck and Tomasello (2005) provide
experimental evidence that at age 2.0 years, @nildre ‘much less sensitive to the
knowledge states of their interlocutor’ than isisaged in this assumption (2005, p.
552). If so, then it becomes difficult to arguattthe child takes the hearer’s search
space fully into account when formulating her w@tere. Even assuming that Allen is
correct, there is an overlap betweenitirimMACY feature and thelFFERENTIATION IN
CONTEXT feature. Indeed, as | mentioned in passing abexgIMACY seems to be no
more than a specific and predictable instana@rHERENTIATION IN CONTEXT. Both
features are defined by the need to distinguistvdxert more than one potential referent
in the context. A referent that scores a posiiaieie for theNANIMACY feature,
should, by Allen’s own reasoning, also score atp@svalue for thedIFFERENTIATION
IN CONTEXT feature. According to Allen, inanimates require speaker to be more
informative because there are usually more of tteeahoose between than inanimate
objects. She claims that * if the listener knowsghimg about the referent except
whether it is animate or inanimate, the identitaofinanimate referent will be much
less certain than that of an animate referent’ 2@0489). As a result, there is more
potential for confusion, since there are more paéereferents. This feature covers
much the same ground BlSFERENTIATION IN CONTEXT. TheINANIMACY feature
simply identifies one group of entities which vk likely to have an informative value
for the already identified differentiation featurdacluding both features in a theory of
argument representation risks treating the sameextual element as contributing to

two separate informativeness values. Once adarfetures are not independent.
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Furthermore, Allen gives no indication of why thés® ‘search-space’ feature
distinctions are chosen over other potential dichn¢s. For example, it could be
argued that in a given situation there are likelp¢é more non-human than human
entities, and yet ‘human’ is not presented or tbatea possible informativeness feature.

In sum, when considered carefully, it becomes agyahat the eight
informativeness features overlap somewhat in tieanits. This overlap stems partly
from the lack of a clear definition of context. Iéqd’s notion of context is unclear and
inconsistent, with the inconsistencies evident evghin one feature family. For
instance, the two differentiation-based membeth®iconfusion family operate over
very specific contextual domains. FRFFERENTIATION IN CONTEXT, what is involved
is the ‘immediate physical context’, even more dp=adly defined as the ‘portion of the
room where the child is directing his/her eye g4pe488). However, when defining
the CONTRAST criterion, one feature is used to cover anythiritpyénced by ‘potential
referents in the discourse or in the shared phlysicaental context’ (p. 488). No
suggestion is made about why an individual feaiiirequired for each aspect of the
context in thedIFFERENTIATION cases, whilst theoNTRASTfeature refers to context in
general. Moreover, the definition of context giienthe problematic search-space
features does away with the immediate context attaay, and is instead based on levels
of usage in ‘child discourse’. So it seems thdémbk notion of context fluctuates with

the various features, and lacks any constant arretadefinition.
2.4.4 A move towards relevance

The informativeness analyses put forward by Alled §8haeffer seem to have a certain
degree of descriptive value and, as Allen arguepredictive models they are a
significant improvement on preceding accounts. fHoéthat omissions are optional
even when licit may help to explain the lower tlexpected level of predictive success
in the informativeness model. It is noticeable thilen’s model was much more
successful at predicting which arguments wouldddethan with predicting which
arguments would be overt. It is possible that sofrteese overt arguments could
legitimately have been left unarticulated, but flaatsome reason the speaker chose not
to omit them. This optionality factor (in the casee are considering, it is never
ungrammatical to replace a null with an overt fermlthough the converse is not the
case) is missing from Allen’s account and is neeécly addressed by Shaeffer.
However, in her final discussion of the data, Allents at what | feel could be an
important step in moving the work forward. Sheramkledges that a discourse-
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pragmatic account such as her informativeness approould be ‘complementary to
processing accounts’ (p. 515).

The competence-based approaches discussed ab@vadthing to say about the
other omitted elements of child language, and #reyunable to account for the gradual
change in subject realisation as the child develdssnoted above, their reliance on the
notion of a mis-set parameter is also conceptymtiplematic. The processing
accounts, by contrast, offer some insight into whyssions occur, but are rather vague
when it comes to explaining why subjects (and ogte@ments) should be particularly
vulnerable. The discourse-pragmatic analyses séstiiin this section offer a richer
analysis of some of the factors affecting omisshon,fail to explain why omissions
should occur in the first place. In the next smtti give a brief overview of relevance
theory, and argue that it offers a theoreticallylxdeveloped framework in which
processing and discourse-pragmatic factors cawimdined to produce a more

comprehensive and finer-grained account.

2.5 Relevance Theory

2.5.1 An overview of relevance theory

Relevance theory (Sperber & Wilson, 1986/95; Blakem1992; Carston, 2002a,;
Wilson & Sperber, 2004) offers a cognitive approexhtterance interpretation based
on two main principles. The first, or cognitiveinziple of relevance deals with
cognition in general and states that human cognigads to be geared towards the
maximisation of relevance. The second, or comnaiivie, principle of relevance deals

specifically with communication, and is formulaiasiin (22).

(22) Communicative principle of relevance:

Every act of ostensive communication communicatgeaumption of its own
optimal relevance (Sperber & Wilson, 1986/95, )26

Utterances, as acts of ostensive communicationyrfialer this principle. The heart of
the relevance-theoretic approach to pragmaticslibsi$n the definitions of relevance
and optimal relevance.

Sperber and Wilson define relevance as dependemtamaeparate factors:

cognitive effects and processing effort. At ang cime, an individual will hold a set of
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existing assumptions about the world, from whicuhbset will be drawn to act as
context for the processing of utterances or otigutis to cognitive processes.
Cognitive effects result when an input interactthwhese contextual assumptions in
one of three ways: it may (a) strengthen an exjsagssumption, (b) contradict and
eliminate an existing assumption or (c) combindnaih existing assumption to yield
contextual implications (conclusions derivable fromput and context together, but
from neither alone). To illustrate, consider thibdwing examples. Susan is a tennis
enthusiast. The week before the Wimbledon tourmainegins, she decides the

following:

(23) If the sun is shining on Monday | will go to thestaament.

Susan waits in anticipation and wakes up early emday morning. As she looks out
of the window she sees that:

(24) The sun is shining.

The new information in (24) combines with Susaxising assumption in (23) to yield

the conclusion or contextual implication in (25).
(25) 1 will go to the tournament.
Other things being equal, the more contextual icapions are derivable from a given
input to cognitive processes, the more relevaritittpat will be.
As the tournament progresses, Susan is lucky enmulgh given a ticket to the
men’s final. She believes that the tennis playerrsly is on good form and so she
holds the assumption in (26) with a fair degreeaffidence.

(26) 1 will see Murray play in the final.

A few days into the tournament, Susan opens thespaper and sees the headline in
(26).

(27) Murray breezes past opponents in first two rounds.
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The new information in (27) strengthens her assioanph (26), and achieves relevance

thereby. However, two days later she sees thdihead (28).

(28) Murray knocked out in straight sets.

In this case, the new information contradicts Sissassumption in (26) and removes
her confidence in it entirely. Other things beingial, the more assumptions are
strengthened or eliminated by processing a newt,nipe more relevant it will be. Thus
we see how new information can interact with ergstassumptions to result in the three
types of cognitive effects, and achieve relevaheegby. Other things being equal, the
greater the cognitive effects achieved, the mdeyvaat the input will be.

The other factor in Sperber and Wilson’s definitadirelevance is processing
effort. When cognitive effects are derived by @sing an input, in a context of
existing assumptions, some mental effort is expeéndather things being equal, the
less effort required to derive a given set of cogaieffects, the greater the relevance of
the input. Thus, when Peter asks Mary what tineetthin leaves, it would be more

relevant for her to answer with (29) than with (30)

(29) At5 o’clock.

(30) At5 o’clock and Paris is the capital of France.

In processing the longer utterance in (30), Petkiuae more effort, and if the
information that Paris is the capital of Francetdbates no further effects, the overall
relevance of Mary’s utterance will be reduced. Tewel of effort required to process
an utterance may be affected by a range of liniguastd non-linguistic factors,
including amount of linguistic material, logicalroplexity of the utterance, frequency
or recency of use of linguistic constructions on@eptual representations, and the size
and accessibility of the context. More generaitper things being equal, the less
mental effort a hearer is required to expend whengssing an input to cognitive
processes, the more relevant that input will beusT cognitive effects and processing
effort combine to produce a level of relevancedach potential input that is
comparable with the effects and efforts requiradftber potential inputs. According to
the cognitive principle of relevance, the humanmnitige system tends to maximise

relevance by automatically allocating attention pratessing resources to those inputs
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with the greatest expected relevance (Sperber &Wijl1986/95, pp. 118-132; Wilson
& Sperber, 2004; Carston, 2002a, pp. 44-47).

However, according to Sperber and Wilson, the asdre is not entitled to expect
that the speaker, in producing an utterance oneste stimulus, has aimed at maximal
relevance, and that the utterance will therefooxidie the maximum effects for the
minimum effort, as compared with other possiblenaihces. Rather, as stated in the
communicative principle of relevance, the hearemitled to presume that any
utterance addressed to him will be optimally reféyvand to interpret it accordingly.
This presumption of optimal relevance is itselftfdrwhat is communicated by an

utterance, and Sperber and Wilson (1986/95, p. @&fe it as follows:

(31) Presumption of optimal relevance (revised)

a. The ostensive stimulus is relevant enough fior lite worth the addressee’s

effort to process it.

b. The ostensive stimulus is the most relevantoomepatible with the

communicator’s abilities and preferences.

This presumption in turn motivates the followingrgarehension procedure which,
according to Sperber and Wilson (2002), is autoradyi used in interpreting an
utterance (or other ostensive stimulus).

(32) The Relevance Theoretic Comprehension Procedure:

a. Follow a path of least effort in deriving cogret effects: test interpretive

hypothesis (reference assignments, disambiguatimpéicatures etc) in order of
accessibility.

b. Stop when your expectations of relevance disfisal.

A consequence of the procedure is that the firstsgible interpretation which makes
the utterance relevant in the expected way is tigetloat the hearer should select.
According to Sperber and Wilson (2002), the releeatheoretic comprehension

procedure is the central component of a comprebemabdule which automatically
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constructs an interpretation for any utteranceotber ostensive stimulus) addressed to

onel*

2.5.2 Relevance and child nulls

| have argued that neither existing competencewatsaor existing processing or
pragmatics accounts can fully deal with the phermmmeof null subjects in child
language. Each seems to tell some of the stotypdne provides an adequate analysis
of the full range of data. In this section, | valigue that we gain more insight into the
issue if we break it down into two separate budtesl questions: first, why does the
child’s speech frequently involve omissions, ancbsel, how does the child ‘select’ the
items to omit? Processing accounts tend to fooub@first of these questions, whilst
pragmatic accounts attempt to answer the second! drgue that by adopting the
framework of relevance theory, we will be in a piosi to answer both questions. In
later chapters, | will apply the same principlesite adult null subjects in diary-style
registers.

According to the communicative principle of releeapwhen a child in the null
subject phase produces an utterance, she commesjieatpart of her meaning, that her
utterance is optimally relevant. The hearer isdfae entitled to assume that it is at
least relevant enough to be worth processing, laaidtthas been formulated — to the
extent that this is compatible with the speakebititees and preferences — so as to
produce as many cognitive effects as possibleh®iowest possible cost in processing
effort.

This definition of optimal relevance suggests ansvie both of the questions
raised above. In particular, it allows us to imégg into a single account the processing
constraints which encourage the child to omit ssoréace element or other and the
pragmatic constraints which help to determine wiglgdment she will omit.

Relevance theory provides at least two points athwvto incorporate processing
considerations into an account of the data. Irfiteeplace, processing constraints on
production are covered by the reference to thekgpea'abilities’ in the second clause
of the definition of optimal relevance. In the @ed place, the role of processing effort
in comprehension is covered by the claim that tofténally relevant, an utterance
must be at least relevant enough to be worth theeh's processing effort, and that it

has been formulated so as to yield the greatesttsfffor the smallest effort, compatible

14 See also Blakemore, 1992, 2002; Carston, 2002spW& Sperber, 2002; Sperber & Wilson, 2008;
Sperber & Wilson, 2008; Wharton, 2009 for fullesalission of the relevance-theoretic approach to
pragmatics.
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with the speaker’s abilities and preferences. Il start by considering the role of
processing constraints on production.

The child’s linguistic abilities and performanceliskare not yet fully developed,
and the child producing an utterance must try tamaonicate within these limitations.
As we have seen, Paul Bloom and Lois Bloom proendence for some kind of
cognitive or processing limitation in the child ager, as a result of which sentence
length or structural complexity may trigger an doad of the processing systems,
leading to some surface constituent(s) giving way laeing omitted. Olson’s (1973)
work on memory span and cognitive development sstggefurther possible factor in
the child’s need to reduce surface form.

On this approach, the child omits surface lingaistements to simplify the
utterance and bring it within the range of her picitve abilities. The extent to which
subjects are dropped varies across children amd $itwation to situation, and
relevance theory suggests an explanation for thist like adults, children are affected
in their ability to express themselves by the sthtiheir emotions, their physical
condition and the circumstances in which they aeaking. They are also undergoing
the process of acquiring a language, learning atberthings about the world and
developing many other skills as they grow. Releeatmeory does not entail any
particular account of the child’s productive praieg abilities, or choose between the
competing accounts outlined above, but it doesesiggvo points that may be worth
bearing in mind in developing a fuller account.

First, it predicts that the child subject-drop ptvex@non makes things easier for
the speaker rather than the hearer. From the pbinéw of an adult hearer, it makes
the utterance less stylistically acceptable, andtrbe condoned on the grounds that the
child is unable to do better, rather than seenadng a positive contribution to overall
relevance. Second, the different productive preiogsconstraints discussed in
performance accounts may lend themselves to cotiyateeatment. Some surface
forms may require more productive processing efftah others, and we may be able to
assess how much overall effort would be saved éythission of individual
constituents. A speaker who is forced to omit sesoméace linguistic element because
of productive processing constraints should omitugin elements to bring the utterance
within the range of her productive abilities, whitenimising the risk of
misunderstanding to the extent that she is ableohsidering which elements will

minimise the risk of misunderstanding, the heanerixessing effort needs to be taken
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into account, and | will now turn to this and tleeend question: how does the child
‘select’ the items to omit?

The presumption of optimal relevance again suggastmswer. A child aiming at
optimal relevance, but forced to omit some surfleenent, should omit those elements
whose omission is least likely to detract from alerelevance. Of course, this
suggestion raises many more questions. Whathaitrhakes the omission of some
surface elements detract less from overall relexdinan others? Why are subjects and
certain other categories consistently omitted, stlather elements are retained?
According to the relevance theoretic account, #reegal answer must be that a surface
element can be omitted if its content is easilgiiréd (causing minimal additional
processing effort) at minimal risk to overall unstanding. Typically, such elements
will be ‘given’ rather than ‘new’, ‘topic’ rathehain ‘focus’, ‘theme’ rather than
‘rheme’. Thus, a relevance-theoretic account shbelable to incorporate the results of
discourse-pragmatic accounts which appeal to thesens.

As we have seen, the existing data seem to lemaisiflges to treatments which
deal with tendencies rather than absolutes. Raed approaches face the problem that
there are exceptions to each of their proposed.rutowever, relevance theory allows
us to dispense with many such rules and insteasid®nthe data from the perspective
of effort versus effect. As well as causing theadqer a certain amount of productive
processing effort, an utterance will demand a cegmount of processing effort from
the hearer. In return for this, it should yieldadequate range of cognitive effects.
Ideally, a speaker who is forced to omit some el@méthe utterance because of
productive processing constraints should omit tredements which (a) bring the
utterance within the range of her productive absgitand (b) allow the hearer to infer
her intended meaning with a minimal expenditurexifa processing effort and
minimal risk to overall understanding. Thus, d &dcount of the child subject-drop
phenomenon will need to consider both speaker'shaader’s processing effort. On
this approach, it is therefore necessary to conswtat factors contribute to both
speaker’s and hearer’s processing effort, as \gdlh diearer’s cognitive effects. It is at
this point that I return to the findings from thdsting accounts.

Existing accounts suggest that a number of factonsribute to both effects and
effort. We have seen how negation, unfamiliar atary, sentential, VP and subject
length, metrical complexity and rightward complgxit an utterance increase the
speaker’s processing effort and appear to makestons more likely. However, a

speaker aiming at optimal relevance is most unlikelomit a negation marker, because
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its content would be extremely hard for the hetoenfer, and the risk of
misunderstanding would be correspondingly greatirRthe hearer’s perspective, the
most easily dispensable surface elements woulbdsethe is expecting to find anyway,
which would therefore be particularly easy to inf€actors such as a lack of stress, the
rate of previous mention, given versus new inforamaand topic status, which are
appealed to in existing discourse-pragmatic acayame associated with constituents
whose content is easily inferable. The more sactofs are present, the more
vulnerable to omission the elements are likelygo Bhus, relevance theory provides a
general framework in which both processing and migtge factors can be analysed in

terms of their contribution to overall relevance.
2.5.3 Relevance instead of Informativeness

Bearing in mind this relevance theory approaclnéodhild null subject data, | want to
return briefly to Allen’s experimental work on athilnuktitut (2000). Her analysis of
the data suggests that at least five of her eigbtmativeness featuresgw, ABSENCE
CONTRAST, DIFFERENTIATION IN CONTEXT AND THIRD PERSON have a significant
influence on the form of an argument. Howevervdargued that Allen’s feature
definitions are problematic in several ways. | ngant to suggest that we can explain
Allen’s effects without running into the same pals, by reinterpreting her features in
relevance theory terms.

A subject (or other sentential element) is vulnrab omission when its content
is easily inferred. According to the relevanceotie¢tic comprehension procedure,
hearers test interpretations in order of accedsibiWe might therefore expect subjects
to be more vulnerable to omission when the intendégtent is the most accessible one
in the discourse context (or is judged by the speakbe so), and has no potential
competitors15 When this is the case, the hearer will testititesrpretation first, and
because of the lack of competitors, the risk ofumikerstanding will be minimised.

With this in mind, | suggest that Allen’s informatness features should be viewed as a
(non-exhaustive) list of factors which are liketydorrelate with the accessibility of a
referent in a given discourse cont&ktRecall that on Allen’s approach, a negative
specification for a feature contributes to the amgut’s overall informativeness and

therefore makes it more likely to be overtly expeat This follows from Greenfield

15| leave to one side for the moment the issue otegtrism and the possibility that the child assess
accessibility from her own perspective rather tiram the perspective of the hearer.

'8 |n section 5.3.2 | discuss some further factorictvhave also been shown to contribute to the
accessibility of a referent.
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and Smith’s pragmatic principle: ‘omit uninformagiarguments’. How, then, might
these features be reinterpreted in relevance theams?

According to Allen’s analysis, two of her knowledigatures have a significant
effect on whether or not an argument is explicttiiculated NEw and ABSENCE
Assuming that hearers test interpretations in oofl@ccessibility’, we would expect
non-new and non-absent referents to be more abte#san potential referents which
are new or absent. Thus, we would predict thdtsulljects are more likely when the
referent is non-new and non-absent. An advanthtfesoapproach is that potential
referents are assessed for accessibility reladivené another and to the discourse
context, rather than against a binary criterionreef in somewhat arbitrary terms (e.g.
by counting preceding utterances), as in Allensoaait. Given two candidate referents
which would both count agew according to Allen’s feature definition, relevance
theory allows us to treat one as muew, and therefore perhaps less accessible, than
the othef®. This relative approach to accessibility is ajppiate if we take seriously the
idea that the hearer will test interpretationsriaieo of accessibility. How accessible a
potential referent is at a given point will fluctaas the discourse progresses and the
linguistic and physical context change. A simgtory can be told for the ‘confusion’
features, including both of theFFERENTIATION features. If there are competing
potential referents in either the linguistic or fitg/sical context, then the speaker will
need to use a more explicit form of referring espren in order to distinguish between
them, and thus minimise the risk of misunderstagditi two potential referents are
competitors, omitting the referential expressiofirely is likely to lead to confusion
and therefore risk putting the hearer to gratuiteftisrt.

The final significant confusion featureG®NTRAST. By definition, an entity that
scores positively for the featut®NTRASTiS not going to be the single most accessible
potential referent in the context and so, onceradhe risk of misunderstanding is
increased. As Allen points out, the fact thatéhiera contrast is often explicitly
signalled via tone of voice or gesture, and anieixgignal of this sort will have to be
realised on an overt subject. In these casdmuh the intended referent is in contrast
with a competing candidate referent, it is exdicihdicated by the speaker, and so

becomes highly accessible for the hearer.

7 In this chapter | will remain fairly vague abouhat it means to be ‘accessible’. This issue véll b
discussed in more detail in the following chapters.

18 |n certain discourse contexts, a newly introdueetity is highly accessible due to its novelty.ush
we are not so concerned with defining entitiesn@sv’ or ‘non-new’ but rather with their saliencetire
discourse context.
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Finally, consider Allen’s ‘search-space’ featurés discussed abovejANIMACY
was not found to be significant and could in anyeche reinterpreted as a special case
of DIFFERENTIAL IN CONTEXT. By contrast, HIRD PERSONwas shown to have a
significant effect. | have argued that Allen’sidéfon of this feature seems to overlap
with that of the featursew. However, even if we disregard this problem, we righ
expect first and second person referents (i.echiid and her interlocutor) to be highly
accessible during a discourse. Both are, by difiniactively involved in the discourse
and should therefore be highly salient in the disse context. If this is the case, then
they will be highly accessible and the speakerasentikely to be able to pick them out
successfully by use of a null form.

Thus, there is a sense in which all of Allen’s gastmight be seen as ‘search-
space’ factors. A hearer is testing interpretationorder of accessibility, and the
speaker is constructing her utterance with thimiimd. Each of the informativeness
features singles out a factor that is likely taeaffthe accessibility of a referent. It is not
the features themselves that are significant, irietfect they are likely to have on the
overall accessibility of the intended referent.e Hligher the ‘informative’ score for an
intended referent, the more unlikely it is thawill be the most accessible entity in the
discourse context. The information carried bygtbject may provide important clues
to the speaker’s intended referent, and so leati@gubject null is more likely to affect
overall relevance. As a result, the chance thastlbject will be fully articulated is,
therefore, increased.

To sum up, we might view Allen’s informativenesatigres as indicating the
degree to which a certain referent is likely tcaloeessible in a given context. When it
is not highly accessible, the speaker will, if pbkes tend to avoid the use of nulls in
order to provide the information necessary to aamnsthe search space so that the most
accessible referent is the intended one. Thistismsay that Allen’s list of informative
features is in any way exhaustive (I discuss furtaetors in 5.3.2) but merely that we
can explain her experimental results within thevahce theory framework appealing to

the notion of accessibility.
2.5.4 Concluding remarks

In this chapter, | have considered various appresth the phenomenon of child null

subjects in nompro-drop languages. Neither the competence, proagssipragmatic

accounts surveyed can fully explain the data. H@wd propose that an analysis

which appeals to both processing limitations aratjpratic factors can provide us with
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a more comprehensive and explanatory account, anddest that adopting the
framework of relevance theory allows us to do jhat.

During the null subject stage the child is opeatimder processing limitations
which have an impact on her abilities. As a reslle produces an utterance which is
the most relevant one compatible with her abiljtasd the elements which are
articulated will be those least likely to affecetbverall relevance of the utterance.
Thus, the null subject phenomenon is a result®fkiieaker aiming for optimal
relevance while constrained by processing limitagjand as such should fit into a
relevance theoretic account of the use of referexyressions in general. | have argued
that the accessibility of the intended refererthimdiscourse context interacts with the
abilities of the speaker (most significantly insticase, the processing limitations of the
child speaker) to make certain elements of anariter vulnerable to omission. In the
next chapter, | consider how we might charactesisat it means to be accessible, and
how this might fit into a more general theory of tise of referring expressions. In
chapters 4 and 5, | develop my approach to refgexpressions, and in chapter 7, |
return to the issue of child null subjects in tight of my relevance theory account of

null subjects in chapter 6.
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Chapter 3: Referring and Accessibility

3.1 Introduction

In the previous chapter | argued that in child lzage, processing constraints can result
in the omission of certain elements from the s@filmm of the utterance, and that the
items which are most vulnerable to omission arsg¢hshich contribute least to the
overall relevance of the utterance. Since relesama function of cognitive effects and
processing effort, the accessibility to the heafdhe intended referent (and hence of
the intended interpretation) is a crucial factartfee speaker constructing an utterance.
From this perspective, null subjects are simply ione range of possible means by
which a speaker can achieve reference. With thisind, | will devote this chapter to
some existing pragmatically-orientated account®fa#rring expressions. In particular,
| consider two accounts which focus on the relabietween the form of a referring
expression and the accessibility or givennessefritended referent, by Mira Ariel
(1990; 1994; 2001), and by Jeanette Gundel anddilagues (Gundel, Hedberg, &
Zacharski, 1993; Gundel & Mulkern, 1998; Gundel020

3.2 Contextual accounts

Existing pragmatically-orientated analyses of nefgy expressions investigate links
between the form of a referring expression usedtl@aature of the context from
which the hearer is to identify the referent. €land Marshall (1981) treat context as
involving ‘mutual knowledge’ between speaker andree Mutual knowledge, as
defined by Schiffer (1972), is an infinitely regsag form of shared knowledge in
which speaker and hearer must not only share neatsumptions, but know that they
share them, and know that they know that they sitwera, and so on ad infinitum
According to Clark and Marshall, mutual knowledde@ertain assumption may be
established via three routes: membership in a camignwhich shares this assumption,
co-presence in a physical environment which pravelddence for it, or co-presence in
a linguistic environment which provides evidenceifpand the context for utterance

comprehension is drawn from such knowledge. Ciaud Marshall’s central claim is

! For a critique of this notion, and an alternatieeount, see Sperber & Wilson (1986/95, chapter 1)
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that each of these types of mutual knowledge iscasted with a certain type of definite

reference:

Deixis corresponds to physical copresence; anapwrasponds to
linguistic copresence; and proper names corresfmaodmmunity
membership (Clark & Marshall, 1981, p. 42).

Mira Ariel classifies the associated forms of refeg expressions as ‘Linguistic
Givenness Markers, Physical Givenness MarkersKaioavledge Givenness Markers’
respectively (Ariel, 1990, p. 6, see also Ariel 398

Approaches of this type rely on what Ariel termsdgraphic context-form
correlations’, where the form of referring expressused is directly tied to the context
type to which it points. Whilst such accounts seemmake correct predictions in many
cases, Ariel (1990) argues that ‘we cannot estahlisne-to-one correspondence
between form and function according to the contgge’ (1990, p. 7). To illustrate, she
discusses the ‘stringent requirements’ that Clack larshall (1981, p. 44) treat as
applying to the use of pronouns which in their vi@guire the linguistic co-presence of
the intended referent. Ariel (1990, p. 8) providgamples showing that, while this

may often be the case, pronouns may, in fact,eétaainy of the three context types:

(1) a. Encyclopaedic Knowledge:

Sherlock Holmes to Watson: The butler di¢he murder, eliminating

incriminating evidence, etc)

b. Physical Context (drinks have been poured out).

Sherlock Holmes to Watson: The butler di¢the pouring of the drinks).

c. Linguistic Context:

What a cruel murder. The butler didthe murder, not the eliminating of

incriminating evidence).

In (1c) the pronoun ‘itis interpreted as co-referential with the ‘cruelrder’

already mentioned in the linguistic context. Ia)this linguistic context is
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missing and the pronoun is identified via the hésrencyclopaedic knowledge.
The referent of the pronoun in (1b), uttered atrémks have been poured, is
identified via the physical context and is taketéothe act of pouring drinks.
The fact that this range of interpretations is fmesuggests that analyses based
purely on ‘geographic’ context-form correlationdlweie unable to account for the
full range of data. Ariel concludes that ‘any thethat attempts to simply
correlate between linguistic markers of Givennegb@ntext-types cannot be
maintained’ (1990, p. 10).

Taking this position as her starting point, Arieleg on to develop an account of
referring expressions which she calls Accessibiligory. Accessibility theory moves
away from the idea that choice of referring expesss driven by context type, and
instead proposes that referring forms encode irdtion about the Accessibility of the
intended referent, which is therefore not just demnaf pragmatics, but ‘forms part of
the grammar of natural languages’ (1990, p. 10@}the next section | provide an

overview of Ariel’s theory, and outline some asatedl implications and problems.

3.3 Accessibility theory

3.3.1 Overview of Accessibility theory

Accessibility theory (Ariel, 1985; 1988; 1990; 199D94; 2001) provides an account
of referential choice and interpretation in whible tlegree of Accessibility of the
mental representation of the intended referentagked in the grammar. In this view,
all referring expressions are seen as broadly amaplas Ariel puts it, Accessibility
theory does ‘away with the referential-anaphorgtidction’ (1990, p. 7). When a
speaker uses a referring expression, she is sigmadl her hearer how accessible she
believes the mental representation of the intemefstent (the antecedent) to be for that
hearer in that particular context. Referring egpiens are therefore viewed as markers
which function by ‘cueing the addressee on hovetdeve the appropriate mental
representation in terms of degree of mental adoiéisgi (Ariel 2001, p. 31).

According to Ariel, Accessibility is the ‘determirg principle which accounts for
the choice of referential forms’ (1988, p. 69); sledines it as a complex ‘graded
psychological notion’ (1994, p. 37) which resulsm the interaction of several

different factors. Properties of both the mengpresentation of the referent itself and

2 Following Ariel (1990), I will capitalize ‘Acceskility’ when referring to Ariel’s theory-specific
notion, as outlined in section 3.3.1.

85



the relationship between the anaphor and the agateontribute to the overall degree
of Accessibility, and therefore to the choice dereng expression (Ariel 2001).
Broadly speaking, these properties fall into foategories: saliency (i.e. whether the
referent is salient or not, ‘mainly whether iaisopic or non-topic’), competition (i.e.
‘the relative saliency of an entity when comparethwther potential referents’),
distance (i.e. the distance between the antecedenthe anaphor) and unity (i.e.
whether the antecedent is within ‘the same framadimoint of view/segment or
paragraph as the anaphor’) (Ariel, 1990, pp. 28-Z9) these, the first two relate to the
representation of the intended referent, and titerlawo to the relationship between the
referent and its antecedent. On this accounttdtes of the antecedent as a global
topic, local topic or non-topic will affect its sace, and hence its Accessibility, as will
the number of representations competing for the oblantecedent. Similarly, degree of
Accessibility will be affected by the distance beem the anaphor and its antecedent,
and by any coherence relations that may exist atwiee two.

Memory plays a crucial role in determining how Assible a mental
representation will be, and Ariel adopts a Par@istributed Processing (PDP) model
of memory (McClelland, 1994). This model allows fiadefinitely many distinctions
in degree of activation’ (Ariel 1990, p.15), whichturn allows indefinitely many
degrees of Accessibility. Degree of activatiomiemory is a crucial factor in how
easily the intended mental representations wilidbeeved. According to Accessibility
theory, referring expressions act as ‘price ta§j890, p.16) indicating to the hearer how
much processing effort he should expect to expenetwieving the intended

representation.
3.3.2 A scale of Accessibility

Accessibility theory treats referring expressioasgaidelines for retrievals’ (1988,
p.68), which signal to the hearer how Accessiblshauld expect the intended referent
to be. Although Ariel moves away from a geograpiotion of context, she formulates
her theory in relation to the same three contgxtsy general knowledge, physical
environment and linguistic material. Whereas iemous approaches referring
expression types were seen as directly associatbane of the three context types,
Ariel treats referring expressions as encodingediiit levels of Accessibility, which are
in turn related to different context types. Infation in the immediately preceding
linguistic discourse has the highest level of Asdalty, and will be quickly and easily
available to the hearer. Information drawn from ginysical environment is associated
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with mid-level Accessibility, and finally, genetahowledge shared between the speaker
and hearer is associated with low levels of Acdrlftyi. Thus, the context types form a
hierarchy, and the association between contextaygereferring expression proposed
by the ‘geographic’ accounts is seen as ‘an adegledcription oinmarkedusage in
initial retrievals’ (1990, p.69). However, by introducithg concept of Accessibility,
Ariel claims she can also account for marked andindial uses. As shown by the
examples in (1) above, the link between context typd referring expression does not
necessarily hold in all cases. Still, Ariel claithat ‘the very same graduation of
marking is maintained’ in all cases (1990, p.7Ihe relative degree of Accessibility
signalled by the different referring forms staysstant across uses, and from this Ariel
derives her Accessibility marking scale. It sholddnoted that although Ariel often
talks of referring expressions as markers of lovd an high accessibility, this is an
acknowledged simplification of a much more compex fine-grained Accessibility

scale.

Full name + modifier Low Accessibility

Full (‘namy’) name !

Long definite description

Short definite description !
Last name
First name !

Distal demonstrative + modifier

Proximal demonstrative + modifier !

Distal demonstrative (+NP)

Proximal demonstrative (+NP) !

Stressed pronoun +_ gesture

Stressed pronoun !

Unstressed pronoun

Cliticized pronoun !

Extremely High Accessibility Markers High Accesstly

Table 1: Accessibility Marking Scale (English) (&riL990, p.73)
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Ariel's formulation of Accessibility is intended &®th universal and language specific.
Whilst the claim that referring expressions aredrghically ordered markers of relative
Accessibility is considered a universal, each lagguis seen as making the association
between Accessibility and its particular inventofyreferring expressions in its own
way. The Accessibility scale for English is givierTable 1. Thus, according to
Accessibility theory, when speakers of English aseinstressed pronoun, they are
signalling that the intended antecedent shouldidgi@yhAccessible to the hearer. If,
however, they choose to use a long definite desonipthey would be signalling that
the hearer should be retrieving a referent withtretly low Accessibility.

The fact that the scale is both universal and lalsguage specific is seen as
falling out naturally from Ariel’s next importantadm regarding Accessibility.
According to the theory, while the degree of Acdasty is conventionally encoded as
part of the meaning of the referring expressioa,dbrrelation between Accessibility
and the associated form is not arbitrary. Rathés,driven by the interaction of three
factors: the informativity of the referring express(i.e. the amount of lexical
information it carries), its rigidity (i.e. how de it is to ‘pointing to one entity
unequivocally in a potentially ambiguous conteard its attenuation (i.e. its
phonological size). Ariel sees informativity as tmost important of these factors, and
claims that the ‘more informative, the more rigitlahe least attenuated the form, the
lower Accessibility it marks’ (1991, p. 449). lethview, the combination of these three
criteria can largely motivate the scale in tableStressed and unstressed pronouns, for
example, are distinguished by degree of attenuatfdthough a stressed pronoun
encodes the same semantic information as an ussti@sonoun, it is a less attenuated
form, and is therefore associated with lower Acitelgty. Whilst the interaction of the
three factors is designed to demonstrate how th&ae between form and
Accessibility is not entirely arbitrary, Ariel ackwledges that for some of the
distinctions. a certain amount of arbitrarinessévitable. For example, the difference
between the distal demonstrative ‘that’ and theipnal demonstrative ‘this’ cannot be
accounted for via Ariel’s three factors alone. Bt#rms are equally rigid, equally
attenuated and, according to Ariel, equally infotirea She therefore treats the relative
positions of ‘this’ and ‘that’ on the English scas reflecting an arbitrary, language-

specific distinctiort.

% In the next chapter | will discuss how this obsgion forms an important part of Ariel’s justifidain
for Accessibility theory, and how relevance themight offer a different perspective on the data.
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3.3.3 Accessibility theory and relevance theory

Ariel positions Accessibility theory firmly withithe relevance theory pragmatic
framework, and claims that neither Accessibilitgdhy nor relevance theory alone can
fully account for the use and interpretation oerehg expressions. Accessibility
theory is presented as ‘a very helpful facilitatdeyice’ (1990, p. 182) which functions
as a ‘useful tool serving Relevance assessmer@80(Ip. 86). The principles of
relevance are needed to ‘select among equally sibbepotential referring
expressions’ (2001, p. 38), and so Accessibiligotly on its own is insufficient.
According to Ariel, the converse is also true, agldvance theory ‘cannot account for
the distribution of referring expressions withdu imediation of Accessibility theory’
(1990, p. 84). She briefly acknowledges the pdéyilthat her three defining criteria
(informativity, attenuation and rigidity) could mottially be ‘replaced by a Relevance
theory account, possibly rendering Accessibilitydty redundant’ (1990, p. 82).
However, she argues that certain pairs of refeexmgression forms are
‘indistinguishable as to the amount of informattbey impart’, and that as a
consequence ‘the accounts given by Relevance aniinizatiorf are at a lost to
explain why the more costly version is ever usé89Q, p. 85).

According to Ariel, relevance theory, with its twiactors of effort and effects, is
unable to distinguish between definite descriptiand their corresponding
demonstratives, as in (2)-(3), between distal andipmal demonstratives, as in (3)-(4),

or between stressed and unstressed pronouns(5s(6).

(2) The plandlew everyday from Miami to New York.

(3) This planeflew everyday from Miami to New York.

(4) That planeflew everyday from Miami to New York.

(5) Janekissed Maryand then sheéissed Harry.

(6) Janekissed Maryand then SHEkissed Harry.

* The Minimization principle (Levinson, 1998) is argral ‘least effort’ strategy which drives the
speaker to produce the shortest possible form oftt@nance.
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Accessibility theory, on the other hand, can mdéwae differing interpretations by
claiming that ‘conventionalised Accessibility margs exist’. Discussing this proposal,
Reboul (1997), suggests that Ariel’'s argument restsely on the premise that, in each
of these pairs, both forms convey exactly the safoemation (apart from
Accessibility information). If we accept this pris@, then (in Reboul’s view) Ariel’s
conclusion would indeed follow, and a strong caseld be made for some form of
Accessibility marking.

However, Reboul points out that by accepting thesrpse, we are committing
ourselves to the view that, for example, (7) andc(Bvey exactly the same

information.

(7) This cat is hungry.

(8) That cat is hungry.

For Ariel’'s argument to hold, the only differencethe information conveyed by (7)
and (8) must be about the Accessibility of thendied antecedent. But as Reboul
points out, this does not seem to be the casetdhmnstrative determiners encode
information about ‘the relative distance betweangheaker and the object designated’,
and she argues that this spatial information ‘cabecequated with Accessibility’
(Reboul 1997, p.1D).If this is the case, then, contrary to Ariel'sioh, the forms in (7)
and (8) can be distinguished in terms of the infattan they convey, and relevance
theory may have something to say about their Qigtion. Although this argument
does not entirely rule out the possibility thatreihg expressions are conventionalised
markers of Accessibility in the way that Ariel seggs, if we can account for their
distribution without appealing to the extra maclynef an Accessibility scale, then
such an account should be preferred. In the rfegtter, | reconsider Ariel's arguments
against the possibility of a relevance-only accaineferring expressions, and argue
that by treating referring expressions as encopigedural meaning that is not itself

analysable in terms of Accessibility, we can doaw#h Accessibility theory entirely.

® In the next chapter | look more closely at hovs information might be characterised.
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3.3.4 Problems and limitations

Apart from questioning the assumptions on whicteAbuilds her argument for the
introduction of Accessibility theory, Reboul (199¥$cusses some further problems
with the Accessibility approach.

As noted above, Ariel treats all referring expressias broadly anaphoric,
claiming that ‘in all cases an addressee looksifecedents which are themselves
mental representations’ (1990, p. 6). As a reshdtoverlooks the fact that they ‘can
indeed refer and do so fairly frequently’ (Rebo891Z, p. 10). This leaves her with
little to say about cases where, for example, destnatives are used to refer to
something in the physical context which the hehesr not yet noticed, and it also raises
guestions about how her account might deal witlefinites. Reboul concludes that
Ariel's notion of Accessibility is ‘simple and moliic’ (1997, p.17), and she develops
this point by looking more closely at the data vilhiriel uses to support her theory.
Although Ariel describes Accessibility as a funatiof four factors (saliency,
competition, distance and unity), her empiricallgsia is based on only one of these:
distance between antecedent and anaphor in aFexthermore, her examples are
drawn from a corpus that contains only single-speakritten sources, such as
newspaper articles and short stories. Reboul ipmsstvhether Ariel would have got
similar results if she had included transcriptsmdken discourse in her sample. She
concludes that ultimately what is missing from As@ccount of referring expressions
is reference itself.

Finally, both Ariel and Reboul seem to have ovekemba major factor which
distinguishes different types of referring expreasand which is available to relevance
theory: the amount of effort required to procegséhexpressions. On the assumption
that stressed pronouns require more effort to m®dean unstressed pronouns (Sperber
& Wilson, 1986/95, pp. 202-217; Wilson & Whartor)aB), we have a means to
distinguish utterances (5) and (6) (‘Jane kissedyMad then she/SHE kissed Harry’).
Similarly, the higher frequency of use of ‘the’ cpaned with ‘this’ or ‘thaf should
mean that it requires less effort to process, agtavides a means to distinguish
between examples (2) and (3] lie/this plandlew everyday from Miami to New
York’). Processing effort will play a crucial roie my relevance-based account of

these examples, and also in my analysis of diafg-stull subjects.

® A search of the British National Corpus return§ %069 instances of ‘the’, compared with 1119443
instances of ‘that’ and only ‘457821’ instancestbis’. The contrast is more striking, given ttlae
search did not exclude non-demonstrative usehaf ‘(e.g. introduction of a relative clause).
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3.3.5 Special uses and special problems
3.3.5.1 Special uses

Accessibility theory treats the level of Accessibiencoded by a referring expression
as correlating with the Accessibility of the intexdreferent in a given discourse
context. However, Ariel concedes that this refaionot always simple, and she
acknowledges that there are examples which ‘offiette of it seem to pose counter-
examples to Accessibility theory’ (1990, p.198)n §bme occasions, a speaker will
appear to ignore the Accessibility of the intendeférent, and choose a referring
expression which marks a higher or lower level otdssibility than is associated with
the intended referent at that point in the disceursccording to Ariel, such uses
‘encourage an addressee to derive specific additmyntextual implications’ (1990, p
199), and she defines three categories of such uses

First, there are cases which Ariel terms ‘insingembere the speaker treats a
‘non-accessible entity as if it were accessibleri¢h 1990, p. 199) Consider the
contrast between the distal demonstrative andefiaite description in (9) and (10)

respectively.

(9) That holiday we spent in Cyprus was really somethivasn't it?

(10) The holiday we spent in Cyprus was really somethivesn't it?

According to Ariel, the sense of ‘here and now'azsated with the use of the
demonstrative in (9) creates a vividness effedte Speaker ‘makes an appeal to some
shared experience, attempting to bring the pds#etq1990, p. 199).

Second, the speaker may use a referring expresasimh marks low accessibility
when the intended referent is highly accessibiaéndiscourse context. To illustrate,
consider examples such as (11), where a defingergion is used when a pronoun

would have been acceptable.

(11) When John came home this afternoon, the son dth broke all the windows.

"It is not clear what Ariel means by ‘non-accessiblere, or how example (9) would work at all i€th
intended referent were ‘non-accessible’. It i®aist clear why Ariel distinguishes between casksre
non-accessible entity is treated as accessiblecases where the speaker ignores the low accétsysiil
an entity and refers to it using a relatively highmarker. In my view these would seem to be shght
different versions of the same strategy.
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(Ariel, 1990, p. 202)

According to Ariel, such uses are ‘aimed at focggin some particular aspect of the
referent’ (1990, p. 201).

Finally, there are cases where the referring espaaised is associated with a
higher level of Accessibility than might perhapsexpected. According to Ariel, use of
high accessibility markers such as pronouns cauitriesan ‘empathy effect’. She goes
on to propose that the Accessibility scale is alscale of empathy, and that high
accessibility forms imply a level of closenessrdimnacy.

Alongside these cases, there are also occasiorne Wieeuse of a high
Accessibility marker is ‘unjustified’. Ariel claimthat such uses carry negative
connotations. She illustrates this with a disaussif what she terms ‘conventional
Accessibility raising devices’ (1990, p. 204). fexample, a proper name may be

prefaced with a demonstrative determiner, as ij. (12

(12) This Henry Kissinger really is something!

In Ariel's view, this has the effect of ‘cancellitige familiarity assumption associated
with names’ (1990, p. 205). When this is unjustfi in other words, when the referent
cannot reasonably be assumed to be unfamiliaegative, derogatory effect is

generated.
3.3.5.2 Special problems

Ariel's discussion of the special uses of referxgressions is on the whole rather
vague. However, she touches on something thadt émplore further in the next
chapter: the idea that referring expressions mayribuite more to what is
communicated by an utterance than just a referentll consider examples of the type
discussed by Ariel, and argue that they do indesdribute to the derivation of
implicatures. However, Ariel’s treatment of thes@amples raises some problematic
issues about her proposal to analyse referringesspns as Accessibility markers, and
about the role they play in reference resolution.

The special effects outlined by Ariel are the resti departure from the normal
correspondence between the Accessibility markertlamdepresentation of the intended
referent. It follows, therefore, that, in thesses the hearer must make a crucial

decision when processing the referring expressinrsome cases, the intended
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interpretation will be derived if the hearer prode@ormally, and takes the expressions
as providing ‘no more than guidelines for retriav@friel 1988, p.68). In others, he
must override these guidelines, and retrieve sdtamative effect instead. It is unclear
how the hearer decides which strategy to folloithdugh Ariel refers to acceptable
and unacceptable uses of Accessibility markersgstes only one hint as to when the
speaker might judge a use unacceptable: this isWwhe local context make(s) it
manifest that the unusual referring expressiomimesextent follows from it’ (1990, p
201). However, she gives no further details on Heevcontext would guide the hearer
in this way, and it remains unclear how the hesréy judge that a referring expression
is to be treated as unusual in some cases, and ehgimould take it as purely and
simply a signpost to the intended referent.

Once the hearer has decided that extra effecist@reded, he may still face
potential problems. According to Ariel, use of gher than expected Accessibility
marker may lead to empathy effects, or it may peeduegative connotations. Ariel
claims that the interpretation depends on whetiewuse is ‘unjustified ‘or not.
However, she gives little indication of how the te¥ashould judge a use as
unjustifiable, except to say that it happens ‘whespeaker cannot plausibly be assumed
to be unfamiliar with the referent (1990, p. 20%p, whilst on the one hand Ariel is
arguing for a treatment of referring expressiongaglelines for retrievals’, on the
other hand, her account relies on the hearer alreaalwing how accessible the
intended referent is: otherwise, he will be undbldecide on the correct interpretation
of the expression. But if the hearer needs to khow accessible the referent is in
order to interpret the referring expression, thenlével of accessibility does not need
to be signalled.

In the next chapter, | will argue that these protsdecan be overcome by
developing an analysis of referring expressionstvig fully integrated into the
relevance theory pragmatic framework. On this antaather than having to decide
whether a particular use is appropriate or justiftae hearer simply follows the
relevance theoretic comprehension procedure, atsl itgerpretations in order of

accessibility until his expectations of relevance met.

3.4 Gundel and colleagues: The Givenness hierarchy

3.4.1 Overview
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Like Ariel, Gundel, Hedberg and Zacharski (1998gr(ceforth GHZ), attempt to
explain why speakers choose certain referring esgioes in certain discourse contexts,
and how hearers identify the intended referent ftioose expressions. Whereas Ariel
claims that levels of Accessibility are encodegat of the conventional meaning of
referring expressions, GHZ base their approachhercognitive status (involving
‘information about location in memory and attentsiate’ (1993, p. 274)) of the
intended referent. They propose that differeninfopf referring expressions ‘signal
different cognitive statuses...thereby enablingatiéressee to restrict the set of
potential referents’ (1993, pp. 274-5), and thesnidy six cognitive statuses which

form a Givenness hierarchy, reproduced here inelabl

. . Uniquely :
In focus  Activated Familiar _ N Referential  Type
identifiable _ N
> > > > identifiable
>
this
it {indefinite
{it} that {thatN}  {the N} _ {aN}
_ this N}
this N

Table 2: The Givenness Hierarchy (Gundel et al 199275)

Each cognitive status is associated with a diffefemm or forms of referring
expression, and the table shows the necessaryufficdent conditions for the
appropriate use of those forms. For a referesatisfy the condition of being ‘type
identifiable’ the hearer need only be able to as@esepresentation of the type of object
involved. An intended referent will count as‘redatial’ if the hearer is able to retrieve
an existing representation of that referent, oistwict a new representation of it. If the
hearer is able to ‘identify the speaker’s intendsfdrent on the basis of the nominal
alone’, then it is said to be ‘uniquely identifiabl Continuing up the scale, if the
intended referent is represented in the hearerfaangthen it is said to be ‘familiar’,
and if it is ‘represented in current short-term noeyh then it is ‘activated’. The
‘activated’ status is necessary and sufficientiieruse of the bare demonstratives ‘this’
and ‘that’ and the proximal complex demonstratives'N'. Finally, an intended
referent which is not only in current short-termmuaey, but is also the current centre of
attention is said to ‘in focus’ (1993, p. 276-230).

On the surface, this approach seems very similarigd’s. According to GHZ,

however, it is the nature of the relationship bemthe various statuses on the
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hierarchy that makes their approach different. SEheognitive statuses are in a one-way
implicational relationship, so that satisfactiortloé conditions for a particular status
entails satisfaction of the conditions for all 8tatuses further down the scale. Thus, if
an intended referent is ‘activated’, then it isd&finition also ‘familiar’, ‘uniquely
identifiable’, ‘referential’ and ‘type identifiable By contrast, satisfying the conditions
for being ‘activated’ does not entail that the refe also satisfies the conditions for
being ‘in focus’, and so on.

It follows from this approach that a form assoaiarth a relatively low
cognitive status may be used to refer to an int@mdgerent which satisfies the
conditions for a higher status. Consider (13)etaktom Gundel et al (1993, p. 296).

(13) Dr Smith told me that exercise helps. Since | théiairom A DOCTOR, I'm

inclined to believe it.

At the point where the phrase ‘A DOCTOR'’ is pro@sghe doctor in question is
represented in current short-term memory, andgsably the current centre of
attention. So, at the very least, the conditianglie ‘activated’ status are met, and it
might also be claimed that the referent is ‘in ®cuHowever, according to GHZ, use
of the indefinite article is perfectly acceptabighis example, even though it is
associated in the Givenness hierarchy with ‘tymaidiable entities’. This is because,
as noted above, the speaker intending to refem taciivated’ referent may choose a
form associated with ‘activated’ or with any stabetow ‘activated’ on the scale. By
comparison, consider the conditions that would neduk satisfied for (14) to be

uttered appropriately.

(14) That dog next door kept me awake last night.

The use of the term ‘that dog’ indicates that #fenent is at least ‘familiar’. According
to GHZ, this means that the addressee has a repaéee of that particular dog in long-
term memory. If (14) were to be uttered in a disse context where the hearer does
not know that the speaker’s neighbours have attieg, GHZ's account predicts that
the utterance will, at the very least, seem oddsuich a discourse context, the referent
would fail to satisfy the necessary conditionsddfamiliar’ entity, and replacing ‘that
dog’ with the referring form ‘the dog’ from one ptdown the scale feels much more

appropriate.
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The Givenness hierarchy, like Accessibility theasyglaimed to be both universal
and language specific. According to a survey edraut by GHZ, cross-linguistic
application of the approach reveals that the ®xiified statuses are sufficient,
although not always necessary, for describing refgexpression use in the languages
included in the study. English was the only largguan the group which required the
status ‘referential’, and Japanese, Russian angeGaiwere found only to require four
of the remaining five statuses. This cross-lingisurvey also revealed that the
correlation between linguistic form and cognitivatss was not arbitrary: the forms at
the top of the scale, and therefore associated‘inifocus’ entities, tended to have the
least phonetic content in all the languages studied

In sum, the Givenness hierarchy makes predictibositethe ‘highest’ form of
referring expression that may be used to pick quaréicular entity in a given discourse
context. In many cases, this will leave the speakth several choices of referring
expression. Theoretically, whenever an entityrisocus’, the speaker has the full
range of referring expressions to choose fromesaanditions for all these statuses will
automatically have been satisfied. Conversely,nndnbearer processes an indefinite
description, he could, in theory, take it to apyanything that satisfies the nominal

part of the description:

‘a dog'...is appropriate only if the addressee can be asstoriatbw the
meaning of the word ‘dog’ and can therefore un@egtwhat type of thing
the phrase ‘a dog’ describes (1993, p. 276).

Despite this apparent flexibility, GHZ argue thag thoice between possible referring
expressions is not random. They propose thattaraiction between the Givenness

hierarchy and Grice’s conversational maxims (Gri@¥,5; 1989) can explain why any
particular form is selected on any given occasilonthis way, they claim to be able to

fully account for the distribution of referring engssions in language use.
3.4.2 The Givenness hierarchy and Grice

As noted above, the implicational nature of theg@ivess hierarchy means that there
will often in principle be several choices of refieg expression available to the
speaker. If an entity is in focus, it can be patkeit by using any of the referring
expression types. Similarly, any potential reféuld be picked out by use of an
indefinite article. Sitting at the bottom of theate, and requiring only that the hearer

can identify what type of thing is being referredihdefinite articles should be
97



available in all instances. However, GHZ'’s sureéyhe distribution of referring
expression forms confirms that the choice betwhervarious available forms is not
random, and that certain clear patterns emerge example, although theoretically
available in all instances, indefinites tend towraanly when the referent is, at most,
‘referential’. Similarly, whilst ‘in focus’ entis may be referred to using any type of
expression, discourse analysis reveals that treeysually picked out using forms
associated with the more restrictive cognitiveustas. GHZ argue that these patterns
result from interaction between the Givenness hisaand Grice’s maxims of

quantity, given here in (15).

(15) a. Make your contribution as informative as reedir
b. Do not make your contribution more informatiban is required. (Grice,
1989, p. 26).

Since each cognitive status on the Givenness bleyantails the statuses below it, as
we move up the hierarchy the cognitive statusesrheamore restrictive, and there will
be fewer and fewer entities in a discourse coriteattsatisfy the necessary conditions.
Thus, the referring expressions associated withsta higher up the scale can be said
to be more informative, since they narrow the $gtotential referents further. It
follows from Grice’s first quantity maxim (Q1), gim in (15a), that when linguistic
terms form a scale of this sort, use of a partictden generally implicates that
conditions for the use of higher terms are not met.

Scalar implicatures of this sort arise and havanlmeech discussed in the Gricean
pragmatic literature (Levinson, 1983; 2000, Hor®84; Carston, 1997; Noveck &
Sperber, 2007; Geurts, 2010). Examples (16) andif@istrate the implicature

standardly associated with the <some, all> scale.

(16) Some of my friends are softballers.

(17) All of my friends are softballers.

Utterance (17) is more informative than (16). Amliog to Q1, if the speaker is in a

position to use the more informative version, teka should do so. As aresult, if a

speaker utters the less informative (16), she rapds that (as far as she knows) (17)
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does not pertain. The hearer is then entitledfer ithat not all of the speaker’s friends
are softballers. Crucially, this is not is a lajientailment of (16), since it can be

cancelled without contradiction, as in (18).

(18) Some of my friends are softballers, in fact, althem are!

According to GHZ, similar effects arise with thev&nness hierarchy, and some of the
distributional facts described above can be expthly appeal to Grice’s first quantity
maxim. Thus, use of an indefinite article typigathplicates that the referent is not

uniquely identifiable. Gundel and Mulkern (19982p) discuss the following example

(19), which I have abbreviated for reasons of space

(19) From Minneapolis to Mankato | was sitting next tblack woman.

According to the Givenness hierarchy, the indediaitticle in (19) signals that the
referent is at least type identifiable. The speakeuld therefore expect at least to be
able to access a representation of the type diyamder discussion: in this case ‘a
black woman’. Furthermore, via Q1, (19) conversadily implicates that the intended
referent is not uniquely identifiable. The healeould therefore not expect to be able
to assign a unique representation to the woman.

The statistical correlation found in GHZ'’s survestween ‘in focus’ referents and
use of stressed pronouns and zeros is also predigtthe interaction between the
Givenness scale and Q1. If an entity is in fotlsn the most informative way to refer
to it is by using a form which restricts the sepoftential referents accordingly. This
leads GHZ to argue that instances of what theyfgells shift can be explained via the
Givenness hierarchy. Consider the example in (@0ndel, Hedberg, & Zacharski,
1993, p. 298).

(20) ...going on back from the kitchen then is a littldlway leading to a window,
and across from the kitchen is a big walk-throuigiset. On the other side of

thatis another little hallway...

At the point when the demonstrative ‘that’ is utgrboth ‘the kitchen’ and the ‘closet’
are activated. However, only ‘the kitchen’ is atfis. According to GHZ,

‘demonstratives not only don’t require the referenbe in focus, but often implicate
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that the referent is not currently in focus’ (1993299). As a result, the hearer is
guided to a referent which is activated but ndbirus. If we replace ‘that’ with ‘it’,
then ‘the kitchen’ is the only possible referemgcs it is the only ‘in focus’ entity.
However, GHZ also point out that use of a particidam associated with a
certain cognitive status doesn’t always implicata itonditions for higher statuses are
not met. They demonstrate this by comparing defidescriptions with complex
demonstratives. Not only does use of a definiterd@ner not implicate that a
demonstrative determiner would not have been apiatep but when conditions for
both statuses are met, the lower form is usedamthjority of cases. GHZ argue that
this is due to the influence of second quantity imagQ2) (‘Do not make your
contribution more information than is requiredDefinite noun phrases - unlike
pronouns - contain descriptive material, which,cading to GHZ, is often enough by
itself to identify the intended referent. As aulgsexplicit signalling of a more
restrictive cognitive status would be superfluars] a speaker complying with Q2
should avoid it. They go on to claim that ‘sincesnreferences which are uniquely
identifiable in a discourse are also at least fiamiexplicitly signalling a status higher

than uniquely identifiable would be more informatithan required’ (1993, p. 300).
3.4.3 Limitations of a Gricean analysis

Whilst interaction between the Givenness Hieramhg Grice’s maxims of quantity
may go some way towards explaining the selectia@hiaterpretation of referring
expressions, | want to suggest that this appraatimited in its explanatory power, and
overlooks certain important properties of referrexgpressions and the contribution they
make to overall utterance interpretation.

Reconsider (13) (*...since | heard it from a docton inclined to believe it’).
GHZ appeal to this example to illustrate theirmidhat use of a relatively low form
does not necessarily implicate that conditionshfgher forms are not met. Whereas
use of the expression ‘a black woman'’ in (19) esrsas implicating that the speaker
does not know the woman in questiomon-identifiability is not part of the encoded
meaning of an indefinite descriptions. Thus, fa@tance, the indefinite noun phrase ‘a
doctor’ in (13) does not entail that the doctogirestion is not uniquely identifiable,

familiar and so on. According to GHZ, since wisatelevant in this utterance is the

8 | will go on to argue that in such examples latkrmowledge is only one possible explanation fer th
speaker’s under-informativeness. It may be the taat the speaker knows, but does not wish to
disclose, further information , or it may be thaé simply does not judge the extra informationileedy
to make a positive contribution to the relevancéhefoverall utterance.
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property of being a doctor, rather than the idgmtftthe doctor, an indefinite
description is acceptable. | believe that witls thibservation they are touching on an

important point. Consider the alternative uttemimc(21).

(21) Dr Smith told me that exercise helps. Since | tiétafirom him, I'm inclined to

believe it.

It might be argued that ‘a doctor’ in (13) and ‘him (21) are used to pick out the same
person, namely Dr Smith. However, the two utteesndearly communicate very
different overall meanings. As GHZ point out, IrBJ, the speaker suggests that she
believes Dr Smith because he is a doctor. In (&ever, she suggests that she
believes him because of the particular person.h8iisce (21) is acceptable, we know
that the referent is ‘in focus’, and hence, acaaydo the entailment relations of the
Givenness scale, any referring expression typerdoneghe scale should also be
acceptable. However, whilst both versions are @ietde, they convey different overall
meanings. The Givenness scale gives us no wayptdiaing why this should be.
According to the GHZ analysis, utterance (13) wit carry Q1 implicatures because it
is the property of being a doctor rather than temiity of the doctor that is relevant. |
suggest that the fact that the hearer is beinguraged to consider the property of
being a doctor as relevant is itself an important pf what is communicated by (13).
According to relevance theory, overall utteranderpretation involves
constructing an appropriate hypothesis about tihéegtual assumptions the hearer is
expected to use. In order to understand the cl&iisee | heard it from a doctor’ in
(13) as explaining why the speaker believes thatase helps, the hearer must
construct a hypothesis about the intended conteassamptions. For utterances (13)
and (21), the beliefs attributed to the speaket,.ss®ed as contextual assumption will be

along the lines of (22) and (23), respectively.

(22) All doctors give good advice.

(23) Dr Smith gives good advice.

Since assumption (23) is a special case of (28rarice (13) provides an explanation

for the speaker’s decision to believe Dr Smith,Istralso communicating that she trusts

doctors in general. However, (23) does not e(@&). Although it too provides an
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adequate explanation, it would be perfectly poedibi the speaker to trust Dr Smith,
but to have no opinion about the trustworthinesdamtors in general. Hence, (13) and
(21) are qualitatively different in what they commzate. GHZ overlook this point.
They fail to explain how the speaker of (13) corsvé32), whilst relying on it to explain
the absence of a Q1 implicature in this case.

As this example illustrates, GHZ claim that, whils¢ Givenness hierarchy may
interact with Grice’s Q1 and Q2 maxims to yield ity implicatures, such
implicatures do not necessarily arise in all cagagheir view, Q2 implicatures
frequently arise when definite descriptions araluserefer to an entity that is
‘familiar’. Although definite descriptions signtiat the entity need only be ‘uniquely
identifiable’, GHZ's analysis relies on the assuimpthat ‘most references which are
uniquely identifiable in a discourse are also astdamiliar’ (1993, p. 300). Using the
‘familiar’ form, ‘that N’, would therefore be moiaformative than is required.
However, if the difference between ‘uniquely idéable’ and ‘familiar’ so often fails
to be exploited, then there appears to be litdéifjoation for positing two different
levels on the hierarchy in the first place. Indg@HZ’s definitions of these two levels
are similar: in both cases the intended referent beaidentified via a representation of
it in the hearer's memory. In addition, ‘uniquégntifiable’ entities may be identified
by the ‘descriptive content...encoded in the noimisalf’ (Gundel, Hedberg, &
Zacharski, 1993, p. 277). It follows from the Giness hierarchy that when something
is familiar, it is also uniquely identifiable. Aoing to GHZ, the nature of uniquely
identifiable entities means that they are also lstemiliar. Thus, the two statuses
overlap considerably and it becomes unclear howty the two levels should be
distinguished at all.

Furthermore, if, as GHZ claim, Q1 implicatures dd arise automatically in all
cases, and Q2 implicatures may arise when cexainsf are used in certain contexts,
then we need some explanation for how a heareepiddpen it is appropriate to derive
an implicature and when it is not. It seems thyaajppealing to Grice’s maxims, the
Givenness account tacitly acknowledges that its mestment of the cognitive
processes underlying the speaker’s choice of rafeaxpression does not go far
enough.

Apart from these problems the Givenness/Griceanwatds also fairly limited in
its explanatory power. The only inferences alloweder the GHZ (1993) account are
those relating to cognitive statuses, and therdforeference resolution. | will argue in

the next chapter that the speaker’s choice ofniefgexpression can and does result in
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a wide range of other inferential effects, and thase cannot be explained by appeal to

cognitive status alone.
3.4.4 The Givenness hierarchy and relevance theory

As noted above, the GHZ framework as originallysprdged in 1993 relies on
interaction between the Givenness hierarchy andeGrimaxims of quantity. | have
argued that this account leaves many questionsswead about how hearers
recognise which implicatures to derive and whanlater work, Gundel and Mulkern
(1998) demonstrate that the GHZ account also $alist of explaining the full range of
data and judgements. For example, according tGihenness hierarchy, the use of the
definite article ‘the’ signals that the referenbshl be at least uniquely identifiable. In
discourse, however, the definite article tendse@sed for entities that are represented
in short term memory, and are therefore at leasivated’. Consider (24), from

Gundel and Mulkern (1998, p. 29).

(24) | closed the bedroom door. Later, | noticed thatdoor was open.

In (24), the definite description ‘the door’ is mositurally interpreted as referring to
the previously mentioned bedroom door. Whilst thesr is indeed uniquely
identifiable, it is only one of many doors that &kely to be uniquely identifiable to the
hearer. The GHZ framework has no obvious way pfaring why the previously
mentioned door should be selected in preferenaaymther uniquely identifiable door.
What is needed, they conclude, is some explanafiblow the intended interpretation
is chosen from all those with the appropriate ctigmistatus. Here, they turn to

relevance theory and find that it offers an explimaof how this might take place:

...in processing an utterance an addressee wirad® most easily
accessible interpretation that provides adequattegtual effects. This
theory would therefore predict that in determinihg intended
interpretation of a referring expression, the aslsiee would choose the
interpretation from the most accessible contextpag as this is consistent
with the meaning directly encoded in the form ft$&undel & Mulkern
1998, p.32).

An explanation along these lines might seem to ajgetihe possibility that relevance
theory alone can explain the use and interpretatioaferring expressions without
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appeal to the notions used in the Givenness higyaend in later chapters, | will argue

that it does. However, like Ariel, Gundel and Medik argue that relevance theory on

its own is inadequate to deal with the full ran§éata, since in their view, it has

‘nothing to say about differences in the way paitic forms (e.g., ‘a’, ‘the’, ‘this’,

‘that’, ‘it’") constrain possible interpretations kdferring expressions’ (1998, p. 33).
Consider the referring expressions in (25) and, (@69 the associated

judgements.

(25) A restudy of pareiasaurs reveals that these prieniéptiles are the nearest

relatives of turtles.

(26) ?7?A restudy of pareiasaurs reveals that the prienigptiles are the nearest

relatives of turtles.

Gundel and Mulkern (1998) and Gundel (2003) distiisse examples, and argue that
the Givenness hierarchy explains the data in aneayvailable to a relevance only
approach. In (26), the definite description ‘thianitive reptiles’ is judged
unacceptable on a reading where ‘primitive reptiesoreferential with ‘pareiasaurs’,
whilst the corresponding complex demonstrative2i) (s judged acceptable. What
makes (26) unacceptable in their view is that tlstraccessible interpretation of the
definite description ‘the primitive reptiles’ isgroup of primitive reptiles that is not co-
referential with (although it may include) the pasaurs. In (25) and (26), the definite
description and complex demonstrative forms are ssecarrying the same semantic
information which, according to Gundel, ‘constrapussible interpretations to
primitive reptiles, but...provides no informatiobcat which primitive reptiles are
intended’ (Gundel 2003, p. 6). The key to undewditag the differences in acceptability
and interpretation must therefore lie with the deiaer. According to the Givenness
hierarchy, the demonstrative ‘these’ signals thatreferent is at least ‘activated’ in the
hearer’'s cognitive environment. Gundel and Mulkdeim that the complex
demonstrative in (25) is acceptable because teerrly one potential referent which
satisfies the ‘activated’ criterion (namely the gkpareiasaurs).

By contrast, the definite article ‘the’ in (26) sajs that the referent should be at
least ‘uniquely identifiable’. This cognitive stigtis lower down the scale of
Givenness, and is therefore less restrictive. Pesalt, there will be more potential

referents which satisfy this requirement. Accogdio Gundel, there might well be
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other groups of primitive reptiles, including thegp of all primitive reptiles, which
satisfy the condition of being uniquely identifiabl The referring expression in (26)
should therefore be more difficult for the heacerdsolve, and, if anything, will lead to
a different interpretation.

According to the Givenness hierarchy a referringregsion signals that the
intended referent meets the necessary and sufficterditions for a particular cognitive
status. This restricts potential referents to fnese that meet these conditions. Gundel
and Mulkern (1998) then introduce the idea thasaerations of relevance drive the
choice between these referents. According totfudified analysis, neither the
Givenness hierarchy nor relevance theory can adiount for the data without
appealing to the other. In the next chapter, | @ghsider this claim in more detail, and
argue that this is not correct. | will argue trelevance theory, supplemented by
semantic information which makes no appeal to mstiof either Givenness or
Accessibility, can account for the full range dierence cases, and so there is no need

to introduce theory-external scales or hierarchies.

3.5 Against a scalar analysis: the case of names

The Accessibility and Givenness accounts both dgparthe assumption that referring
expressions form a hierarchy or scale. Whether dedine the points on the scale as
representing a level of Accessibility or a cogrétstatus, they share the idea that
referring expressions encode this information, sigdal it to the hearer as a guide to
reference resolution. In this section, | presente objections to such scalar accounts,
and suggest instead that the appropriatenessedéing expression varies with the
discourse context in which it is used. Discoursetext, | will argue, affects the
felicitous use of a referring expression much nibem its place on a hierarchy or scale.
The data | discuss will also raise the issue of homsiderations of style might
influence the use of referring expressions. | vatlrn to this point in much more detail
in chapters 4 to 7.

Ariel presents the Accessibility scale in 3.3.2danguage-specific manifestation
of universal principles, which is affected by théormativity, attenuation and rigidity of
referring expressions in English. As a resultanfguage-specific factors, the scale may
vary in particular details from language to langragor example, if a language does
not use zero forms, the accessibility scale wilea this, and will differ from the scale

for a language such as lItalian, which does usefpents.
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In this section, | use the case of proper nam&ngiish to argue that a scalar
approach is inadequate to account for the datavibhg aside any cross-linguistic
differences, the accessibility level associatedh Wit use of names does not remain
constant even within a single language. Namespmctaur places on Ariel’s
Accessibility scale for English (Table 1). ‘Futme + modifier’ sits at the very bottom
of the scale, closely followed by ‘full (‘namy’) n@’. Moving up the scale, and
skipping over long and short definite descriptiams,find ‘last name’, followed by
‘first name’. According to this scale, then, usedast name signals that the referent is
less accessible to the hearer than if a first naamdebeen used. According to Ariel, ‘last
names are less ambiguous than first names’ (1991)pand first names are ‘not such
good disambiguating tools. Hence they must refeelatively highly accessible
entities’ (1990, p. 40). At first sight these atai seem quite plausible. Certainly, for
the kind of academic works and newspapers from lwAitel draws much of her data,
they are likely to hold. However, | will argue thhis is not always the case, and that
the appropriate form will vary not only with thecassibility of the referent, but also
with the specifics of the discourse context, inalgdsocial conventions about the use of
proper names. By ‘discourse context’, | mean #teofassumptions (‘thoughts treated
by the individual as representations of the realadvdSperber & Wilson, 1986/95, p.

2)) accessible in the cognitive environment ofdcbenmunicator and audience. Bearing
this in mind, | will conclude that Ariel’s claim &t there is an ‘association of specific
forms with specific levels of Accessibility’, ankat ‘degree of Accessibility dictates
formal choices’ (1990, pp. 75-76) is too strong.

Consider the referring expressions in (27)-(38}elil in order of Accessibility

from lowest to highest, as indicated on Ariel’'sleca

(27) The pop singer, Kylie Minogue.

(28) Kylie Minogue.

(29) Minogue.

(30) Kylie.

Accessibility theory predicts that (27) should Isediwhen the referent is of very low

accessibility, (28) when the referent is slightlgne accessible, and so on until the high
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accessibility form in (30). Now, consider (31) &8&) as headlines on the cover of a

magazine.

(31) Minogue has new boyfriend.

(32) Kylie has new boyfriend.

Assuming that a headline of this sort is taken dseourse-initial utterance, and that
the set of potential referents includes all theloeties and public figures within the
remit of the magazine’s interest group, we migitest the lower Accessibility marker
(i.e. ‘Minogue’ to be preferred, since, as Aridgims, ‘last names are less ambiguous
than first names’. On this account, (31) shouldheepreferred headline. However, this
prediction is not necessarily correct, and | sugties there are at least two reasons for
this.

First, in the given discourse context (based otbed of celebrity gossip), there
are two candidate referents with the last name dgue’, but only one with the first
name ‘Kylie’. In this discourse context, therefaitds simply not the case that a last
name is less ‘ambiguous’ than a first name. lalgarnative discourse context, the
situation may be reversed. If, for example, traeetwo or more girls with the first
name Kylie in the same school class, an utterah¢@2y might well fail to pick out a
unique referent, and the speaker would have t@us#erent form. It is therefore not
possible to make generalisations about the pragrappropriateness of a referring form
based on Ariel’s notion of Accessibility alone. tRer, the choice of an appropriate
referring expression must be made relative to eodise context, and is driven not only
by the form of the referring expression itself, blgo by properties (e.qg. rarity of use of
the name, number of competing potential referesftf)e specific expression which
vary depending on the discourse context in whigh itsed. This type of interaction
between discourse context and the level of acaéssassociated with a referring
expression is not provided for within Accessibilibeory.

Secondly, stylistic or social factors seem to @ayimportant role in the choice of
referring expression. Again, this is somethingeqilicitly allowed for in Ariel’s
framework. In certain circumstances, for instalicgeems to be socially appropriate to
pick out a referent by their last name only (enga¢ademic citation, court reporting or
political commentary), whilst in others it wouldesa odd (e.g. in a discussion amongst

friends or in a gossip column). Although in somases the choice will be linked to the
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formality of the register, this is not always s8occer fans discussing a game, for
instance, may be likely to refer to the playerghsir surname only, despite the
informality of the conversation.

We can see how the need to distinguish betweematecferents might interact

with stylistic or social conventions in example8)and (34).

(33) Williams is my favourite tennis player.

(34) Venus is my favourite tennis player.

Although tennis players are, by convention, motdrofeferred to by their last names,
in the case of two successful tennis-playing ssstiis strategy is likely to lead to
confusion. In a discussion of sportsmen and worttenutterance in (33) is unlikely to
enable the hearer to assign reference to a unigliddual. However, the relative rarity
of ‘Venus’ as a first name, specifically within scburse context involving knowledge
of famous tennis players, means that an utterah@pwill be likely to be felicitous.
What this suggests is that each use of a refeevtpgession in discourse depends not
only on the location of the referring expressioracstale or hierarchy, but on
interaction between the specific referring expr@ssised and the discourse context in
which it is uttered.

By categorising referring expressions by type, failthg to consider their
appropriateness relative to the discourse contewhich they are used, Accessibility
theory leaves itself unable to account for diffgrirses of different instances of the
same referring expression type. It cannot expldiy it is inappropriate to refer to
people by their first name in some discourse cdatard by their last name in others.
Just as (31) (‘Minogue has new boyfriend’) woulditeppropriate in an informal style
of publication, so (35) would be inappropriate macademic journal, no matter how

accessible the mental representation of Noam Chpmsght be.

(35) Noam now writes more often on politics than on diisgjcs.

Such examples suggest that treating Accessibiléyking as part of the ‘inherent
definition’ of a referring expression may be tomey. The resulting treatment does not
allow for stylistic conventions, differing level$ eniqueness and rigidity, and most

importantly, the interaction of referring expressavith the discourse context in which
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they are used. Ariel concedes that in certairuoigtances some referents may ‘possess
a salient and privileged status for us’ (1990,1. 4However, it is not clear how such
exceptions would fit with the notion of a ‘univefsscale, or what the role of the ‘scale’

would be if the scalar relationships can be soilgdisregarded.

3.6 Concluding remarks

Accessibility theory and the Givenness hierarcltghesttempt to give a pragmatically
orientated account of the use of referring expogssin natural discourse. Both claim
to integrate with the relevance theoretic pragmiasimework, whilst arguing that
relevance theory alone cannot account for all efrlevant data.

Both Accessibility theory and the Givenness higrgrcharacterise referring
expressions as encoders of semantic informatiatimglto the status of the intended
referent in the hearer’s cognitive environmentr &oel, referring expressions signal
level of Accessibility, and for Gundel et al, th&@gnal cognitive status. Over the next
two chapters | will develop an account which moaesy from the idea that referring
expressions encode this sort of information. Ratheill assume that hearers
following the relevance theoretic comprehensiorcpdure always test the most
accessible potential referent in the discourseesttiirst, and that speakers choose
referring expressions with this in mind. | willggent an account on which referring
expressions encode procedural and/or conceptuahiation which restricts the set of
potential referents to a point where the most agbksinterpretation is the intended
one. On my account, the contribution of a refgrexpression is not determined by the
type of expression used (definite description, pton distal complex demonstrative
etc), but by the concepts and procedures thatides, and in each case the encoded
content interacts with the specific discourse cdrie contribute to the overall
interpretation of the utterance.

Ariel appears to be moving in a similar directiohem, in an overview of her
work on referring, she explicitly describes Accbgiy theory as a ‘procedural
analysis’(2001, p. 29). However, | do not take iz of the term ‘procedural’ as
signalling any development in her overall approaShe outlines the role of the
procedure as being to ‘instruct the addresseetrieve a certain piece of Given
information from his memory by indicating to himia@accessible this piece of
information is to him at the current stage of tieedurse’ (2001, p. 29). Thus,

reference still depends on encoded information atieuaccessibility of the intended
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referent. Even if we allow that Ariel's accounpi®cedural, the procedures she is
proposing differ significantly from the ones | wiltopose.

In this chapter, | have outlined problems and ktnitns associated with Ariel’s
and Gundel’s scalar accounts. | suggest that mathese problems stem from the fact
that these accounts focus almost entirely on reéereesolution, and hence on the
derivation of the explicature (in relevance thetmyns). By focusing on the
contribution of the referring expression to whagxplicitly communicated, they fail to
consider how referring expressions might contriltaterhat is implicitly communicated
(i.e. the intended context or cognitive effectEhey also underestimate the role played
by the discourse context and stylistic or sociastderations in the use and
interpretation of referring expressions.

In the next chapter, | will argue not only thatenence theory can account for the
data without the need for these auxiliary scalestaerarchies, but that in doing so, a
much richer picture of the role of referring exmiess is revealed. As well as
contributing to what is explicitly communicated &y utterance, the choice of referring
expression can affect what is implicitly communézht More generally, the speaker’'s
choice of referring expression is driven by consitiens of relevance, and will

contribute to the overall interpretation of thesaince in context.
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Chapter 4: Referring Expressions and Relevancerihe

4.1 Introduction

4.1.1 Arguments against a relevance-only account

In chapter 3, | considered two pragmatically-or@éet approaches to referring
expressions which claim to be compatible with ratese theory. However, whilst
endorsing the principles of relevance theory, ikl (1990) and Gundel (2003) argue
that relevance theory alone cannot fully explagpeaker’s choice of referring
expression. As supporting evidence, they citengegaf data that they claim cannot be
accounted for in terms of relevance alone. Imiae two chapters, | will try to show
how these examples can be handled in a purelyaetevbased account.

As a brief reminder of the type of evidence putMard by Gundel and Mulkern
(1998) and Gundel (2003), consider again the exasnptroduced in chapter 3, and
given here again as (1) and (2).

(1) A restudy of pareiasaurs reveals ttiatse primitive reptileare the nearest
relatives of turtles.

(2) ??Arestudy of pareiasaurs reveals thatprimitive reptilesire the nearest

relatives of turtles.

The definite description ‘the primitive reptilesi (2) is judged to be less acceptable
than the complex demonstrative ‘the primitive rgstiin (1) when intended to pick out
the set of pareiasaurs. According to Gundel (2008 harder to resolve reference in
(2), and ‘the most accessible interpretation hene that is not coreferential with
pareiasaurgthough it may be a set that includes pareiasa@8)3, p. 128). In other
examples, however, definite descriptions and comgémonstratives seem to be
interchangeable. For instance, (1) is the opelmegof an academic paper (Lee, 1993),

and is immediately followed by (3).

(3) The two groupshare numerous derived characteristics.
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(4) These two groupshare numerous derived characteristics.

As Gundel and Mulkern (1998) point out, the versioi4), where the definite
description ‘the two groups’ is replaced by the ptew demonstrative ‘these two
groups’, is not only equally acceptable, but alas tihe same interpretation as (3). In
both cases the most accessible interpretatiorataritwhich ‘two groups’ picks out the
previously mentioned turtles and pareiasaurs. @ggount of the use of referring
expressions must be able to explain why definisedptions and complex
demonstrative are sometimes interchangeable, @3 and (4), and sometimes not, as
in (1) and (2).

As discussed above, Gundel and Mulkern (1998) atfyaterelevance theory
alone cannot account for these data, but that aunmipthe Givenness hierarchy with
relevance provides an explanation. Following th#Z®ierarchy, the definite article in
(2) only restricts the set of potential referentshtose which are at least ‘uniquely
identifiable’. Recall that according to GHZ, ‘eastatus on the hierarchy is a necessary
and sufficient condition for the appropriate uskthe associated form (Gundel,
Hedberg, & Zacharski, 1993, p. 275). On the inezhthterpretation, the definite
description ‘the primitive reptiles’ refers to theeviously mentioned set of pareiasaurs,
but there are other sets of primitive reptiles|uding the set of all primitive reptiles,
which are also uniquely identifiable. As a restlig utterance in (2) does not pick out a
unique referent, and the intended interpretatids.fdy contrast, the complex
demonstrative ‘these primitive reptiles’ in (1) vé@s the referent to be not only
‘uniquely identifiable’ but also ‘activated’. Siadhe set of pareiasaurs are the only
activated potential referents in the discourseexin{1) is acceptable and
comprehensible.

In contrast, the cognitive status ‘uniquely iddaabfe’ is sufficient to determine a
unique referent in both (3) and (4). In these gXas) there is only one set of ‘two
groups’ which is uniquely identifiable, namely thareiasaurs and turtles, and so the
definite determiner ‘the two groups’ in (3) is aptable. By definition, a referent that is
‘activated’ is also ‘uniquely identifiable’, and #loe use of the complex demonstrative,
‘these two groups’ in (4) is also acceptable. Adowly, Gundel and Mulkern claim
that the Givenness hierarchy, with its notion afeed cognitive statuses, explains the
judgements in (1)-(4), and that without it, relesartheory cannot account for these

data.
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As noted above, Ariel (1990) sees a similar probdert cites similar data, again
claiming that relevance theory alone cannot disiisty between certain pairs of
referring expressions: definite determiners andpiemidemonstratives, proximal and

distal demonstratives, and stressed and unstresseduns. In her view:

Relevance theory...cannot account for the distriloutibreferring

expressions without the mediation of Accessibilitgory (1990, p. 84).

In this chapter and the next, | will argue thattcary to the claims of Ariel and Gundel
et al, the existing relevance theory framework fcely explain the data in (1)-(4), and
shed light on the differences between the paiexpfessions identified by Ariel.

My strategy will therefore be to offer an alternatrelevance-based account of
the data as presented and discussed in the literaBefore embarking on my analysis,
however, | would like to enter a caveat: it is oletar that (1) and (2) bring out a
genuine contrast between definite descriptionscamdplex demonstrative forms. To
illustrate this point, compare (5)-(8) with the exaes in (1) and (2).

(5) A restudy of pareiasaurs reveals tte primitive reptilesvere mainly found on

the African mainland.

(6) A restudy of pareiasaurs reveals ttiese primitive reptilesiere mainly found

on the African mainland.

(7) A reexamination of the pareiasaur’s bones revéalghe primitive reptile

consumed calcium-rich food during its lifetime.

(8) A reexamination of the pareiasaur’s bones revéalghis primitive reptile

consumed calcium-rich food during its lifetime.

Here the versions with definite descriptions seefet just as acceptable as those with
complex demonstratives, and this suggests thatchrast between (1) and (2) does not
depend only on the choice of definite NP typefalet, one might go further and argue
that the classification of (2) as unacceptablehengiven interpretation is too strong.
The use of a definite description as an anaphgqitbet is acceptable in parallel cases,
such as those in (5) and (7), and | suggest thagriain contexts, it may also be

acceptable in example (2). Ultimately, | will aggthat the contrast in acceptability
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between each of these pairs depends on the infssehat the various forms encourage
the hearer to draw via the procedural meaning émepde. However, there does seem
to be some intuitive contrast in acceptability bexw (1) and (2), and this needs to be
explained. | will therefore begin by setting asile data in (5)-(8), accepting that there
is a contrast, and considering how it might be @&x@d in relevance theory terms. |
will then return to it at the end of the chapter.

| want to argue that, far from being unable to actdor the alternations and
contrasts in these examples, relevance theory giw@sore insight into the varied
contributions that referring expressions may makefat is explicitly and implicitly
communicated. The vital contribution of referriegpressions to implicit content is
generally overlooked by existing accounts of rafeeechoice, and | will argue that this
is what explains the judgements in (1)-(8). Crlligia claim that the role of referring
expressions is to guide the hearer, not just tot@mded referent, but to an intended
overall interpretation.

According to relevance theory (Wilson & SperberQ20p. 615), the construction
of an overall interpretation of an utterance cosgsithree distinct sub-tasks, which are

typically performed in parallel:

(9) Constructing an appropriate hypothesis about exglimtent EXPLICATURES)
via decoding, disambiguation, reference resolutom other pragmatic

enrichment processes.

(10) Constructing an appropriate hypothesis about ttemded contextual

assumptionsifIPLICATED PREMISES.

(11) Constructing an appropriate hypothesis about ttended contextual

implications (MPLICATED CONCLUSIONS.

| will argue that referring expressions may conitéto all three of these subtasks, and
that as a result they affect not only what is ey communicated, but also what is
implicitly communicated. | will develop this argemt within a relevance theoretic
framework which incorporates a distinction betwperscedural and conceptual
meaning (Blakemore, 1987; 2002; Wilson & Sperb883t Wharton, 2009), and which
takes seriously the claim that hearers automayifalliow the relevance theoretic

comprehension procedure in constructing an over@ipretation.
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In defending Accessibility theory, Ariel claims tHRelevance accounts assume
that in reference retrievals a speaker guides dreadee by making sure he picks the
right antecedent based on eliminating ‘wrong’ ckeiof competitors’ (Ariel 1990, p.
85). | will argue that this is a misconstructidirelevance theory, and that by taking
the relevance theoretic comprehension proceduieusty, we find that far from relying
on the elimination of ‘wrong’ choices, the prodoctiand comprehension of referring
expressions is driven by the same principles thaé @ommunication in general. | will
start with a brief reminder of some of the baslevance theory principles and

definitions introduced in 2.5 above.
4.1.2 The relevance theoretic comprehension proeed

According to the communicative principle of releganrepeated in (12) below, any
utterance addressed to someone conveys a presarpite own optimal relevance, as
defined in (13):

(12) Every ostensive stimulus conveys a presumptiotsawn optimal relevance

(13) An optimally relevant utterance will be:

a. Relevant enough to be worth the audience’s pracgsffort.
b. The most relevant one compatible with the commuaitaabilities and
preferences.

According to the relevance-theoretic comprehenpreedure in (14), the way to find
an overall interpretation is to follow the pathledst effort in looking for implications

and other cognitive effects.

(14) a. Follow a path of least effort in deriving caiye effects. Test interpretive
hypotheses (disambiguations, reference resolutionsicatures etc.) in order of

accessibility.

b. Stop when you expectations of relevance arsfieat

Having derived enough implications, at a low enoagst, to satisfy his expectations by

making the utterance not only worth his processiffiort, but the most relevant one
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compatible with the speaker’s abilities and prafess, the hearer should stop. Thus,
the first interpretation that satisfies the hearexpectations of relevance should (if all
goes well) be the one the speaker intended to gonve

Although the relevance theoretic comprehensiongaore is explicitly stated in
the relevance literature, it should be remembeératit does not have to be learned or
acquired, but follows directly from the CommuniwatiPrinciple of Relevance and the
presumption of optimal relevance, and is seen leyl®w and Wilson (2002) as the
central component of a comprehension module whitbnaatically constructs a
hypothesis about the speaker’'s meaning. Any aisalyat aims to offer a relevance
theory account of the use of referring expressioast be compatible with the
comprehension procedure. What, then, does it neesay that interpretive hypotheses
are tested ‘in order of accessibility’? In thepoeis chapter | showed how Ariel's
Accessibility theory claims that levels of acce#gjbare encoded by referring
expression types, and how Gundel, Hedberg and Zskid993) take a similar code-
based approach to cognitive statuses on their Gesmhierarchy. | have argued that
these approaches are problematic, and | now watiaitm that they are also
unnecessary. The ‘most accessible’ interpretatfan utterance is, by definition,
simply the first that the hearer comes across erp#th of least effort. If this
interpretation satisfies his expectations of reheea then according to the relevance-
theoretic comprehension procedure, the hearer disbop. It follows that a speaker
aiming for optimal relevance should do her begbtmulate her utterance so that, if all
goes well, the intended interpretation is the fimggrpretation the hearer will find that
makes the utterance relevant in the expected Wwasant to argue that the speaker’s
choice of referring expression is a vital componerthis process, and in the rest of this
chapter and in the next, | will consider what reéeh of these choices might play in a

relevance-based analysis of utterance interpraetatio
4.1.3 The conceptual-procedural distinction ardrtile of procedural meaning

Relevance theory takes a largely computationalessrtational approach to cognition
and communication (Fodor, 1983; Wilson & Sperb&83). On this approach,
communication involves the construction and maripoh of a series of
representations, phonetic, phonological, syntauiit conceptual, which are linked by a
series of computations. Thus, the phonetic forrarofitterance is seen as undergoing a
linguistic decoding process to yield a semantitogical form (or in the case of
ambiguity, a set of logical forms). As decodingg®eds, the logical form is enriched
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via inferential pragmatic processes, includingnefiee assignment, to yield a fully
propositional form known as the proposition expeelsar (if it is part of what the
speaker is taken to communicate) the basic explieatThis basic explicature may
itself be inferentially enriched to yield a ser@higher-level explicatures carrying
speech-act or attitudinal information. Moreoverdascribed above, explicatures
combine with contextual assumptions to provide iripdurther inferential processes
yielding a series of contextual implications or liogtures (Sperber & Wilson, 1986/95;
Carston, 2002; 2004). Thus, utterance interpretativolves a complex interaction
between (linguistic and conceptual) representatmus(linguistic and inferential)
computations.

A central feature of relevance theory is the clthat while most regular content
words (e.g. ‘reptile’, ‘pareiasaur’) encode conedpiat figure in conceptual
representations, some expressions are better adalyprocedural terms, as
contributing to the computational aspect of utteeaimterpretation. For instance,
Blakemore (1987) argued that a range of non-trotiditional discourse connectives
(e.g. ‘but’, ‘'so’, ‘also’) are best seen as encgdimot information which contributes
directly to conceptual representations, but infdramaabout the type of inferential
computations the hearer is expected to go througlmstructing an overall
interpretation (Blakemore, 1987). This laid therfdations for an important theoretical
distinction between conceptual and procedural eéngoavhich has played a major role
in relevance-theoretic accounts of both verbalm@maverbal communication
(Blakemore, 1987; 2002; Wilson & Sperber, 1993; Whra 2009). On this approach,
conceptual encoding yields conceptual representtimat figure directly in the
explicatures that provide the input to further refgtial computation, while procedural
encoding places constraints on the types of reptaens to be constructed or the
computations that are to take place (Blakemore712802; 2007; Wharton, 2003,
2009; Hall, 2007). As Blakemore puts it, expressithat encode procedures ‘do not
encode a constituent of a conceptual represent@dragven indicate a concept), but
guide the comprehension process so that the headsrup with a conceptual
representation’ (2002, p. 91).

To illustrate the kind of work standardly claimedde done by procedurally

encoded meaning, consider the following exarhple

! See Blakemore (1987, pp. 81-91) and (2002, pf®@Jer further discussion of ‘after all’ and ‘so’.
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(15) a. Clare is a vegetarian.

b. She doesn't like meat.

The two utterances could stand in many differefarantial relations, but the route the
hearer is expected to follow can be indicated l®yafghe non-truth-conditional

discourse connectives ‘so’ and ‘after all’ as i6)(and (17).

(16) Clare is a vegetarian. So she doesn't like meat.

(17) Clare is a vegetarian. After all, she doesn’t hikeat.

Most linguists and philosophers who have lookesuah examples agree that the truth
conditions of (16) and (17) (and hence the promstthey express) are the same.
Both are true if and only if Clare is a vegetardeml she doesn’t like meat. However,
the inferences that the hearer is encouraged o @ constrained by the choice of
connective. In (16), the suggested inferenceat@tare’s dislike of meat is a
consequence of her vegetarianism. However, in (h&)inference is that her
vegetarianism is in some way a consequence ofibkéedof meat. Thus, although it
does not contribute conceptual information to treppsition expressed by the
utterance, the procedural meaning of the discotomeaective clearly has an important
influence on the inferential phase of interpretatmd the implicatures the hearer is
encouraged to derive.

On the basis of such examples, it might be temptrgge the conceptual /
procedural distinction as lining up with the distion between truth-conditional and
non-truth conditional meaning. However, Wilson &pmkrber (1993) argue that this is
not the case, and that four distinct categorienedining emerge: conceptual and truth-
conditional, conceptual and non-truth-conditiopagcedural and truth conditional and
procedural and non-truth conditional. The firstledse categories is the most easily
illustrated. Most ‘content’ words, including nouaisd verbs, can be assumed to encode
conceptual meaning which contributes directly @ tifuth-conditional content of an
utterance. Discourse connectives such as thqd&)rand (17) are plausibly seen as
encoding procedural meaning which does not affeetriuth-conditions of an utterance.
According to Wilson and Sperber (1993) and Ifantidoouki (1993), sentence

adverbials such as ‘seriously’, ‘frankly’ and ‘caténtially’ exemplify a third

118



possibility. Although they do not contribute t@ttruth-conditions of the utterances in

which they occur, they are best seen as encodimgepdual information.

(18) Confidentially, | don’t think Bob will get the job.

(19) Seriously, I'm pleased Bob didn’t come.

Intuitively, utterance (18) is true if and onlytife speaker doesn't think that Bob will
get the job, and it therefore seems that ‘confi@dgt is non-truth-conditional (in
relevance-theoretic terms, it carries attitudim&bimation which contributes to higher
level explicatures rather than to the propositigpressed). However, sentence
adverbials such as ‘seriously’ and ‘confidentiabgem to share conceptual meaning
with their manner adverbial counterparts, whichtabate to truth-conditional content

in the regular way:

(20) I asked him confidentially if he was pleased.

(21) Michael took his role as team captain seriously.

They are thus different from the procedural conmestsuch as ‘so’ and ‘after all’
described above, which have no synonymous trutliional counterparts. It

therefore seems reasonable to treat ‘confidentiafiyencoding the same concept in (18)
and in (20), but to treat it as contributing to basic explicature in (20), and to higher
level explicatures in (18).

The final logically possible combination involveopedural meaning which
constrains the truth-conditional content of anrattee (as opposed to directly encoding
a concept which is a constituent of this truth-dbadal content). Wilson and Sperber
(1993) and Hedley (2007) argue that pronouns casebe as falling into this category,
since they ‘guide the search for the intended esfierwhich is part of the proposition
expressed’ (Wilson and Sperber 1993, p. 23). Wiksod Sperber (1993), Powell
(1998) and Hedley (2007) make reference to Kapla@&9 distinction between the
content and character of a pronominal. Consideémale sentence containing a

pronoun.

(22) She has a big nose.
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The utterance in (22) will be true in just thoseesawhere the person referred to by the
pronoun ‘she’ has a big nose. In order to evaltradruth of this utterance we need to
know who ‘she’ refers to. It is not the pronouseif that appears in the proposition
expressed but the referent of the pronoun. Aséye@005, p. 44) puts it, ‘their
meaning is computational, not representationatir kaplan, the ‘content’ of a
pronominal is the individual that is contributedit@ proposition expressed, and the
‘character’ is the rule by which this content ismdified in any given context. In sum,
pronouns ‘determine the content (the propositi@oaistituent) for a particular
occurrence of an indexical. But they are not & pithe content (they constitute no
part of the propositional constituent)’ (Kaplan829p. 523). When this account is
suitably psychologised to fit with a more cognit'meproacﬁ it translates into the claim
that they are both truth-conditional and procedural

My analysis of referring expressions is based erattsumption that pronouns are
not the only examples of this type. | will arghatt other types of referring expressions
also encode procedural constraints on explicitexnt Although Wilson and Sperber
(1993) and Hedley (2007) treat the type of procalkimformation carried by pronouns
as providing constraints on the derivation of theppsition expressed, | believe that the
importance of the procedural meaning of referrirngressions is underestimated if we
focus only on the fact that it guides the heareghé&ointended referent. Crucially, the
role of referring expressions is to guide the heaog just to an intended referent, but to
an intended overall interpretation, involving ea€hhe three subtasks in (9)-(11). In
the next sections, | consider how the choice d@rrafg expression, with its
combination of conceptual and procedural infornratguides the hearer to the intended
explicit content, and how it may play a role in tezivation of contextual assumptions
and implications. Whilst Ariel and Gundel et at@is on the contribution of referring
expressions to explicit content, | argue that obaitreferring expressions cannot be
understood fully until we acknowledge and examiregrtcontribution to the other two

tasks as well.

2 As Blakemore (2002) puts it, ‘an expression whideodes procedural information encodes information
which is not a constituent of the conceptual repméation over which inferential computations are
performed’ (2002, p. 82).
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4.2. Explicitly communicated meaning

4.2.1 Determining the proposition expressed

Although I shall be arguing that the role of refflegrexpressions goes beyond the matter
of resolving reference, it should not be forgottieat helping the hearer construct a
representation of the intended referent that vglife in the proposition expressed is an
important part of their function. In order to matie a relevance theory account that
does not rely on Accessibility, Givenness or sintiteeory-external constructs, | need to
show how this takes place. The relevance theaaetiount of referring expressions
proposed here draws on the conceptual / procedistiiction outlined above and the
relevance theoretic comprehension procedure. H®yeimvwhich the principles of
relevance are applied is subtly but crucially diéfg from the way assumed in Ariel's
and Gundel’'s accounts. According to Accessibtliigory and the Givenness hierarchy,
each referring expression type conventionally (inguistically) encodes information
about the accessibility or cognitive status ofitliended referent, which guides the
hearer in finding the intended referent amongspthtential referents in the discourse
context. For Ariel, referring expressions are tglines for retrievals’ (Ariel 1988, p.
68) and for Gundel they ‘conventionally signal di#nt cognitive statuses’ (Gundel,
Hedberg & Zacharski 1993, p. 274). In both ca#es therefore possible for the
speaker’s choice of referring expression to ditleethearer to an entity with low
accessibility or low cognitive status in preferetcéigher ones. Ariel clearly states
that ‘since speakers may wish to refer not to tlstrsalient potential referent, they
should overtly instruct the addressee to search fess salient antecedent’ (1994, p.
20). Let us consider this point in relation to tekevance theoretic comprehension
procedure, given in (14) above.

The idea that the hearer may ignore or jump ovghlftiaccessible potential
referents to reach less accessible ones seemgiiebty at odds with the
comprehension procedure. A hearer following tincgcpdure will always test potential
referents and contextual assumptions in order aésgibility, and signalling to the
hearer that he should ignore a highly accessiliégart in favour of a less accessible
one is therefore in direct conflict with a basimpiple of relevance theory. If a hearer
really were following the relevance theoretic coatmnsion procedure, then the main
effect of such a signal would probably be to cazm®dusion. However, as Ariel
observes, speakers do not always and only retbetmost accessible potential referent

in the discourse context. | will argue that we oaconcile this observation with the
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relevance theoretic comprehension procedure byaaming the role of referring
expressions. Given that the hearer will autombyi¢allow the comprehension
procedure in (14), a speaker who wants to be utatrsnust aim to construct her
utterance so that the first interpretation thaisfias the hearer’s expectations of
relevance is the intended one. In terms of refageasolution, this means that the
intended referent should be the most accessibenpat referent capable of yielding an
overall interpretation that is relevant in the ected way. If the intended referent is not
already the most accessible one in the discoursiexi the speaker has a large range of
potential referring expressions to choose fromrideoto make this the case. Since, in
the framework | propose, referring expressionseraode both conceptual and
procedural information, she may exploit both cotieapand procedural information to
achieve this end. Logically, there are two strize@vailable to the speaker. She may
use the referring expression to rule out thosenpiatereferents which are more
accessible than the intended one, or she may ts@itrease the accessibility of the
intended referent. | will explore both these &gats in the next section, as | consider
how both conceptual and procedural meaning may glagrt in reference resolution.

In proposing her own, relevance-based accountfefrieg expressions as an
alternative to Ariel’'s and Gundel’s approaches, Re:l§1998; 1999) introduces the idea
that both conceptual and procedural information jlay a role in reference resolution.
In her framework, referring expressions are intetgul relative to a ‘domain of
reference’, which she defines as a ‘subset of ¢hefsnental representations for a given
individual at a given time’ (1998, p. 3). A domahreference is constructed for each
new referring expression in the discourse, witltdsstruction constrained by
considerations of relevance. According to Rebihd,referring expression itself may
provide constraints on the construction of the damaith both conceptual and
procedural information contributing to its constian. Like Wilson and Sperber
(1993) and Hedley (2007), she treats pronouns esdémg procedural information, and
analyses each pronoun as restricting the domaiefefence to just mental
representations of a particular gender or numBamilarly, she treats demonstratives as
encoding a spatial constraint restricting the donedireference to either distal or
proximal representations. In her framework, cotggpnformation may also constrain
domain construction. For instance, the informaganoded by the nominal of a
definite description will restrict the domain of@eence to just mental representations
with appropriate properties. On this account, tfleedomain of reference is constructed
for each referring expression, and reference wilidsolved on one of the mental

122



representations in that domain. For example, dimite description ‘the black cat’
constrains the domain of reference using both qune¢and procedural information.
The definite determiner ‘the’ contributes a proaadlgonstraint which specifies that the
domain of reference should be ‘a set Q of objettghich one is N while all the others
are not’, and the conceptual information encodetblack cat’ constrains the domain
of reference to just those things with the attrésudf N: in this case ‘both black and a
cat’ (1999, p. 8).

In the account of the use of referring expresstbas| present below, | develop
Reboul’s ideas, but move away from her notion obastructed ‘domain of reference’.
Instead, | argue that procedural and conceptuainmdtion is used to constrain the set
of potential referents to a point where the intehdgerent is the most accessible one in

the given discourse context.
4.2.2 Conceptual information and explicit meaning

The conceptual information (if any) encoded byfaméng expression will rule out any
potential referents that are not compatible withlimhagine a room full of cats, and

consider the many possible ways in which a speadeld refer to a particular cat.

(23) The cat looks hungry.

(24) The black cat looks hungry.

(25) The black cat in the corner looks hungry.

(26) The black cat in the corner with the red collaki®bungry.

In discussing these examples in a cognitive franmkwoch as relevance theory, it is
important to distinguish between the actual objedteh are the intended referents of
the referring expressions, and the mental reprasens of those objects which will be
more or less accessible to speaker and hearegimemoccasion. ‘Accessibility’ in
relevance theory is a term that applies to meefalasentations rather than to actual
objects, and I will try to talk systematically @&faresentations as more or less
‘accessible’ and of objects as being more or Isabent’ in a given environment.

To refer to a particular cat in the room, the speakust use a referring

expression that makes accessible to the hearentainepresentation of the intended
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cat. As argued above, a hearer following the seiee-theoretic comprehension
procedure will tentatively select the most accdsgigpresentation which is compatible
with the linguistically encoded information (andlveiccept the resulting overall
interpretation if it is relevant in the expectedyyvaThus, utterance (23) would usually
be infelicitous in a cat-filled room, since it fatlo make a representation of one
particular cat more accessible than the otherswveer, the same utterance would be
perfectly acceptable in a room with eight dogs anly one cat. Alternatively, if in the
cat-only room, there is one cat that for some mnea&sonore salient than the others - for
example, all the cats are asleep, except for onehvig worrying for food - then a
representation of that cat will be more accessielierence will be tentatively resolved
on it, and (23) will be felicitous if it leads oa &n overall interpretation that is relevant
in the expected way. If there is no particuladjient cat in the cat-filled room, but
only one cat happens to be black, then the speagrrefer to it felicitously using
utterance (24). In this case, she uses conceptoamation to narrow down the set of
potential referents to just black cats; and, stheee is only one for which a mental
representation is highly accessible, referencebeiltentatively resolved on it.
Anything not compatible with the conceptual coratis imposed by the referring
expression - in this case, being both black anat a will be excluded from the set of
potential referents, and could therefore be sedrading zero accessibility However,
utterance (24) is likely to be infelicitous if tleeare several black cats in the room, since
it would fail to make a representation of one blaakmore accessible than the others.
In this situation, the speaker may be requireditthér narrow the set, as in (25) or (26),
and so on.

Let us compare this account of the role of conadptdormation with the
analyses offered by Ariel and Gundel. We may redex cat using any number of
descriptions including ‘a cat’, ‘that cat’, andétlsat’. From a common sense
perspective, these referring expressions shareotheeptual information encoded by
the word ‘cat’. Analysing referring expressionseasoding conceptual constraints on
the set of potential referents directly capturés common sense intuition in a way that
the Accessibility and Givenness scales do nobolh Accessibility theory and the
Givenness hierarchy, it is the category of therrigfg expression (definite description,
complex demonstrative, indefinite description, ¢tat determines its place on the

scale, and hence the contribution it makes to eefar resolution. Neither account has

3 It is worth noting here that the encoded concdphagerial is merely a clue to the intended referen
A metaphorical referring expression may narrow dolenset of potential referents without necessarily
excluding anything that doesn’t satisfy the litgrancoded concept.
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anything to say about the role that conceptualerdnay play in reference resolution.
Furthermore, Accessibility theory distinguishesydnmétween ‘long’ and ‘short’ definite
descriptions, whilst the Givenness hierarchy tréaas all equally as indicating the
cognitive status of being ‘uniquely identifiablefy approach has the advantage of
offering a potential explanation for how the speak®oses among the indefinite range
of options available when constructing a defingsatiption, and it makes clear
predictions about which will be felicitous in centaliscourse contexts, and which will
not. In effect, the discourse context can be vitagincluding a set of potential
referents, each of which can be mentally representa variety of more or less
accessible ways, and the referring expression eaeén as a means by which the
speaker may select a subset of the potential reereuch that a representation of the

intended referent is the most accessible to theeha@athat subset.
4.2.3 Procedural information and explicit meaning

Although the conceptual information carried by dgdive phrases plays a crucial role
in reference resolution, it is not the only meapsvhich a speaker can constrain the set
of potential referents. In a framework with botimceptual and procedural meaning,
referring expressions may also encode procedurst@nts. In section 4.1.3, |
mentioned some existing analyses of pronouns asderg procedural information that
constrains the truth conditional content of anrattee (e.g. ‘you’ constrains the class of
potential referents to sets of individuals thatude the addressee). Here | want to
suggest that the demonstratives and determinerfighae in more complex referring
expressions play a similar role.

Perhaps the easiest way to illustrate this poihyisonsidering the role of distal
and proximal determiners. Imagine a scenario irtlwvEmily is sitting in a tea shop
when the waitress brings a trolley with a largeecak it. The waitress offers Emily a
slice of the cake, and also explains that if sledgps, she may have a slice of the cake
on display in the shop window. As it happens,dhie on the trolley is more to
Emily’s taste. Now consider how the following ugteces by Emily might be

understood:

(27) I'll have a slice of the cake.

(28) I'll have a slice of this cake.
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(29) I'll have a slice of the cake on the trolley inritaf me.

Although utterances (27) and (28) encode the sameeptual information, it is likely
that reference resolution will succeed in (28)failtin (27). In both cases, the
conceptually encoded meaning (‘slice of cake’) mas the set of potential referents to
two— a slice of the cake on the trolley, and aestitthe cake in the window. Utterance
(28) succeeds because the procedural informatioodex in the determiner narrows
the set of potential referents still further, tpant where it includes only a slice of the
cake on the trolle§. Utterance (29) would probably lead to referenei@dpresolved on
the same slice of cake, but would normally be raedon effort grounds. The
processing of the extra conceptual informatior2®) (vould put the hearer to extra
processing effort without achieving any extra effganless the waitress has given
evidence of being particularly hostile or slow e tiptake).

| am therefore suggesting that referring express{and in particular pronouns
and determiners) may encode procedural informatimich can narrow the set of
potential referents more efficiently than woulddmhieved by encoding further
conceptual constraints. In following the sectibmsll consider in more detail what this
procedural information might look like in specifiases.

In certain cases, it seems that the conceptuainration encoded by a referring
expression is enough on its own to narrow the fo¢ldandidate referents to a point
where reference resolution can be successfullyegeli and yet we still find a contrast
in acceptability or interpretation between refegriorms which differ only in the
determiner used. | will return to this point ircgen 4.3.2, where | will argue that in
these cases, the procedural information carrietthéyleterminer contributes not to
reference resolution but to the implicit phase@hprehension, and guides the hearer as
to the type of inferences he should draw.

According to Ariel (1994), a major problem with graatic accounts of reference
resolution is their inability to ‘explain to us hame decides among various potential
antecedents’ (1994, p. 11). However, the relevémeeretic comprehension procedure
does just this. Any hearer following the proceduitest representations of potential
referents in order of accessibility, and stop whisnexpectation of relevance is

satisfied. The conceptual and procedural inforomaéincoded by the referring

* In section 5.2 | give a more detailed account batexactly this procedural information might be.
However, for present purposes it is enough to ¥olllee suggestion of Reboul (1997) that the inforamat
these demonstratives encode ‘has to do with tlaiveldistance between the speaker and object
designated’, and that it ‘has a spatial contenttviciosely parallels that between “here” and ‘tHere
(2997, p. 11)
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expression will constrain the set of potential refés, and it is this constraining role
that drives the speaker’s choice of a particultarrang expression. Thus, rather than
uniquely indicating to the hearer which potenteferent should be chosen, referring
expressions narrow the set of potential referengsfoint where the relevance-theoretic
comprehension procedure can successfully completeask. As with all cases where
semantics and pragmatics interact, the kind anehéxtf constraint required will vary
with the context, and so the same entity may bermed to in several different ways in

different circumstances.
4.2.4 Applying the constraints

Assuming a model in which conceptual and procedtoastraints interact to guide the
hearer towards the intended interpretation, | molv re-examine the problematic
examples from (1)-(4) above. In this frameworle #tceptability of a given referring
expression should be predictable on the basiseoétitoded conceptual and procedural
information and the accessibility of a representatf the intended referent relative to
those of other potential referents.

The version which Gundel and Mulkern interpret asveying that ‘these
primitive reptiles’ is coreferential with the sdtail parieasaurs is repeated here for

convenience;

(2) A restudy of pareiasaurs reveals that thesurifive reptiles are the nearest

relatives of turtles.

To give a full account of the interpretation ofstleixample, it will be necessary to
consider the complicated interaction between refaaesolution, context construction
and implicated conclusions. In this section, libday looking at how encoded
conceptual and procedural information contributethe retrieval of the proposition
expressed. | will argue that the proposition egpeel by (1) is the same as that in (2)
and the proposition expressed by (3) is the santeaa$n (4). My suggestion is that the
apparent difference in the acceptability of thenathces is a result of interaction
between the proposition expressed and accessibtextoal assumptions, on the one
hand, and of the way the procedural informatiordgsithe inferential process, on the
other. First, however, | will consider how the kaip content is derived.

The referring expressions in (1) and (2) both erdbé conceptual information

‘primitive reptiles’, which narrows the set of pot&l referents to include only (sets of)
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things that are both primitive and reptiles. Givleat there is one highly salient group
of primitive reptiles in the discourse contextmight be tempting to suggest that this is
all the information the speaker needs to providerder to convey her intended

meaning. However, consider the utterance in (30).

(30) A restudy of pareiasaurs reveals that primitiveilepare the nearest relatives of

turtles.

When a bare-NP is used instead of a definite-N&irtterpretation changes
significantly. The NP ‘primitive reptiles’ receige generic interpretation on which it
picks out primitive reptiles as a kind (as oppotepareiasaurs as a subset of primitive
reptiles). (30) will be true if and only if memisesf the kind ‘primitive reptiles’ are the
nearest relatives of turtles. Contrast this whig interpretation of (1) (and arguably (2),
on the anaphoric epithet reading discussed abode)e the NP ‘these primitive
reptiles’ is co-referential with the NP ‘pareiassiurOn this interpretation (1) is true
only if pareiasaurs are the nearest relativesrties) and asserts nothing about primitive
reptiles in general. Thus, the inclusion of thendastrative determiner in (1) affects the
truth conditional content of the utterance.

As with most procedural information, the procedimébrmation carried by the
determiner can be difficult to paraphrase in cotugerms. According to Wilson and
Sperber (1993, p. 17) ‘Conceptual representatianse brought to consciousness:
procedures cannot’. More generally, conceptuairmftion encoded by familiar
lexical items is relatively easy to grasp and parage. However, linguistic elements
that encode procedural meaning can be notorioufigudt to paraphrase, and the role
they play extremely difficult to pin down. Stilh the case of (1), the procedural
information carried by the demonstrative determinghe phrase ‘these primitive
reptiles’ seems to divert the hearer from a geriet@rpretation, towards one in which a
definite group of primitive reptiles is picked out a later section, | will consider why
procedural information in general is so hard taaphrase.

As Gundel (2003, p. 130) notes, the definite desiom ‘the primitive reptiles’ in
(2) could logically pick out ‘the whole class ofimpitive reptiles’. Why, then, is (2)
judged to be unacceptable or difficult to processhis reading, rather than simply
being interpreted as a paraphrase of (30)? | stdlgat the answer to this question
follows from the relevance theory claim that a &eeaiming at optimal relevance will

not deliberately put the hearer to any gratuitauegssing effort. The conceptual
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information carried by (30) narrows the set of ptitd referents to just those which are
both primitive and reptiles, and in the absenca définite determiner (‘the’ or ‘these’),
the hearer settles on the generic readimgthough the same interpretation could in
principle be achieved by adding the definite deteemand intending the hearer to
resolve reference on the definite group of all jtiira reptiles, a speaker who chose this
formulation would be demanding extra processingreffom the hearer, but failing to
offer any extra reward. Moreover, if the speakeshws to refer to all primitive reptiles,
then she runs less risk of misunderstanding ifustes the bare-NP form. Whilst the
bare-NP unequivocally picks out the set of all pive reptiles, there are many
different subsets that the definite descriptionldqotentially pick out. If (2) is deemed
acceptable at all, then it is under the anaphquikhet interpretation where the explicit
content is parallel with (1), and not with (30).

This brings us back to the issue of how the heairét) identifies the particular
group of primitive reptiles intended by the speakétilst pareiasaurs are a highly
salient group of primitive reptiles, it could besgile to identify various other subsets
within the set of primitive reptiles, for examplecodilians, which might also fit the
conceptual constraints. If there are several llyigpossible groups of primitive
reptiles that could satisfy the referential coriatsa then how does the hearer settle on
the interpretation where the definite NP is co+eféal with the pareiasaurs?

| suggest that the answer to this question follbrs the relevance theoretic
comprehension procedure. Recall that a hearevioly this procedure will test
potential referents, and the resulting overallnpitetations, in order of accessibility.
We therefore predict that the hearer will first tii® most accessible referent that is not
excluded from the set of potential referents byitifiermation encoded by this referring
expression. The speaker has used conceptual iafmmto narrow the set of potential
referents to groups of primitive reptiles, and pinecedural information carried by the
determiner narrows the set further to include @dfinite (i.e. identifiable) groups of
primitive reptiles. Whilst other possibilities dagyically available to the hearer, the
subset of pareiasaurs is clearly the most accessitd in the context for both (1) and
(2). The hearer will therefore test the hypoth#sid ‘pareiasaurs’ and ‘the/these
primitive reptiles’ are co-referential, and, onding that this interpretation yields
enough implications to satisfy his expectationedévance, will look no further. A

similar process is followed in the interpretatid(3) and (4) (‘the two groups’/‘these

® It has been proposed that there is some sortaigihgically null generic operator in such cassse(
Papafragou (1996) for discussion)
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two groups’), and the hearer resolves referena®two-group set of pareiasaurs and
turtles.

Having established that some sort of definite deiteer is required in these cases,
we reach the crux of Gundel and Mulkern’s argunagatinst a purely pragmatic
account, and their justification for introducingethscale of Givenness. Although my
account so far explains the contribution of bothagptual and procedural information
to the proposition expressed, the contrast betkermprimitive reptiles’ and ‘these
primitive reptiles’ remains unexplained. AccorditogGundel and Mulkern, such an
explanation is beyond the scope of relevance thalorye, and indeed, | have so far
provided no reason why a speaker might prefer engian over the other. In the
following sections, | will address this issue asdve on from the explicit phase of
comprehension to discuss the role that both coneéphd procedural information may
play during the implicit phase. Acknowledging thide, which is largely overlooked in
the Accessibility and Givenness accounts, willlles to develop an analysis which
captures the subtle differences in acceptabilitywben the utterances in (1)-(4). | will
argue that Gundel and Mulkern are wrong to charset¢he contrast between (2) and
(3) as lying purely on the explicit side of compeakion. In their view, the various
forms of referring expression contribute to thegess of reference resolution, and
therefore to the proposition expressed. | hogete shown in this section that the
propositions expressed by (1) and (2), and by8)(4), are the same. In all cases, the
hearer narrows down the set of potential referenjgst those which are sets of things
that satisfy the conceptual and procedural comégraiThe differences in acceptability
result from interaction between the propositiongregsed by the utterances and an
accessible context, guided by the relevance-thearemprehension procedure. |
propose that the same processes and constrainits@ey in (3) (‘the two groups’) as
in (2) (‘the primitive reptiles’), but that considgions of relevance result in the
infelicity of (2), and not of (3).

My claim is that the procedural information carri®ddeterminers can not only
contribute to the proposition expressed, but caa affect the inferences drawn during
the implicit phase of comprehension. | will rettionthese examples in the next section,
when | consider how referring expressions conteliatthe implicit side of utterance
interpretation. However, first | will discuss halae conceptual content of a referring

expression may contribute to implicit meaning.
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4.3 Beyond reference

4.3.1 Conceptual information and implicit meaning

We have seen how conceptual information can affecterivation of the explicit
content of an utterance by guiding the heareredritended referent. However,
derivation of the explicit content is just one loé tsub-tasks involved in utterance
interpretation. In order to understand what isliaily communicated, the hearer has
to construct ‘an appropriate hypothesis aboutrbenided contextual assumptions’ and
‘an appropriate hypothesis about the intended ctudéimplications’ (Wilson &
Sperber, 2004, p. 261). For the purposes of theudsion to follow, it is important to
stress that according to relevance theory, alktBrd-tasks take place in parallel, and
the resulting hypotheses may be ‘revised or eldbdras the utterance unfolds’ (ibid).
Although | discuss each process separately foitgland simplicity, they should be
seen as interrelated sub-tasks ‘embedded withiowbeall process of constructing a
hypothesis about the speaker’'s meaning’ (ibid, 2).26

To illustrate the contribution that conceptual mf@tion can make to
implicatures, | return once again to the exampigd) and (2) discussed by Gundel and
Mulkern (1998) and Gundel (2003). Compare (1)(t@dy of pareiasaurs reveals that

these primitive reptiles are the nearest relatofa@srtles’) with the utterance in (31).

(31) A restudy of pareisaurs reveals thiayare the nearest relatives of turtles.

In both (1) and (31), it is likely that the heaveH resolve the reference of ‘these
primitive reptiles’ and ‘they’ in the same way:both cases, the referring expression
will be interpreted as co-referential with the aetdent phrase ‘pareiasaurs’. It
therefore seems that, despite the discussion i dlibve, the conceptual information
‘primitive reptiles’ is unnecessary as far as reisw reference is concerned, since the
pronoun ‘they’, which does not carry this infornaaij works just as well. Indeed, |
predict that a hearer could correctly resolve efee in (31) even if he did not know
what a pareiasaur was, and had only limited knogdeaf primitive reptiles. This falls
out naturally from my earlier discussion, sinceha@e seen that the set of pareiasaurs
is the most accessible potential referent, andikdevtested first.

However, if the conceptual constraints discuss@ye@lare not strictly necessary
for reference resolution, then why is (1) - whishinguistically more complex than
(31) - not ruled out by considerations of effo@hce again, the answer is provided by

131



the relevance theoretic comprehension proceduré¢renassociated principles of
relevance. According to the procedure, the hesdreuld test interpretive hypotheses in
order of accessibility, and stop when his expeatatif relevance is satisfied. So far |
have concentrated on the first clause of the puaregdvhich stipulates that
interpretations will be tested in order of accefigibbut the second clause is equally
important and it will help us gain insight in tliase. The hearer can presume that the
utterance will be optimally relevant, where optimelevance is defined as in (13)
above. Once again, we must return to the basiosl@fance theory to remind
ourselves what makes an input relevant enough tedoth processing. The
interpretation of (1), as compared with (31), inmad the same assignment of reference
to the referring expression, but demands that #aedr process more linguistic material.
He must also narrow the set of potential referemjsst those things that are both
primitive and reptiles, even though the pareiasatgsalready the most salient potential
referent in the discourse context. This extrareffoll only be justified if it is rewarded
with extra cognitive effects. | claim that thaiesactly what happens in this case, and
that the extra effects that the speaker intendsmoey explain the alternative choices of
referring expression.

Recall the three types of cognitive effect thattdbnte to relevance, as discussed
in chapter 2 above. The processing of an inpatgiven context may lead to the
strengthening of a contextual assumption, it mayrealict and eliminate a contextual
assumption, or it may combine with contextual agsiions to yield implications that
follow from the input and the context together, fsam neither the input nor the
context on its own. The greater the effects, &edstmaller the effort required to derive
these effects, the more relevant the input wil(fbe that person, at that time).

The effects that will be derived from the additiboanceptual information in the
referring expression ‘these primitive reptiles(f) depend on the contextual
assumptions available to the hearer. Considefotieving possible contextual

assumptions and their likely interaction with thput in (1).

(32) Pareiasaurs are primitive reptiles.

(33) Pareiasaurs are primitive mammals.

If the hearer of (1) holds the assumption in (82¢n the utterance will have the effect

of strengthening this assumption. The size okfifect will depend on the strength with
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which the hearer held (32) to begin with, and badgement of the speaker’s expertise
and honesty. If the hearer held assumption (380nmtrast, then processing (1) will
lead to the contradiction and possible eliminatibthis assumption. Once again, the
size of the effect will depend on the hearer’s sssent of the speaker’s abilities and
honesty (not everything that is communicated igeled). Both utterances make it
possible to derive cognitive effects that would inate been derived from the utterance
in (1).

Now consider a third possibility. The hearer hatdsassumptions about
pareiasaurs: he has never heard of them and hdsaavhat they are. He will still
process the utterance in (1) with the expectatianit will be optimally relevant.
Following the relevance theoretic comprehensiorg@dare, he will test out
representations of possible referents in ordecoéssibility. In this case, since he has
no full-fledged concept of pariesaurs, he stags,children do when processing
unfamiliar words) from a metarepresentation offtiiefledged concept that he takes
the speaker to possess. Recall, as part of tegnetation process, the hearer must
construct ‘an appropriate hypothesis about thentigd contextual assumptions (in
relevance-theoretic terms, implicated premises)iguv & Sperber, 2004, p. 261). An

easily accessible contextual assumption in thie eamuld be (34).
(34) ‘Pareiasaurs’ are primitive reptiles.

This implicated premise is likely to be relevanthe hearer in its own right, as a new
piece of information that may be useful in the sming of later utteranc@sSo (1)
leads to a cognitive effect that would not havenbaerived if the utterance in (31) had
been used in its place. The extra effort of preicgsa complex demonstrative rather
than a pronoun is offset by the extra rewards oéasing the implicature in (34).

The relevance theoretic approach to communicatiesses the importance of
interpreting utterances in a context. When Gun2@08) and Gundel and Mulkern
(1998) discuss the example in (1), they do so witliliscussing the discourse context in
which it occurs. In fact, example (1) comes frosteentific paper (Lee, 1993), and |
suggest that the author has formulated his utterao@s to produce as many cognitive

effects in as many readers as possible, as effigias possible. Different readers will

® In many ways, (34) functions similarly to a bridgiassumption. However, | follow the view of
Matsui (2000) that this is not a genuine bridgisguanption since there is an “explicitly mentioned
antecedent in the previous discourse” (2000, p.20).
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hold different assumptions, perhaps including thng82) or (33), and so the potential
for deriving the cognitive effects discussed abisvdear.

However, | suggest that this kind of carefully fafiated textbook or academic
style is not the only way in which conceptual imf@tion can affect the implicit side of

communication. Consider the utterances in (35)(864l
(35) John went into town for his lunch. Hevas late back to the office.
(36) John went into town for his lunch. The rascahs late back to the office.

In (35), the effort required from the hearer inroaing of the set of potential referents

is minimal. He need only exclude potential refésamho are not mafe When

processing (36), however, the hearer is requiretbtmore work. The referring
expression ‘the rascal’ limits the set of potentéderents to those the speaker considers
to have the property of being a rascal. Logicdlig, hearer has two choices at this
stage: he can either treat John as a membersofehior assume he is not a member.
Taking the second option would leave him with neghon which to resolve reference,
and his expectation that the utterance will benoallly relevant would be disappointed.
He is therefore likely to try the other option arwhstruct the contextual assumption in
(37).

(37) The speaker thinks that John is a rascal.

Reference is again resolved on John, since he nsrttaé only potential referent whose
representation is accessible enough. Howevegxtia effort required by this
formulation is rewarded with extra effects: thefleeaow knows that the speaker
regards John as a rascal. This may be relevaist dnvn right as a piece of new
information, or it might combine with other exigiicontextual assumptions to increase
the contextual implications of (36): for instanitanight combine with the assumption

in (38), to yield the contextual implication in (39

(38) To call someone a rascal is to condemn some asp#wir behaviour.

"It is not clear that even this level of restrictis necessary here, since there are no non-meeetjz
referents to be ruled out. In chapter 6 | disaisslar examples, and consider the significancgesfder
marking on pronouns in more detail.
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(39) The speaker is condemning John’s returning lata ftonch.

| suggest that, in practice, the use of a refereigression such as ‘the rascal’ is likely
to lead to a whole range of weak implicatures basedssumptions about the nature of
rascals, and the speaker’s opinion of John. Thalsg has therefore produced a wide
range of cognitive effects for only a little exetort. In this way, the conceptually
encoded content of the referring expression hasibated to the inferential phase of
communication, and we can see referring expressisfsst one more device by which
a speaker can achieve optimal relevance.

However, there is no guarantee that adding eximaegtual content will always

result in more or different cognitive effects. Guter (40).
(40) ??Johnwent into town for his lunch. The mamas late back to the office.

The structures in (36) and (40) take the same fdBwth use definite descriptions (‘the
rascal’/'the man’) to refer back to John. Howe\beg result is less acceptable in (40)
than in (36). The difference in acceptability of (36) and (463 in the relation
between the processing effort the referring expoassequire and the effects that they
offer in return. The narrowing required by thermman ‘he’ in (35) is minimal.
Although the referring expression ‘the rascal’ 36) requires more narrowing, this is
rewarded with extra cognitive effects. In (40g #xpression ‘the man’ requires more
effort, but does not provide any obvious extraafe The hearer is required to narrow
the set of potential referents to a sub-set whighlity as ‘men’, but given that John is
the only potential referent in the discourse contms is an apparently gratuitous extra
layer of narrowing, which calls for extra procesgseifort, and should therefore offer
extra effects. However, there are no obvious dogneffects that can result from
choosing the referring expression ‘the man’. Thly conceivable contextual

assumption with which the input could combine esttim (41).
(41) Johnis a man.

But unless the hearer was under the misconcegtatnlohn might be a dog or other

type of non-human, or perhaps a female, it is @hjikhat the implicated premise in

8 Neither Accessibility theory nor the GHZ framewdrks anything to say about why this should be.
Both treat definite descriptions as a unitary s#ipse members should be acceptable under the same
conditions.
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(41) would contribute to relevance, either by sgthening existing assumptions, by
contradicting or eliminating existing assumptiomsby combining with existing
assumptions to yield contextual implicatiohiBhus, the extra effort required by (40) is

gratuitous, and the result should be stylistickdls than optimal.
4.3.2 Procedural information and implicit meaning

So far, | have discussed how the conceptual infoom@ncoded by referring
expressions contributes to explicit and implicibtamt, and how the procedural
information encoded by pronouns and determinersaffect the proposition expressed,
and therefore contribute to explicit content. hHistsection, | examine the fourth
logically possible combination: the effect of thiocedural information on the implicit
side of utterance interpretation. | return to¢kamples in (1)-(4), and the differences
in acceptability of the alternations in determif@ms.

In section 4.2.3, | showed how the spatial infoioraencoded by the determiner
in a complex demonstrative may exclude certainmi@kreferents and thus help the
hearer to resolve reference. As discussed abmgegittra layer of narrowing does not
seem to be necessary for reference resolutioreigdke of (1). In both (1) (‘A restudy
of pareiasaurs reveals that these primitive reptile the nearerst relative of turtles’)
and (2) (‘A restudy of pareiasaurs reveals thaptiiraitive reptiles are the nearerst
relative of turtles’) ‘pareisaurs’ is the most assible potential referent for the referring
expression ‘these/the primitive reptiles’, and attbcases reference will be resolved on
it. However, this is not to say that the indicataf proximity carried by the determiner
in (1) plays no role in the interpretation of thiserance. In processing (1), the hearer
will still presume that it is optimally relevant@is therefore entitled to expect that the
speaker will not deliberately cause him gratuitefiert. Since the procedural
information encoded by the complex demonstrativeisnecessary for deriving the
explicit content, he should expect some other effefustify its use.

In general, indications of proximity are only appriate when the spatial location
of the referent is significant in some way, for exde, by distinguishing it from some
other non-proximal entity. Thus, use of the compmlemonstrative form ‘this/these N’
indicates that the intended referent contrasts sathe other entity of the same type.
Both Reboul (1997) and Powell (2002) offer somegsstjons about how to capture the

difference between complex demonstratives and ilefilescriptions, and both seem to

® It is likely that the hearer already holds theuasgtion that John is a man with sufficient stre rigyet
any further strengthening will not be possible igngicant.
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be appealing to this idea of contrast. | beligw@does indeed shed some light on the
procedures encoded by these forms of referringessoon.

As discussed above, Reboul considers the proceiddoamation encoded by the
definite article ‘the’, and suggests that it redtriinterpretation to ‘a set Q of objects of
which one is N while all the others are not'(19998). Here, N corresponds to the
conceptual information encoded by the definite dpon accompanying the
determiner. Powell (2002) discusses the differdietereen definite descriptions and
complex demonstratives as part of his work on ezfee. Complex demonstratives, he
claims, are ‘communicative tools designed for dipalar purpose, that purpose being
to talk about particular members of the nominassfd (2002, p. 226). He goes on to
discuss how complex demonstratives contrast witimitle descriptions: ‘the nominal of
a definite description must be uniquely denotihgt bf a complex demonstrative must
not be uniquely denoting.” (2002, p. 230), and dbss their procedural meaning as

follows:

whereas a definite description ‘the F’ exploits,diyt of its linguistic
meaning, the property of being a unique F in otdeyuide a hearer to the
intended interpretation, a complex demonstratikat't’ exploits the
property of being a non-unique F to guide the hetaran individual
concept (2002, p. 230).

Powell places particular emphasis on the ideatti®abbject picked out by the
descriptive content of a complex demonstrativeois-annique, and the referent is
therefore picked out as one instance of an F itrasnto all the other instances of 'Es.

| argued in 4.3.1 that for a hearer following théevance theoretic comprehension
procedure, the procedural information about spagiations encoded by a complex
demonstrative may be superfluous during the extgitase of communication. | now
want to suggest that this information can be exgtbduring the implicit phase to
constrain the type of inferences that the hearenc®uraged to draw. The contrast in
appropriateness between the resulting inferencaddimelp to explain the differences
in acceptability between the utterances in (1) - We must therefore ask what role this

procedural information plays in the interpretatmocess, and exactly how the

9By nominal class, Powell seems to mean the setimgs that fall under the concept encoded by the
complex demonstrative.

1 Again, | will discuss this notion of ‘contrast’ ielation to demonstratives in more detail in secti
5.2 below.
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differences in acceptability of utterances (1)); &hd the related examples in (5)-(8),
might be explained.

As discussed above, a hearer following the commsbe procedure tests
interpretive hypotheses in order of accessibiliBiven the context made accessible by
processing the previous utterance (1) (‘A restudyaseiasaurs reveals that these
primitive reptiles are the nearest relatives ofiést), the most salient set of two groups
for the interpretation of (3) and (4) should cohefsthe pareiasaurs and the turtles. The
conceptual information provided by the phrase tthege two groups’ should be enough
to ensure that the hearer retrieves the intendecerd, just as it was in (1).

Recall my claim that the procedural information atbepatial relations encoded
by a complex demonstrative is only relevant if éhsranother potential referent in a
different spatial relation to the speaker. By ehieg such information, as in (4) (‘These
two groups...’), the speaker therefore createm&rast effect. No such effect is created
by use of the uniquely-denoting definite descriptiorm ‘the two groups’, as in (3).
Thus, in (4), the two groups under discussion aesgnted as contrasting with other
potential groups. This in turn gives rise to agef weak implicatures about other
groups that do not share the same characteriskizs.same implicatures are not derived
in (3), where the only two groups of any relevaacethe turtles and the pareiasaurs.

On this account, the contrast in acceptability leetwv(2) and (3) results not from
any encoded level of Accessibility or Givennesg,ftam the appropriateness of the
inferences derivable from each version. Bothvdth its indication of contrast, and
(3), without it, are equally acceptable in the disse context. However, things are
different with (1) and (2). As argued above, ih‘{hese primitive reptiles’ guides the
hearer to an interpretation where the pareisaersetrin contrast to other potential
groups of primitive reptiles. This is just whaetbpeaker of (1) intends: it is these
reptiles, and not others, that are claimed to bectbsest relatives of turtles. Logically,
only one set of primitive reptiles can be ‘the elsisrelatives of turtles’, and thus, an
utterance where the intended referent is set itrasinto others is the most appropriate.
Noice that if we take away the superlative, then‘the/these’ variants become equally
acceptable, as in (5) -(8). Add the superlativekba, and we find the same contrast

arising again, with only a marginal anaphoric egiitteading available, as in (42)-(43):

(42) A restudy of pareiasaurs reveals ttietse primitive reptilewere the largest in

Africa.
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(43) ?7?A restudy of pareiasaurs reveals thatprimitive reptilesvere the largest in

Africa.

Thus, the role of the demonstrative determinertaegrocedural information that it
contributes to the interpretation of the complemdastrative is two-fold. It may help
to narrow the set of potential referents and gthdehearer to the explicit meaning by
encoding a procedure which further narrows thespbtential referents, or it may
guide the hearer in the inferential phase of cotmgmsion. When the resulting
inferences conflict with the sense of the utteraaceinfelicity effect may occur.

Once again, it is vital to remember that as deteation of explicit and implicit
content takes place in parallel, the proceduralrmftion conveyed by pronouns and
determiners is ultimately a device by which a spea&lan achieve optimal relevance.
Furthermore, the marginality of the judgement oxi'f2restudy of pareiasaurs reveals
that the primitive reptiles are the nearest redtiof turtles’) seems to suggest that an
inferential account rather than a pure decoding@aacmay be appropriate. The fact
that the acceptability of these utterances carffbetad by the context in which they are
uttered is to be expected if the crucial factahiesrole they play in what is implicitly

communicated.

4.4 Concluding remarks

In this chapter, | have outlined a relevance-basedunt of referring expressions in
which the form of the expression is a guide tohbarer in reference resolution and
different forms may yield different inferential effts. | have argued that referring
expressions encode conceptual and/or procedudahmattion which may contribute to
what is explicitly and/or implicitly communicated.have argued that this approach
provides an explanation for the acceptability judgats on (1)-(4), and this, in turn,
weakens the case for introducing theory-externabns of Accessibility or Givenness.
In the next chapter, | apply the same approache@airs of referring expressions
which, according to Accessibility theory, could meat distinguished on a relevance-only

account.
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Chapter 5: Motivating the distinctions: demonstras

and stressed pronouns

5.1 Introduction

In chapter 4, | outlined a relevance theory apgdrdaaeferring expressions which uses
the conceptual /procedural distinction to show heferring expressions might
contribute to what is explicitly and implicitly carunicated by an utterance. | worked
through the examples given by Gundel and Mulke®98) to illustrate differences in
interpretation and acceptability in the use of wi&di descriptions and complex
demonstratives, and in doing so, | appealed tadis that complex demonstratives
encode information about proximity and convey sstiges of contrast.

In this chapter, | work out these ideas in moreaitland use them to analyse a
range of examples which Ariel sees as problematia frelevance-only account. In
section 5.2, | consider the distinction betweenpittximal and distal determiners ‘this’
and ‘that’. | give a brief outline of how the cabution of demonstratives to reference
resolution has been characterised in previous seslyemphasising the variety of roles
they play. |then consider in more detail whatidguishes ‘this’ and ‘that’ from each
other, and from the definite determiner ‘the’. skction 5.3, | take a similar approach to
the differences between stressed and unstressedynrs.

In line with the relevance-theoretic approach oetli in chapter 4, | treat referring
expressions as encoding conceptual and/or prodadeaning which contributes to the

speaker’s overall aim of making her utterance ogliyirelevant, and assume that in

implicit inferential effects One advantage of this approach is that it allos/s look

! There has been some debate about whether compteondeatives are referential or
quantificational. Powell (2001; 2002) gives a dlethoverview of the various positions, and argtined
‘complex demonstratives can give rise to genuinefgrential or genuinely quantificational truth
conditions, according to speaker intention’ (200169). In this chapter, | follow Powell in assugithat
‘complex demonstratives are tools used by spedkérglicate that the thought they intend to express
contains an individual concept’ (2001, p.67). @is taccount, those cases which are typically ated
examples of quantificational use, for example (i)l &i), are analysed as communicating descriptive
individual concepts.

(i)  That hominid who discovered how to start fireas a genius.
(i)  Every father dreads that moment when his eldbid leaves home.

As far as the genuinely referential cases go, fegfally-used complex demonstratives contribute
nothing but their referents to propositional cotit€2001, .p. 71).
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beyond the process of reference resolution to denshe contribution of referring
expressions to other types of effect: for instatitese associated with ‘emotional’ or
‘metaphorical’ uses of demonstratives mentionedflyrin section 3.3.5.1, which have
largely been ignored in the formal literature.riefly reconsider these so-called ‘special

uses’ of referring expressions, and conclude ti&t are not so special after all.

5.2 Demonstrative determiners
5.2.1 Existing analyses

Various attempts have been made to provide a tamprad demonstrative terms and
their uses. Following Diessel’'s (1999) in-deptbssr-linguistic study, Levinson (2004)

proposes the classification in figure 1, and ilatts each category with the examples in

(1)-(8).

Contrastive
o _ Gestural <
Deictic Exophoric Non-
Contrastiw
Symbolic
Discourse deictic
Transposed
Non-deictic Anaphoric
Empathetic

Recognitional

Figure 1: A taxonomy of demonstrative terms (Leaim2004, p. 108).

(1) I hurt this finger. (gestural exophoric: requirestire or presentation of finger)

(2) | broke this tooth first and then that one nexestgral contrastive)

In sum, this account of the semantics of compleralestratives ‘takes a single semantics, a lexically
encoded meaning which constrains the mapping froguistics to conceptual representation for all
complex demonstratives, and leaves the rest,whether the intended individual conceptiésreor
descriptive etc., to pragmatics’ (2001, p.70).
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(3) I like this city. (exophoric symbolic: does not uag gesture).

(4) He looked down and saw the gun: this was the mwweapon, he realized.

(transposed)

(5) “You are wrong” That's exactly what she said. ¢digrse deictic)

(6) The cowboy entered. This man was not someone $3 mith. (anaphoric)

(7) He went and hit that bastard. (empathetic)

(8) Do you remember that holiday we spent in the naiDevon. (recognitional)

Levinson acknowledges that ‘the relations betwéesd uses are probably more
complex than this taxonomy suggests’, and thaethee many ‘borderline examples’
and ‘fuzzy borders’ (Levinson, 2004, p. 107). BBilessel and Levinson draw on
earlier work by Lakoff (1974) and Fillmore (1982897), who propose similar
distinctions, discuss the various categories inenti@tail and point out many subtleties
in the interpretation of demonstratives in Engligich are of particular interest for
pragmatics. | will therefore base my discussiogdly on Lakoff and Fillmore’s
accounts, bringing in the developments proposelibgsel and Levinson as
appropriate.

Both Lakoff and Fillmore distinguish three broadezpries of use which cross-
cut Levinson'’s distinctions in figure 1: Fillmoigentifies ‘gestural’, ‘anaphoric’ and
‘symbolic’ uses, while Lakoff identifies ‘spatioftgoral’, ‘discourse’ and ‘emotional’
uses. Since the two sets of distinctions are riyuggrallel, | will consider them

together, and use them as the basis for my dismussi
5.2.1.1 Gestural / spatio-temporal uses

This is perhaps the most intuitive of the categoriBillmore describes gestural uses as
those which ‘can be properly interpreted only bsnebody who is monitoring some
physical aspect of the communication situation9@,%. 62). Some physical
demonstration of the intended referent, by gestye;gaze, head nod or so on, must
accompany the utterance for the use to be felisitdAs Fillmore puts it, ‘you will

expect the word to be accompanied by a gesturerapdstration of some sort,” (1997,
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p. 63). Lakoff (1974, p. 345) defines her firstegory as comprising ‘literal “pointing”
words’, where ‘this’ is used when the object isseldo the speaker and ‘that’ when it is
further away, ‘particularly when contrasted witho#irer closer’ entity. Although

Lakoff is not as explicit as Fillmore about the ddéer a demonstration to accompany
the utterance, she does specify that this typesefmnormally refers only to items
literally in front of the speaker as he speakskfg 1974, p. 346). Consider (9),
uttered by a customer in a bakery. For the utteraa be felicitous, the objects referred
to must be physically present and in some way atdit by the speaker (e.g. by

pointing, eye gaze, head nod, etc.).

(9) Il take this loaf, that sausage roll and thredtaise buns.

Such cases would, be considered ‘gestural’ by Biltvand ‘spatio-temporal’ by
Lakoff. Whilst ‘spatial’ uses seem straightforwanmdough under Lakoff's taxonomy, it
remains unclear what she intends by the assoaiaioh of a ‘temporal’ use. She
gives no explicit examples of temporal uses inuwismg the ‘spatio-temporal’
category, and it is unclear how such uses woul@mdifom the discourse-deictic uses
described in the next sub-section

Diessel (1999) classifies these ‘gestural’ andtigfaises as ‘exophoric’, and

argues that they have three distinctive featurdsiwéet them apart from other uses:

first, they involve the speaker (or some other @@ras the deictic center,
second they indicate a deictic contrast on a distaale...and third, they

are often accompanied by a pointing gesture (Ble$9899, p. 94).
5.2.1.2 Anaphoric / discourse uses

Demonstrative determiners may be used to refer batdrward in the discourse, and
both Fillmore and Lakoff consider examples of tiyjge. Fillmore (1997) does not limit
his category of ‘anaphoric’ uses to just those wehederents are explicitly mentioned in
the discourse, but includes any ‘happening whiagfbservable at the same time by
encoder and decoder’ (1997, p.104). So, accotdifdglimore, a speaker might use
‘this’ ‘to refer forward in time to an event or hagning, as in (10), or she might use it to

introduce a subsequent part of her contributiathéodiscourse, as in (11).

(20) This is my imitation of a frog.
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(11) This is my explanation.

Fillmore draws a distinction here between backwaoting reference (anaphora) and
forward looking reference (cataphora), and makesgy#neral claim that the distal
determiner ‘that’ is usually associated with anaphas in (12), whilst ‘this’ is used for

cataphora, as in (13).
(12) Eat your greens: that’s the solution to your proide
(13) This is the solution to your problems: eat yowrayrs.

The distinction in acceptability between forwardidrackward-looking anaphora is
complicated by interaction with tense and aspéstFillmore (1997, p.105) points out,
(14) and (15) are, on the whole, more acceptalle ¢h6) and (17), although both
involve backward reference. It seems that theggedspect and the perfect continuous
aspect affect the choice between proximal andldist@onstrative independently of
whether the reference is backward or forward logkihwill return to this observation

later.
(14) This has been an interesting course.
(15) That was a brilliant lecture.
(16) ?This was an interesting course.
(17) ?That has been a brilliant lecture.

Lakoff makes a similar observation, pointing ouwttivhilst ‘this’ can refer both
forwards and backwards, ‘that’ is only available backwards reference. Again, the
distinction between discourse uses and temporalneseains unclear. Subsequent
contributions to the discourse necessarily takeepia the future, and previous ones in
the past. Whilst for Lakoff discourse and tempaoises are classified as different
functions of demonstratives, it seems that the dxdirce between the categories is

blurred in many cases. Lakoff also points out ssoigle distinctions and nuances

% This utterance is perfectly acceptable if intergien a gestural sense: for example, whilst froint
at a written list of courses which the speakerdiseady taken.
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associated with discourse uses of demonstrati8as. suggests that whilst ‘that’
produces ‘a more colloquial tone’ in some examgash as (18), it results in a
distancing effect in others, such as (19) (Lak&4, pp. 349-350).

(18) That man’s gonna get his one of these days!

(19) Kissinger made his long-awaited announcement yaeyerThat statement

confirmed the speculations of many observers.

Diessel distinguishes two distinct categories fmdnstratives that refer to elements
within the discourse: anaphoric and discourse @eid¢h his view ‘anaphoric
demonstratives are coreferential with a noun onrghrase in the previous
discourse’(1999, p. 95), as in (6) (‘'The cowboyeeat. This man was not someone to
be messed with’) above. By contrast, discourseothsinatives refer to propositions,
focusing ‘the hearer’s attention on aspects of nmepexpressed by a clause, a sentence,

a paragraph or an entire story’ (1999, p. 101)n20):

(20) A: I've heard you will move to Hawaii?

(21) B: Who told you that?

5.2.1.3 Symbolic and emotional uses

Fillmore and Lakoff diverge considerably more irithdescription of the third and final
category of demonstrative use. For Fillmore, timgers ‘symbolic’ uses, which he
defines as those requiring the hearer to ‘knowtageaspects of the speech
communication situation’ in order to understandutterance correctly. He gives the
example of a lecturer at a university using theaplrthis campus’ as part of an
utterance (1997, p. 63). The lecturer providesxmicit demonstration of the referent
in this case, and so the use cannot be termedrgeskowever, the meaning is taken to
be ‘the campus in which I am now located’, andrkdte classes this use of the
demonstrative as ‘symbolic’ of the speaker’'s megniBiessel (1999) and Levinson
(2004) describe these uses as ‘symbolic exophoric’.

Lakoff's final category contains what she terms &tional’ uses. In these cases,
the use of a demonstrative, and the choice betdiséal and proximal forms, creates

effects that go beyond simply securing refererickoff divides this category into
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three subcategories. The first contains useh ‘Wwhich are associated with a
‘camaraderie’ or ‘closeness’ effect, or are usedréate a sense of ‘vividness’ (Lakoff
1974, p. 347). Consider (22):

(22) A: | see there's going to be peace in the mideast.

B: This Henry Kissinger really is something!

According to Lakoff, such cases occur when ‘theakpe wishes to allude to something,
or someone, already mentioned, but outside thedise proper...its most natural use
seems to be with proper names that the speakectsxipe hearer to be familiar with’
(Lakoff 1974, p. 347).

Lakoff's second category of ‘emotional’ demonstrasi involves cases where

‘this’ seems to stand in the place of the indedimitticle ‘a’, as in (23).

(23) There was this travelling salesman, and he...

She describes this as a colloquial use which preglacvividness’ effect. It has been
analysed more recently as a case of ‘specific indefuse, in which the speaker
indicates that she has a specific individual indrand expects the hearer to treat that
individual as a discourse referent (Maclaren, 1980)

Finally, Lakoff presents examples which combine gomal and discourse deixis.
In these cases, ‘a person has been referred teisentence, and the next provides
additional information about him pertinent to thiject-matter of the prior sentence’.
The examples she gives from this category all hiselemonstrative in its bare form, for

instance (24).

(24) ‘Don't lie to me,” said Dick. This was a man whadhtwice been convicted of

perjury.

Again, she suggests that a sense of closenessosiaed with use of the proximal
demonstrative, and that this is understood asatéilg the closeness or relevance of the
second sentence to the first.

According to Lakoff, whereas ‘spatio-temporal’ ugésthis’ and ‘that’ have

largely opposite effects, in ‘emotional’ uses tippasition is somewhat neutralised.
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Uses of ‘this’ to convey camaraderie are parallégdses of ‘that’ which appear to

create a sense of intimacy. Consider (25) andd2&poken by a doctor to a patient.

(25) How'’s that throat?

(26) How'’s your throat?

Lakoff suggests that despite the use of the digalonstrative, (25) conveys a sense of
closeness or intimacy, and that had the doctoreshtws utter (26) instead, she would
have been drawing attention to the fact that theeait is not hers, and thus creating a
distance between herself and her patient. AccgritirLakoff ‘that’ may also be used
to evoke ‘emotional solidarity’ (p.352) between aer and hearer by implying that
they both share the same view of the discourseesubjatter. As she points out, this
unifying effect arising from the use of a demonstgusually associated with distance
is perhaps unexpected.

These ‘emotional’ uses are categorised as ‘recogaif by Diessel (1999), who
treats them as signalling that information is ‘diskise new’, ‘hearer old’ and ‘private’.
‘Private’ information is ‘information that speakand hearer share due to common
experience in the past’, as opposed to ‘generédi@ilinformation’ that is shared by all
members of the speech community (Diessel, 19980@). According to Diessel, this
use of demonstratives suggests that the speakdreamdr share the same viewpoint,
and therefore indicates ‘emotional closeness, symypand shared beliefs’ (p. 107).

Cornish (2001), following Strauss (1993), Ches(ili@96) and Glover (2000),
also treats some ‘emotional’ (or ‘empathetic’, asaind Diessel term them) uses of

‘that’, such as (27), as creating a ‘solidarityfeet:

(27) ...'Do we want machines which are more intelligénan humans, or should we
call a halt to it?’ he asked. ‘We are still a lomgy fromthat decision but |
think...” (The Guardian) (Cornish, 2001, p. 303)

According to Cornish, ‘the speaker is tacitly insting the addressee to place the
referent outside his/her discourse-cognitive sgharel thus casting the hearer as ‘a
potential ally in the speaker/writer's argumentatstance’ (Cornish, 2001, p. 304).
At this point in his discussion, Cornish suggekts tve view these interpretive
effects as ‘a type of inference which may be dr&am the use of ‘that’ in context,
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rather than it being a basic motivating principéeimining its use’ (Cornish, 2001, p.
305). So we move away from simply identifying wars uses of ‘this’ and ‘that’, and
towards an account where an underlying meaningaate with the discourse context to
yield more and different effects. This move wilbpe to be pivotal in the development

of my relevance-based analysis.
5.2.1.4 Towards a unified approach

Lakoff’'s and Fillmore’s descriptions of the effetist result from the choice of
demonstrative seem, for the most part, intuitie@yrect. However, neither gives a
systematic explanation of why these effects shatikk, and how they fit into an
overall account of utterance interpretation. Bs#bm to be more concerned with
providing a descriptive taxonomy rather than coeisiy the semantic and pragmatic
functions of demonstrative determiners.

Furthermore, as mentioned above, the boundariesebatthe categories they
propose seem at times blurred and arbitrary. uhdear how Fillmore’s temporal cases
fit into the taxonomy, and the generalisations megieear to have many exceptions.
Lakoff makes the interesting suggestion that inesaases the contribution of the
demonstrative goes beyond merely securing refereHogvever, her category of
‘emotional’ uses amounts to little more than a berd disparate examples. In
analysing these uses and their effects, she apigeatanalysed notions of ‘vividness’,
‘closeness’ and ‘camaraderie’ which are standartiéborical accounts of stylistic and
poetic effects. Relevance theory has tried togmhd such vague notions, and aims to
offer an explanation based on the relation betweeinectness, effort and effect
(Sperber & Wilson, 1986/95, pp. 217-224; Blakemd@93; 1994). | will return to
these examples in developing my own analysis ofahestnatives, and consider how
relevance theory might approach them.

Both Diessel (1999) and Cornish (2001) provide ant®which seek to link the
various uses of demonstratives. Diessel arguéshbaxophoric use is ‘basic and
unmarked’ (p. 114), and that the other uses arigatefrom it. By contrast, for
Cornish, it is the ‘modal’ or ‘empathetic’ use thgbasic, and the other uses which are
derived (Cornish, 2001, p. 312). The central clafrmy account will be that
demonstratives encode procedures, and that thesequres interact with the discourse
context to yield the various uses and interpretatioLike Diessel and Cornish, |
assume that we must move beyond the traditionabclerisation of the difference
between the distal demonstrative ‘that’ and itxpnal counterpart ‘this’ as relating
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only to the relative spatial distance between pgeaker and the entity to which she is
referring (Lyons, 1977; Levinson, 1983; AndersoiKéenan, 1985; Halliday, 1985).
Much evidence suggests that this ‘static’ charé&a#on is inadequate (Strauss, 1993;
Janssen, 1995; Maes, 1996; Cornish, 2001; Stra062). Both Lakoff and Fillmore
treat ‘distance’ as going beyond the purely spdliisension to encompass cases of
symbolic, metaphorical and emotional distance oaltfn neither offers a truly unified
account of the data. Indeed, Lakoff is fairly pesstic about the prospect of providing
a unified account, and comments that whilst thke tdsiniting spatial, discourse and
emotional uses is the ultimate aim, ‘How this i®&done remains mysterious’ (Lakoff
1974, p. 355).

However, there have been various attempts to lo@mgonstratives within the
scope of more general analyses of referring exjpressuch as those proposed by Ariel
and Gundel, which treat different referring expi@ss as signalling different types of
cognitive status. As discussed in chapter 3, Arigtcessibility Theory (1990) treats
demonstrative pronouns as marking intermediatesadaiéty, and claims, more
specifically, that ‘more accessible entities afenmred to by the proximal marker. Less
accessible ones will be referred to by the distaisd (1990, p. 51). She endorses
Fillmore’s suggestion that “that” requires iderdlfility by both speaker and addressee,
whereas “this” sometimes refers to objects acckssitly to the speaker’ (1990, p.53).
And, like Fillmore and Lakoff, she also discusdes subtler effects that choice of a
demonstrative determiner can have on utterancepiretiation. Consider the examples
in (28) and (29).

(28) That holiday we spent in Cyprus was really somethin

(29) The holiday we spent in Cyprus was really something

According to Ariel, use of the demonstrative rattieem the definite description in (28)
has the effect of raising ‘into consciousness Hermpictures” of the said holiday’
(1990, p. 54), presumably because of the highed lefvAccessibility signalled by this
form.

Gundel, Hedberg and Zacharski (1993) offer a diygtifferent analysis of
demonstrative determiners. According to the Giessrhierarchy, use of a definite
article signals that the intended referent is ‘ueig identifiable’, use of a distal

demonstrative signals that the referent is ‘famiiliand use of a proximal determiner

149



signals that the referent has the even higher togritatus of being ‘activatetl’ Thus,
the choice of determiner is seen as guiding theehdéa the speaker’s intended referent.

Along similar lines, Strauss (2002) analyses tliiedint forms of demonstrative
as signalling different levels of ‘focus’, wherecies is defined as ‘the force with which
the hearer is instructed to seek the referenta(8s 2002, p. 135). Use of ‘this’ signals
that the speaker regards the information as impgréand as therefore deserving a high
degree of focus. Use of ‘that’ signals ‘mediumusc and ‘it’ signals low focus. On
this account, a speaker’s choice of referring esgiom is based on ‘spontaneous,
contextually grounded interactional factors betwtenvarious participants involved in
the talk’ (Strauss, 2002, p. 133), including thiatienship between speaker and hearer,
the amount of information they share, and the irdamportance of the referent to the
speaker.

Although these three approaches differ in theiaitigtall three seek to place their
account of demonstratives within a cognitively-ataed analysis of referring
expressions in general, and move away from physigi@bns such as the referent’s
proximity to or distance from the speaker. Thegrstthe idea that the hearer is
directed to a representation of the intended rafdrem amongst the set of candidate
referents via information encoded by the varioderrang expression forms.

Continuing this theme, Reboul (1997) situates hatyesis more directly within
the relevance-theoretic framework, and introdubesdea that demonstratives might
encode non-truth conditional meaning that influeniogerpretation. Unlike Ariel,
Gundel and Strauss, however, she suggests thdiffisence between ‘this’ and ‘that’
has ‘to do with the relative distance between fleaker and the object designated’
(Reboul 1997, p. 11), thus reintroducing the tiaddl appeal to proximity or distance.
However, she remains rather vague about how tfiereince might be developed
within a full account. In the next section, | taReboul’s proposal that demonstratives
encode non-truth conditional meaning as a stagoigt, although like Strauss and
Cornish, | will move away from the idea that dentaaisves encode purely physical
notions of proximity and distance relating to thedgraphical location of their referents
in relation to the speaker’ (Cornish, 2001, p. 3@®d go for a more abstract proximity-
based account. My main aim is to show how dematigés can be analysed in terms
of encoded procedures. By applying these procedorthe data, | will try to provide

evidence that the uses of demonstratives falltimtobroad categories which cross-cut

3 | refer here to the complex demonstrative formsisTN’ or ‘That N'. According to the Givenness
hierarchy, bare demonstratives, both the distalt*tiand proximal ‘this’, signal that the intendedarent
is ‘activated’. See Gundel, Hedberg and Zachgd$93) for further discussion.
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the tripartite distinctions proposed by Lakoff &fitimore, and unify the various uses
identified by Diessel and Cornish.

First, | will consider some cases where the chofca distal as opposed to a
proximal form changes the way that reference &lyiko be resolved. | will then
examine some examples where it does not. Whechibiee of determiner does not
affect reference resolution (and therefore doesfiett the derivation of explicit
content), we must ask what role the encoded praeadight play. | will argue that the
range of different uses discussed above are, tndaesult of the same underlying
procedure interacting with different discourse eatd to yield a wide range of
inferential effects. This is a development of Beas and Cornish’s ideas , and Lakoff

(p-346) herself makes a suggestion that seemsrwobeg in this direction:

we may want to consider this [spatio-temporal] asexemplifying the
‘basic’ demonstrative, with the others perhapsaalérived from it by a

process of metaphorization, or abstraction (Lakt8f74, p. 346).

The cognitively-orientated accounts of Ariel, Guhdi&edberg and Zacharski, Strauss
and Reboul take us closer to a unified analysisstillifail to address the full range of
data. In the following sections, | will try to deglep such a unified analysis using the
relevance-theoretic notion of procedural meaning, show how the inferential effects
of the various uses of demonstratives might bevddrvia interaction between
procedural meaning, discourse context and theaal® comprehension procedure.
Before embarking on this, however, | will look bhjeat some observations by
the philosopher David Kaplan (1989) on the treatnoédemonstratives and their role
in reference resolution, which raise important ¢joes about the value of cognitively-

and communicatively-oriented analyses of the typave been considering here.
5.2.1.5 Kaplan: Pure indexicals, true demonsteatand intentions

Kaplan (1989) distinguishes between what he tepuse‘indexicals’ and ‘true
demonstratives’. A true demonstrative requiresessort of accompanying
demonstration to make reference. For pure indexioa the other hand, no
demonstration is required to establish reference,'@ny demonstration supplied is
either for emphasis or is irrelevant’ (p.491). ®oexpressions can function both as
pure indexicals and as demonstratives, and Kapiarides the examples in (30) and
(31) to illustrate.
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(30) I am here.

(31) In two weeks, | will be here. [pointing at a citg a map]

For Kaplan, ‘here’ in (30) is a pure indexical, w&s in utterance (31) it functions as a
demonstrative, and reference will only be resoli¥éidere is an accompanying gesture

or other clue to the speaker’s intentions. Theasof his theory is summarised in the

principle in (32).

(32) The referent of a pure indexical depends on théestand the referent of a

demonstrative depends on the associated demoaostrati

I will return to this distinction between indexisand true demonstratives when |
consider the uses of demonstrative determinershaidcontribution to explicitly
communicated meaning.

In Afterthoughtg1989), Kaplan revisits these ideas and discusses
demonstratives in more detail. Although he reptesdemonstratives must be
accompanied by a demonstration of some kind, heearthat what determines
reference in these cases is the speaker’s interatber than the external gesture or
indication. The demonstration is there, he claimsly to helpconveyan intention’

(pp- 583-584), and we should ‘regard the demonstras a mere externalization of this
inner intention,” which itself determines the refier (p. 582). This shift in emphasis
from an external demonstration to the intentiothefspeaker brings us closer to
pragmatically-orientated approaches such as retevemeory.

In relevance theory, speakers’ intentions are asgulaying a much greater role in
reference resolution than is envisaged in many &semantic accounts. As a result,
there is no need for a theoretical distinction lestv‘true demonstratives’ and ‘pure
indexical’ uses of demonstratives. Instead, &irential uses of ‘this’ and ‘that’ are
seen as dependent on the speaker’s intentionsh&rhat not they are accompanied by
extra, external clues. Indeed, in a footnote, Kaplimself states that he views
‘demonstrations as playing the same role for temahstratives as does pointing at
oneself when using the first-person pronoun’ (n8582). Since the first-person
pronoun is one of the clearest examples of a patexical in Kaplan’s sense, this move

towards recognising the role of intentions bluses loundaries of Kaplan’s original
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distinction, and brings us closer to an analysiemlall referential uses ultimately
depend on the speaker’s intentions.

Bach (1992), who defends and discusses Kaplarng ereintentions, argues
explicitly that the referential intention is pafttbe wider communicative intention: it
‘isn’t just any intention to refer to something dmes in mind but is the intention that
one’s audience identify, and take themselves toteded to identify, a certain item as
the referent by means of thinking of it a certaientifiable way’ (Bach, 1992, p. 143).
Moreover, the communication of this intention daes happen ‘by magic’, and having
the intention in one’s mind does not guaranteeitivaill be successfully recognised.
Rather, ‘you decide to refer to something anddrgelect an expression whose
utterance will enable your audience, under theuonstances, to identify that object’
(1992, p. 145). Thus, the recognition of intensiomall-important to reference
resolution, and the speaker should give whichemguistic or non-linguistic clues are
needed to secure it. To consider in more detail this plays out in terms of utterance
interpretation, | return again to the frameworkelevance theory, and in particular, to

the notion of procedural meaning.
5.2.2 A procedural analysis of demonstratives

Since the idea of procedural meaning was first ldgesl by Diane Blakemore (1987)
there have been various attempts to charactegsdividual procedures encoded by
different forms of expression (Blakemore, 2000, 20&harton, 2003; Iten, 2005; Hall,
2007; Hedley, 2007). As Wilson and Sperber (1988)t out, this is no easy matter,
since ‘We have direct access neither to grammatmalputations nor to the inferential
computations used in comprehension’ (1993, p. &) a result, procedural meaning is
very hard to pin down. Still, it is now quite wigedssumed in relevance theory that
personal pronouns can be analysed in proceduratieso that the pronoun ‘she’, for
instance, facilitates the retrieval of female (mrgmatically feminine) candidate
referents (see Wilson and Wharton 2006). In thieviong sections, | will argue that
demonstratives should also be analysed as encpdiegdural information, and
consider what this procedural information mightikddiée.

According to relevance theory, procedural informatjuides the inferential
phase of comprehension, and inference may plalearoboth sides of the
explicit/implicit divide. Assuming this model, basider how the same underlying
procedure might play a role not only in refereresotution, but also in the derivation of
implicatures. This should bring us closer to diadiaccount of the various functions
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of demonstrative forms. Bearing in mind the widage of uses identified by Fillmore,
Lakoff and Levinson, | begin by considering in mdegail how traditional notions such
‘proximal’ and ‘distal’ might fit into the framew&r and how a speaker’s conception of
relative proximity or distance might influence theihoice of demonstrative. In this, |
depart from Ariel's and Gundel’'s accounts, in whitith traditional notions appear to
play no role.

Reboul (1997) argues that there is a clear difiseén acceptability between
examples (33) and (34), although they refer tostirae plane, express the same

propositions, and should therefore share theihtconditions.

(33) A plane crashed yesterday in New York. This pltew every day from Miami

to New York.

(34) ?A plane crashed yesterday in New York. That pfeave every day from

Miami to New York.

Since the two examples differ only in the choicel@efmonstrative determiner, ‘this’ or

‘that’, this difference in acceptability must beKed to the choice of determiner. And
since the same proposition, with the same truthlitioms, is expressed in both cases,
the difference does not seem to be a conceptuabmaewe are left with the possibility
that the demonstrative determiners ‘this’ and ‘tdéfer in the procedural information

they encode.

What might this procedural information look likexdahow might a speaker use it
to optimise the relevance of her utterance? | takmy starting point the traditional
distal/proximal distinction often used to charaistethe difference between ‘this’ and
‘that’, and explore how we might generalise thaort of proximity and distance to
apply to a much wider range of cases.

Powell (1998, p. 18), who proposes a proceduralaggih based on the traditional
distal/proximal distinction, suggests that ‘thigda'that’ encode related, but different,
two-step procedures. ‘This’ encodes the procediing, the speaker and then find an
object near the speaker,” and for ‘that’, the pdure is the same except that the hearer
expected to find an object far away from the speaRéis analysis is then extended to
the plural forms, with ‘these’ encoding the procedufind an object near the speaker
and then find a plural referent relating to it’damutatis mutandis for ‘those’. Powell's

procedures are thus built around the notions ofiprity to and of distance from the
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speaker. This approach highlights the importamtgbat proximity/distance are
relational terms. A candidate referent will bexpneal or distal relative to some point
of reference. Here, proximity and distance arepnoperties inherent in the referent
itself, but depend on the context in which therattee is processed, and will vary as
elements of the discourse context vary. This isqadarly evident in an exchange such
as (35)-(37).

(35) Natasha : Pass me that book.

(36) Marya : This book?

(37) Natasha : Yes, that book.

In this case, each speaker assesses the proxintitg book relative to herself, and
from her own point of view, so that the same enityeferred to using both the distal
and proximal forms. Once the book has been pdsdddtasha, she may then utter (38)

and still be understood as referring to the sasama.it

(38) Natasha : | love this book.

From a relevance-theoretic perspective, drawirgnétn to the relative proximity
of an entity to a speaker will be relevant if iluees the effort involved in reference
resolution, either by adding an extra layer of\atton to the hearer’'s mental
representation of the intended referent, or bynguiut any non-intended competitors.
If the relative proximity to the speaker of theeintied referent sets it apart from the
other potential referents in either of these wéysn providing such proximity
information is likely to be an efficient strategy fthe speaker to follow.

A spatially-based notion of proximity where ‘this’'used to refer to objects close
to the speaker and ‘that’ is used to refer to dbjésr from the speaker may seem
intuitively attractive in these examples. Howevehas been argued using evidence
from psychology that this approach is over-simpgiand problematic. Kemmerer
(1999) presents evidence that our perceptual assess of proximity to and distance
from ourselves do not fit well with the way thasw@il and proximal demonstratives are
used cross-linguistically. Perceptually, a basstimtction is drawn between objects that

are roughly within arm’s length and those thatlagond arm’s length. However, the
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use of proximal and distal demonstratives doesooespond to this distinction.
Rather, according to Kemmerer, the spatial distinstconveyed by the use of
demonstratives, are much more abstract and relative

Consider examples (39) and (40) (Kemmerer 19992 ptaken from (Talmy,
1988)).

(39) This speck is smaller than that speck.

(40) This planet is smaller than that planet.

The specks referred to in (39) may be tiny, clogether and within the speaker’s
reach, whilst the planets in (40) will be huge,dpart and remote from the speaker. In
both cases, however, ‘this’ and ‘that’ may be usdiditously to refer to the individual
specks and planets, respectively. Just as ‘smallarrelative notion dependent on the
discourse context and the nature of the itemssitrilees, so the proximity information
conveyed by the demonstratives is also relativecofding to Kemmerer, ‘the proximal
demonstrativehis means simply “closer to the deictic center ttreat’ and, conversely,
the distal demonstrativeat means simply “further from the deictic center thiais

(1999, p. 52). So a story begins to emerge whbig and ‘that’ are to be interpreted
not only relative to a context and a deictic cefgrg. a speaker), but also relative to one
another. This suggests that ‘this’ and ‘that’ faredamentally contrastive in nature.
Use of a demonstrative may be seen as adding emlayer of activation to the hearer’s
representation of the intended referent by settimgcontrast with similar, but

different, competing representation(s).

Kemmerer sums up by saying that demonstrativeduaveemantic
representations rather than concrete spatial repi@sons; and the remarkable
pragmatic flexibility of demonstratives is due ke tfact that they are essentially deictic
terms that cannot function apart from specific disse contexts’ (1999, p. 56). This
notion of relativity and the importance of the rplayed by discourse context will be a
central theme in my relevance-based account.

As mentioned in passing above, a further objedticenalysing demonstratives in
terms of purely spatial notions of proximity is thiae contrasts they evoke are not
restricted only to the spatial domain. As Lakaftidillmore point out, an entity may
be distinguishable by its relative proximity to teaker in place, time, thought or

discourse, and assessments based on these dinsemsigmot always coincide. For
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instance, a referent may be seen as proximal codrse terms if it is the current focus
of the exchange, although it may be distal in spp&trms. Take, for example, a case of
so-called deferred reference, as discussed by Narih895; 2004). A customer hands

a car key to a car park attendant and utters (41).

(41) This is parked out back.

Here, the speaker uses the demonstrated objedig¥l@s a proximal clue to the
intended referent (the car), which itself is dist@he hearer’s recognition of the
speaker’s intention to refer to the car (via theegbrovided by the key) brings the
mental representation of the intended referenttimocurrent focus of the exchange. A
representation of the intended referent (the sahus proximal in thought and
discourse, although the object itself remains afiatilistant.

Thus, assigning reference to a demonstrative esjresequires identification of
the deictic centre, on the one hand, and of theds#ion in which a contrast is to be
drawn, on the other. Identification will proceed, always, via the relevance-theoretic
comprehension procedure. We therefore predictatspeaker aiming at optimal
relevance will construct any demonstrative expoessp that the hearer can test
interpretative hypotheses in order of accessibitityd stop when his expectations are
satisfied. Although the deictic centre will typiigebe the present time, location or
status/role of the speaker, this is not necessthidlycase. For example, consider the
exchange in (42)-(43).

(42) Dentist: Does this one hurt?

(43) Patient: Yes, it's that one.

Fillmore (1997, p.123) notes that the speaker ns@yaudistal form for something
relatively close to her in order to present it frima hearer’s perspective. As the tooth
in question is in the patient’s mouth, a speakesetdaaccount of proximity relations
would predict that the dentist should use the bistan and the patient the proximal
form. However, in this discourse context, it ie thewpoint of the dentist, who has
presumably used a gesture of some sort to idethigfyntended tooth, that is relevant,
and so both interlocutors represent the situatiomfthe dentist’s point of view, and

treat him as the deictic centre.
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My argument so far might be summarized as folloReference is resolved via
recognition of the speaker’s intentions. Demonisia are used when the nominal part
of the referring expression (if there is one) is umiquely denoting in the discourse
context. The speaker may then exploit procedufatination encoded by the
demonstrative to guide the hearer to the intendéatent (i.e. indicating to which
instance of ‘N’ she intends to refér)This procedural information relates to the
proximity/distance of the intended N to a deicéntre, as compared to competing
instances of Ns. The effect should be to singtglmeiintended referent and add an
extra layer of activation to its representatiorthsat it will be the most accessible one in
the discourse context. ‘This’ is used when thended referent is ‘closer to the deictic
center than “that” (where ‘that’ would be usedéder to a competing instance of N).
‘That’ is used when the intended referent is ‘fertfrom the deictic center than “this™
(where ‘this’ would be used to refer to a competimgance of N). Proximity and
distance may be assessed on various dimension#) sgatial, temporal, emotional,
thought or discourse terms. The hearer deterntireedeictic centre and the appropriate
dimension of assessment in the same way as witdr ptAgmatic processes: by
following the path of least effort and stopping wtibe expectations of relevance raised
by the utterance are satisfied.

Although in some cases the choice of a demonstratderminer directly affects
reference resolution, in other cases it appeacsitribute instead to the implicitly
communicated meaning. In the remainder of thii@ecl consider examples of both,
and try to show how they are all analysable in teainthe procedure encoded by

demonstratives and the overall aim of satisfyingeetations of optimal relevance.
5.2.3 Demonstrative determiners and explicatures
5.2.3.1 ‘This’ and ‘that'.

According to relevance theory, ‘an assumption comicated by an utterance U is
explicit [hence an “explicature”] if and only if i a development of a logical form
encoded by U’ (Carston, 2004, p. 635). In thidisaed consider cases where choice of
demonstrative determiner affects the referencdutgn process. As reference

assignment involves a development of the encodgddbform, the choice between

* She may also use conceptual information to do+tl@sy. uttering ‘the black cat’ rather than ‘tla’ c
so that the nominal is no longer uniquely denoting.
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‘this’ and ‘that’ directly affects what is expliGtcommunicated in such cases.

Consider the examples in (44)-(47).

(44) I'll have a slice of this cake.

(45) I'll have a slice of that cake.

(46) We went for a lovely walk this afternoon.

(47) We went for a lovely walk that afternoon.

If (44) and (45) are uttered in the same discooosgext where the speaker has been
offered the choice of two cakes, we can imaginergf@rence might well be resolved
differently in each case. Similarly, the resolatmf the complex demonstratives in (46)
and (47) will be different. In both pairs, the pdifference is the form of the
determiner, and in both cases, substitution ottmplex demonstrative with a

corresponding definite description will be infelais, as in (48) and (49).

(48) ? I'll have a slice of the cake.

(49) *We went for a lovely walk the afternoon.

Although (48) is not ungrammatical in itself, itllkve infelicitous in a discourse context
where there are two cakes whose representatiorexjaedly accessible, since reference
will not easily be resolved. However, whilst ineexples (44)-(47) the demonstratives
clearly contribute to the explicity communicateéaning, they do not necessarily
function in exactly the same way. Utterances @) (45) are only likely to be
felicitous if accompanied by a gesture indicating intended referent. This is not the
case for (46) and (47). These judgements recalldfés distinction between pure
indexicals and true demonstratives, as outlinegkation 5.2.1.5. Taking this
distinction as a starting point, | consider how ititerpretations and judgements in (44)-
(49) might be accounted for.

® Following the discussion in section 5.2.1.5, | aoh committing to the view that there are pure
indexicals which are assigned reference indepehdehthe speaker’s intention. However, there are
some cases where the hearer may not need anyosddlitiues beyond the information encoded in the
demonstrative in order to recognize that intentibretain Kaplan's terminology for ease of expiosit
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5.2.3.2 Demonstrative uses

| begin by considering examples where the useettmplex demonstrative is what
Kaplan would consider to be truly demonstrativansglder again examples (44) (‘I'll
have a slice of this cake’) and (45) (‘I'll haveslece of that cake’) in a discourse context
where there are two cakes. Here, representatidostio cakes may be activated and
highly accessible, and yet the hearer must determirich of them the speaker intends
to pick out. In such a case, ‘this’ and ‘that’ tion as true demonstratives. They are
only appropriate when the intended referent iienghysical context, and their
utterance is only likely to be felicitous if thesesome other clue to the speaker’s
intention, such as a physical demonstration of wiiee speaker’s attention is focused.
Whilst such a demonstration may be as explicit psiating gesture, it may also be a
subtle cue such as eye gaze direction or diredtimiding. As Kaplan notes, the
demonstration itself is ‘a mere externalizationthe perceptual intention’ (1989, p.
583), and it is this intention that determinesrdferent. In these cases, however,
something beyond the linguistically encoded mearsrgquired to convey this
intention.

The contrast evoked by the use of a proximal/dfstath as opposed to a definite
description sets the intended referent apart frompeting referents. Whilst the extra
layer of activation is added to its representatiera result of the speaker’s indication of
where her attention is focused, use of a demonstriirm encourages the hearer to
take this attention into consideration. As Ne&@0({, p. 103) suggests, using a
demonstrative form to refer to an itemdraws ‘attention to the fact that not any old
will do.” By drawing attention to a particular @gtin the physical environment, the
speaker increases the accessibility of its reptaien, so that the hearer will test it first
as a potential referent. The speaker’s choicedmtthis’ and ‘that’ again comes
down to the underlying procedures encoded by ttmesteand the clues they give the
hearer as to how inferential comprehension showddged.

Taking the speaker as the deictic centre, usénis,in this type of example, will
encourage the hearer to expect a referent thatseme salient way, relatively
proximal to the speaker compared to another comgpetndidate referent.
Accordingly, a hearer would be confused if the &peavere to utter (28) (‘I'll have a
slice of this cake”) whilst indicating a cake thads further away from her than some
other salient cake. Thus, in those examples thatat would call truly demonstrative,

the proximity information encoded by the demonsteatieterminer is a clue to where
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the speaker’s attention is likely to be focusedi gn@refore what her referential
intention is likely to be. However, in these casesKaplan points out, extra-linguistic

clues are also needed.
5.2.3.3 Indexical uses

The contribution of demonstratives to referencelg®n, and hence to the explicitly
communicated meaning, is not limited to Kaplanigtdemonstrative uses of ‘this’ and
‘that’. Examples such as (46) and (47), or (5@) €1), are perfectly felicitous without
any accompanying gesture or further clue to thalsges intention. Under Kaplan’s

original definition, they are pure indexicals.

(46) We went for a lovely walk this afternoon.

(47) We went for a lovely walk that afternoon.

(50) In this section we will continue the argument.

(51) In that section we will continue the argument.

In examples of this type, there is invariably mir@n one potential referent, since
neither ‘afternoon’ nor ‘section’ is uniquely demat. However, in both cases involving
the use of ‘this’, there is only one instance aftegype that is likely to be considered
proximal relative to the deictic centre of the dpraat the time of utterance. In both
cases, too, the relevant type of proximity is k&l be temporal or discourse-related
rather than spatial; ‘this afternoon’, will genlgraefer to the afternoon of the current
day, and ‘this section’ will generally refer to thection in which the current utterance
occur§. Utterances of this type can occur discourséalhjit since there is no need for
any further contextual information.

The situation is slightly different for indexicases of the distal demonstrative
‘that’, as in (47) and (51). Whereas there is amig afternoon or one section which is
likely to count as proximal, there will be more nhane which could count as distal.
‘That afternoon’ could refer to any afternoon owiwer day than the day of utterance,

and ‘that section’ could refer to any section afrann the current one. Following the

® There are corresponding true demonstrative readivatable for these utterances. If, whilst poring
over a holiday diary, a speaker points at a pdefaiate and utters (46), the speaker’s maniféshtion
to refer to the afternoon of the demonstrated daylavoverride the indexical interpretation.
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analysis outlined in section 5.2.2, | predict thiaat’ will be used when the intended
referent is further from the deictic centre thanther candidate which could have been
picked out by use of ‘this’. As we have seenstipicks out the current day or section,
so ‘that’ could be used to refer to any other dagextion. However, interpretation
proceeds in the usual way with the set of potengfrents being narrowed to include
only those which are relatively further away frdme deictic centre than the current
instancé. In effect, this rules out the afternoon of tesent day, and the current
section, respectively. The hearer then followsphth of least effort, testing potential
interpretations in order of accessibility. Thus, &n utterance of (47) (‘We went for a
long walk that afternoon’) to be felicitous, thesfgould be one non-proximal afternoon
whose representation is more accessible than tifdke others

Consider (52) and (53).

(52) We are going on holiday this week.
(53) We are going on holiday that week.

Utterance (52) should be felicitous in any discewrsntext. The use of ‘this’
constrains the set of potential referents to jussé¢ which are proximal to the deictic
centre relative to competing candidate refere@her things being equal, the only
member of this set will be the week of the utteeanBy contrast, (53) will only be
felicitous when there is a particular non-proximalek whose representation is more
accessible than those of any others. Use of gtaldlemonstrative in effect rules out
the current week, but in doing so, it still leaadisother weeks as possible referents.
For (53) to be felicitous, a representation of ohthese candidate referents must be
more accessible than those of the others. Utterés®) might, for example, be
appropriate if the speaker and hearer have beenstigsig when they might meet up
next, and the hearer has suggested a particular tfathat case, a representation of the
week which includes that date will be more accésghmn those for other non-proximal
weeks. Whilst acceptable in such a discourse ggr{&3) would be very strange as a

discourse initial utterance.

" Alternatively, we might view this as adding anraxayer of activation to the representations ef th
non-current instances. However, the result issmae and it's not clear how the two possibilitieghm
be empirically distinguished.

8 Or a highly accessible contextual assumptiondbatbines with one potential referent more easily
than the others to result in an interpretation tha¢levant in the expected way.
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This pattern in the use of demonstratives has beknowledged in the various
different analyses of ‘that’, and strikingly simrileonclusions have been drawn about
when it may be used felicitously. According tdraibre (1997, p. 105), ‘that’ is used
when both interlocutors are aware of what is béatiged about. For Ariel (1990, p. 53)
‘that’ requires identifiability by both speaker aaddressee, and Gundel, Hedberg and
Zacharski (1993) capture a similar intuition byaxsating‘that N’ with the cognitive
status ‘familiar’. Such generalizations fall oattarally from a relevance theory
approach where interpretations are tested in afaccessibility. On such an
approach, what makes the use of ‘that’ felicitouthese discourse contexts is not the
fact that both interlocutors necessarily know wikdieing talked about. Rather, the
felicitous use of ‘that’ depends on one represeniat being more accessible to the
hearer in the discourse context than its compstit@riscourse contexts of this type are
highly likely to coincide with those where the inted referent fits the theory-specific
definitions of ‘familiar’, ‘identifiable’ and so an

In sum, and having considered both ‘true demonsg&’aind ‘pure indexical’ uses
of complex demonstratives, it seems that both caiteg)may contribute to the explicit
content of an utterance. Kaplan’s distinction ®dibwn to a difference in the nature of
the clues that the speaker provides to help theeheetrieve the explicit content. In the
pure indexical cases, the nature of the intendiedart and the discourse context are
such that the linguistically encoded meaning isugio In the true demonstrative cases,
however, the linguistic meaning is not sufficieamid further non-linguistic clues are
needed. In a relevance-based account, howeveke #re just different means to the
same end. The speaker intends the hearer to pick certain referent, and provides

whatever linguistic or non-linguistic clues are egsary to achieve this aim.
5.2.4 Demonstrative Determiners and Implicatures
5.2.4.1 Explicit or implicit: a test

In the previous section, | argued that choice ohalestrative determiner can affect what
is explicitly communicated by an utterance. Indthses considered, the choice between
‘this’ and ‘that’, or between a complex demonstratand a definite description, affects
the proposition the speaker is taken to have egpoesHowever, there are other
utterances where this does not seem to be the taseich examples, substituting a

complex demonstrative form for a definite descaptior a proximal for a distal
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demonstrative, or vice versa, does not affect thg that reference is resolved.
Consider examples (54)-(55) and (56)-(59).

(54) Tartan was very popular in the 19th century. RriAtbert helped this trend by

developing his own Balmoral tartan.

(55) Tartan was very popular in the 19th century. RriAtbert helped the trend by
developing his own Balmoral tartan.

(56) This section focuses on what that procedural inédiom might look like.

(57) This section focuses on what this procedural infdram might look like.

(58) This section focuses on what the procedural inféionanight look like.

(59) This section focuses on what such procedural irédion might look like.

The use of ‘this’ rather than ‘the’ in (54) doed appear to affect the explicit content of
the utterance. Version (55) is not only also atat@p, but reference is resolved in the
same way as in (54). This case contrasts withetimo§44)-(45) above (I'll have a slice
of this/that cake), where replacing the demonstatiith ‘the’ in a multi-cake
discourse context leads to infelicity.

It seems, then, that replacing a demonstrativermé@ter with the definite article
might provide a test for whether or not the demmatiste adds anything to the explicit
content of an utterance that could not equally walle been conveyed by ‘the’.

Consider utterance (60), taken from Powell (2001).

(60) That dog with three legs is called ‘Lucky’.

As Powell points out, the role played by the commlemonstrative ‘that dog’ in (60)
depends on the context in which is it uttered(6@) is uttered whilst ‘standing in a
room full of dogs, all but one of which have thargtard canine allocation of legs’
(Powell 2001, p. 62), then the demonstrative detegntan be replaced by the definite
article without affecting the felicity of the uttarce, as in (61).
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(61) The dog with three legs is called ‘Lucky’.

However, if the speaker is standing in a roomdiithree-legged dogs, then the
substitution leads to infelicity and probable refege failure. In the first discourse
context, the conceptual information encoded bynibrinal is sufficient to narrow the
set of potential referents to a point where a regm&ation of the intended referent (i.e.
the dog with three legs) is the most accessible éméhe second discourse context,
where there are several three-legged dogs, thistithe case, and further clues, in the
form of information about relative proximity, prdiig combined with some type of
non-linguistic demonstration, will be requifed

Examples (56)-(59) show that in certain discourmgexts the speaker may have
an even wider range of options available when cooshg her referring expression.
Again, in these cases, the substitution of oneraeter for another does not seem to
affect the way that reference is resolved, sugggstiat the encoded conceptual

information alone is enough to guide the heard¢héoexplicit content of the utterance.
5.2.4.2 Demonstratives and inferential effects

Given the data in (54)-(59), how can we accountHervarious acceptable forms, and
what effect might the choice of determiner ultinhateave on interpretation in such
cases? To address these questions, | once agaim i@ the relevance theoretic
comprehension procedure, as discussed in chapter 4.

A hearer following the relevance-theoretic compretien procedure should test
interpretations in order of accessibility, and sidpen his expectation of (optimal)
relevance is satisfied: that is, when he has encaghitive effects to make the
utterance at least relevant enough to be worthgsing, and the most relevant one
compatible with the speaker’s abilities and prefess. Although the interpretation
process involves identification of explicit contetitis is not the full story. Recall that
according to Wilson and Sperber (2004, p. 615)rall/atterance interpretation
involves three subtasks: identification of explaiintent, intended contextual
assumptions and intended contextual implicatid®s far, | have focused on the first of
these subtasks, but in analysing interpretatioexamples such as (54)-(59), we must

consider the remaining two. These two tasks résulte derivation of implicatures,

° Presumably the intonation and stress pattern ededowvith (60) will also vary with the discourse
context. When there is more than one competindidate referent, the demonstrative determiner lvell
emphasised (‘THAT dog with three legs is calledcky) in a way that is not necessary when there is
only one three-legged canine present.
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and therefore contribute to the implicit side ofgyehension. As | have shown, the
speaker may exploit procedural information to gutiehearer along the intended
inferential path. If demonstratives encode procaidmeaning, we would expect them
to be used in this way to guide inferential proesssontributing to both explicit content
(i.e. reference resolution), and implicit contdre.{(mplicatures). By applying relevance
principles to the case of demonstratives, we caretbre incorporate into the analysis
the role they may play in the inferential identifion of implicatures. This is a role
which has been largely overlooked in previous ant®uwhich have, for the most part,
concentrated on the issue of how reference isvegol

Consider again examples (54) and (55) (‘Tartanweag popular in the 19th
century. Prince Albert helped this/the trend byadeping his own Balmoral tartan’).
Although reference resolution is crucial to comme$ion, a representation of the
intended referent is already highly accessiblé@sé cases, having been mentioned in
the immediately preceding utterances. In both gas) the trend of wearing tartan is
the most salient trend in the discourse context,vaifi therefore be tested first as a
candidate referent by a hearer following the rabeestheoretic comprehension
procedure. This will happen regardless of whetinarot encoded information about
(discourse) proximity is provided. Since the idignof the intended referent is already
taken care of, the speaker has available the opfiasing information about proximity
encoded in the demonstrative determiner to credta er different effects (so long as
this does not interfere with correct assignmentédrence). In cases of this type, the
extra effort required to process the procedurarmation provided by the speaker is
justified only if it yields an adequate range otlsidnal inferential effects.

We then need to consider what form these additieffiatts might take. To avoid
any suggestion that ‘this’ and ‘that’ are ambigyoue want the procedural information
encoded by each demonstrative to remain constadlt gases. Applying my earlier
analysis, then, utterance (54) (‘this trend’) irades that the trend of wearing tartan is
closer to the deictic centre (in spatial, temporadiscourse terms) than some other
competing trend. Although there is no competiegdrin the discourse context, the
hearer still presumes that the speaker is aimiogtinal relevance, and will infer the
existence of a potential competitor or competifoss the use of the demonstrative
form. Thus, while the nominal part of the refegriexpression is uniquely denoting in
the discourse context, use of the demonstrativeweages the hearer to treat the
intended referent as non-unique. This in turn egakn implicit contrast effect which

yields a wide range of weak implicatures. Sucltltacontrastive uses of
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demonstratives might be analysed along similasliioethe stylistic effects resulting
from repetition of words or phrases, as discusse8derber and Wilson (1986/95, pp.
219-221; Blakemore, 1992; 2008). Whilst some sugds contribute directly to the
explicit content, others achieve relevance by iasirey inferential effects, conveying
suggestions of attitude or the speaker’s degreemimitment to or involvement with
the propositional content.

In this case, the contrast implicit in the use dkeaonstrative stylistically
highlights the wearing of tartan as one particti@and amongst many. Specific effects
will depend on interaction between the implicit tast and the wider discourse
context, and may be affected by other factors sscintonation and tone of voice. For
example, the speaker may be implicating that thelriess for tartan was just one of
many trends (as opposed to serious preoccupatiéirnatively, it may just be a
means of conveying a sense of continuity, indigatmthe hearer that the subject matter
has not changed and the focus remains on the sgnice tSimilar weak inferential
effects are conveyed by examples (56)-(59). Hamwth ‘this’ and ‘that’ are acceptable,
because it is not the relative proximity of theereht itself that is relevant, but the
implicit contrast with alternative possible refeienThe choice of a demonstrative form
over the definite article perhaps carries a tadihawledgement that the discussion
focuses on one particular type of procedural inftiaon, where other types may be
possible. The choice between ‘this’ and ‘thatsuth cases is likely to be driven by a
variety of such subtle and interacting factors.

These subtle differences and apparent borderlisescsupport the hypothesis that
the information about proximity encoded by the deiaer can vary along several
dimensions. They also reinforce the claim that pnity should not be characterised as
an inherent property of an entity itself. Rathieshould be viewed as something that is
computed from moment to moment, assigned to treeet online and subject to
change as the discourse and discourse contextogevBroximity is a matter of degree
which can vary as the physical, temporal and dismuaontexts vary, leading to the

wide range of contrast effects that we see in teaaenple¥’.
5.2.5 Revisiting the demonstrative categories

Recall that both Fillmore and Lakoff approachedigiseie of demonstratives by

dividing the uses up into three board categoriestugal/spatio-temporal,

91t is only when these contrast effects clash withoverall sense of the utterance, as in the gsaai
sentences discussed in chapter 4, that their differontributions become apparent.
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anaphoric/discourse, and symbolic/emotional. kehswggested that these categories are
both blurred at the edges and theoretically unastimg, and argued that demonstratives
should be analysed instead as encoding procedifioahiation about relative proximity,
broadly construed. | have tried to show how tm@&pdural meaning may guide the
hearer in resolving reference, and so contributadgcexplicit content of an utterance, or
it may contribute to the derivation of impliciturasd other inferential effects. In this
section, | reconsider the various uses identifigéiimore and Lakoff, and show how
they might fit into this relevance theory approach.

First, the examples classified by Fillmore and Lfaks spatial / gestural involve
use of the encoded procedural information to gthéehearer during reference
resolution, and hence in the derivation of expkoihtent. The speaker indicates to the
hearer that she expects him to pick out a cer&dgrent from among two or more
competitors, using the demonstrative form, pertzge®mpanied by a physical
demonstration, as a clue to her intended mearimghese cases, substitution of a
definite determiner for the demonstrative will béelicitous.

With the discourse/anaphoric cases such as (12)1&)d‘'Eat your greens: that’s
the solution to your problems’ ‘This is the sodutito your problems: eat your
greens’), application of the substitution test niggem to indicate that these function in
a similar way. As with the gestural cases, sultghih of the definite determiner for a
demonstrative is unacceptable, as in (62). Howdhercases are not really parallel,

since (62) is not merely infelicitous but ungramicedlt

(62) *Eat your greens: the is the solution.

As has often been noted, the definite determirféerdifrom the demonstrative
determiners in its inability to stand alone. Whitkis’ and ‘that’ can function as either
complex or bare demonstratives, ‘the’ must be ag@oned by conceptual information

or replaced by ‘it’, as in (63).

(63) Eat your greens: it's the solution.

Since in these cases, unlike the spatial / gesbtmed, this substitution does not affect
reference resolution, we can conclude that hergitheedural information encoded by
the demonstrative does not contribute to explicittent. Rather, use of the

demonstrative in (12) introduces a contrast effaetl underlines the fact that the
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solution is eating your greens, as opposed to damything else. Whilst the explicitly
communicated meaning is the same in (63) (‘Eat goeens: it's the solution’), the
absence of a demonstrative leads to a loss oéxia, contrastive effect.

In discussing the data on demonstratives, Fillndoesv attention to the
interaction between demonstrative forms and theete the utterance, as illustrated in
examples (14)-(17) (‘This/that has been an intergdecture’ ‘This/that was an
interesting course’). Notice that substituting tledinite article for the demonstrative in

these cases, as in (64) and (65), does not affe@xplicit meaning:

(64) The course has been interesting.

(65) The course was interesting.

My analysis therefore predicts that the demonstatiill contribute to the implicitly
communicated meaning in these cases: for instaytaciily contrasting this particular
course with other possible courses. Whilst ingh@samples substitution with the
definite determiner is acceptable, the further chdietween ‘this’ and ‘that’ is
significant and directly affects the acceptabibfythe utterance. Again, this falls out
naturally from the procedural analysis of demornistes. A speaker who wishes to
create an emphatic or contrast effect will chooderaonstrative form over a definite
description. In many cases, it is the contragtatfthat is relevant, and the choice
between the demonstratives is marginal. In exasn@é) and (57), for instance, (‘This
section focuses on what that/this procedural in&diom might look like’) both
demonstratives are equally acceptable, and theehgtween them might come down
to subtle stylistic factors (e.g. the desire toidwarepetition of ‘this’). The speaker
must choose one or other demonstrative deternbnethe choice itself may not be
significant. However, in examples (14)-(17) théuna of the encoded procedure is
significant since it interacts with the rest of thieerance. The use of the perfect
continuous in (14) (‘this has been...”) maintairanection with the present. As a
result, the proximal form which indicates relatoleseness to the deictic centre will be
most appropriate, as it too implies a connectiah wWie here and now. The use of the
perfect aspect in (16) (‘this was...") situateselent under discussion (i.e. the course)
firmly in the past, and the distal form ‘that’ isone appropriate. These judgements
support the hypothesis that demonstratives engoel@fie information relating to

proximity, rather than just a vague instructiordtaw a contrast. The contrast effect
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arises from the interaction of the proximity infation with the rest of the utterance
and the discourse context.

A final challenge for any account of demonstratiget® shed some light on the
wide range of disparate examples that fall undéwoffes category of ‘emotional’ uses.
Recall that Lakoff identified several types of ‘ainoal’ use: for example, to create a
sense of camaraderie or closeness, to replacadbériite ‘a’, or to provide extra
information about the subject of the previous attee (see section 5.2.1.3, above).
One advantage of a relevance theory approachtig tmakes it possible to provide a
unified account, since a wide range of differefé@&s can arise from interaction
between encoded meaning and discourse contexedybiglthe hearer’s presumption of
optimal relevance. | have argued that the relatateire of the encoded information
about relative proximity can result in a contref&@. | will now consider how this
effect can be worked out in different ways in diéfiet contexts, to yield different types
of weak implicatures, stylistic or poetic effectalaattitudinal information. As Stephen
Neale comments, ‘uses of demonstratives upon whieynare no more than stylistic
variants of definite descriptions are legion’ (20p7105).

Examples (22) and (25) illustrate one of the typlesmotional use of ‘this’ and ‘that’
discussed by Lakoff (1974).

(22) A: 1 see there's going to be peace in the astle
B: This Henry Kissinger really is something!
(25) How’s that throat?

In both cases, use of a demonstrative form is @dito create a sense of camaraderie,
intimacy or vividness. | want to suggest that #ffect results from communication of
the speaker’s attitude to the referent, a possiliiat has been overlooked in previous
accounts. In neither case is the procedural mgamocoded by the demonstrative
needed for reference resolution. To be optimalgvant, the utterance must therefore
give rise to extra or different effects from thalsat would have been achieved in the

absence of the determiner, as in the non-demomstrarsions in (66) and (67).

(66) Henry Kissinger really is something!

(67) How’s your throat?
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In all these cases, a representation of the intereferent is highly accessible to the
hearer, and information about the proximity of teferent to the speaker is not required
for reference resolution. In (22), the hearer thiéirefore look for extra or different
effects to offset the effort of processing thisesttise superfluous linguistic matefial
Use of the proximal demonstrative determiner suigges implicit contrast between the
intended referent and other potential competiterg. (that Henry Kissinger’, ‘the other
Henry Kissinger’). Although in this discourse cext; ‘Henry Kissinger’ is presumably
uniquely denoting, the use of ‘this’ is naturalgdrpreted as implicitly contrasting
different aspects, conceptions or even time-skédsenry Kissinger. In this way, the
speaker can communicate her attitude towards a&plart aspect of Henry Kissinger or
his behaviour. Although the attitude overtly iratied by use of the proximal
demonstrative is one of emotional closeness, (28) lbe interpreted as sincere or ironic
depending on the discourse context, and the speaktanation is likely to guide the
hearer further on whether the speaker is assogihgnself with, or distancing herself
from, the indicated attitude.

As Lakoff notes, use of the distal demonstrativé2®) (‘How's that throat?’)
creates a ‘sense of intimacy’ rather than distdrateveen the doctor and her patient.
How is this effect to be explained? My proceduralgsis of demonstratives again
suggests that it must be linked to some tacit eshit evokes. In the first place, use of
a demonstrative form sets the throat in questi@mtags of special interest to the doctor
(in contrast with other throats), and indicateg tith doctor and patient have discussed
it before. In Cornish’s terms, “that” functionsteractively to create a sort of solidarity
between discourse participants, establishing comgnonnd’ (Cornish, 2001, p. 305).
Again we return to Neale’s observation that usthafe ‘draws attention to the fact
that not any old will do’ (2007, p.103).

Uses of ‘this’ in place of the indefinite article’‘make up Lakoff's second
category of ‘emotional’ uses, with examples sucf2&3 (‘There was this travelling
salesman and he..."). Although cross-linguistiderce (e.g. lonin, 2006) suggests that
indefinite ‘this’ does not necessarily belong inrdfied account with definite

demonstratives, my procedural approach does sebavtsomething to say in such

" This example is complicated slightly by the factttiThe Henry Kissinger’ would be infelicitous in
this utterance (although ‘The Henry Kissinger wewn.’ would be fine). Whilst both definite and
demonstrative determiners share an encoded prazé#uatrencourages the hearer towards a definite
reference, this is not needed in and of itselhia tase. However, a determiner of some formdsired
to carry the proximity information, and so credte extra effects.
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cases. If the speaker had merely wanted to igethi intended referent, the most

straightforward way would have been to use thefinde article, as in (68).

(68) There was a travelling salesman, and he...

The hearer is therefore entitled to expect momdiféerent effects from the use of the
proximal demonstrative. According to Lakoff , thise ‘gives greater vividness to the
narrative’ and ‘involve[s] the addressee in it miuiy’ (1974, p. 347). On my
account, this effect can be explained in the foilmway. Once again, the intended
referent is presented as close to the deictic ee{s a result, despite the fact that the
travelling salesman is being introduced into theedurse for the first time, the hearer is
encouraged to see him as emotionally closer or syeeial to the speaker than other
potential referents. What creates the sense iofiaicly between speaker and hearer is
the fact that he is expected, without any furthedp irom the speaker, not only to
realise that she has a certain range of competitarsnd, but to recognise which of
them she is talking about. It is notable thatehiemo comparable use of ‘that’, and
indefinite ‘this’ is mainly restricted to casualioformal registers, where implied
intimacy between speaker and hearer would not dyepiropriate.

Lakoff’s final example of an ‘emotional’ use isufitrated by (24).

(24) ‘Don't lie to me’ said Dick. This was a mahavhad twice been convicted of

perjury.

According to Lakoff, this emotional use ‘provideddétional information about [the
referent] pertinent to the subject-matter of thermpsentence’ (1974, p. 346). | want to
suggest that this analysis overlooks an importspeet of such uses. In utterance (24),
the content of the direct quotation (‘Don’t liert@’) is in sharp contrast with the
description of the speaker that follows. The thet Dick has said ‘Don't lie to me’
might lead the hearer to assume that Dick is ams$tgperson who values truth. The
next sentence provides information which is noteheladditional’, as Lakoff puts it,

but contrasts strongly with this assumption. Tracedural information encoded by
‘this’ precisely encourages the hearer to looksiaech a contrast, and achieves relevance
thereby. In this way, the speaker not only guitieshearer towards the intended
interpretation, but also communicates her ownuatéittowards Dick and his utterance.

By emphasising the contrast, she communicatestention that the utterances be seen
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as carrying conflicting implications, and that tbanflict is relevant enough to be worth
the hearer’s attention.

In this section, | have tried to show how the vasiaises of demonstrative forms
can be analysed using the relevance theory nofiprooedural meaning. Interpretation
of utterances containing these items is guidedbyé¢levance-theoretic comprehension
procedure: the hearer follows a path of least gfford stops when his expectations of
relevance are satisfied. The procedural informmagiocoded by the determiners narrows
the search space and encourages him to look farein€es in certain directions. In
some cases these inferences will contribute toerte resolution, and hence to explicit
content, and in others to the derivation of implicas.

My focus in this section has been on the Englighalestrative system. Various
other languages, including Greek, Japanese andsBpamploy a three-way system
which distinguishes proximal, distal and mediaerehts, while other systems may
make still further distinctions (Diessel, 1999; ireson, 2004). By treating proximity as
a relation that is computed online as the discoprsgresses, it should be possible to
incorporate these further distinctions into a pcaal approach.

An advantage of approaching the data using theaate-theoretic notion of
procedural meaning is that it becomes possibledwige a unified account of both bare
demonstratives and complex demonstratives. Theepikoe remains the same in both
cases, and the demonstrative contributes to ekplieaning in some cases, and to
implicit meaning in others.

In sum, demonstrative determiners are a means mhwvie speaker may make
her utterance optimally relevant. They may nartiogvset of potential referents to a
point where a representation of the intended rateésethe most accessible one for the
hearer, or they may be highlighting devices useddrease the accessibility of the
intended referent for the same purpose. Whenraseptation of the referent is already
highly accessible to the hearer, the speaker may wemonstrative form to achieve
extra or different inferential effects. This mamply involve highlighting a perceived
contrast which gives access to a range of impbtoator implicatures, or it may
encourage the derivation of weak attitudinal imglices. As | have tried to show, these
effects are varied and wide-ranging. However, ttay all be traced back to the
encoded proximity information, its interaction withe context, and the speaker’s goal
of achieving optimal relevance.

Given my analysis of the ‘emotional’ uses of denti@isves, | turn again, in the

next section, to the so-called ‘special uses’ tdrreg expressions identified by Ariel

173



(1990). Just as the seemingly disparate usesnobgtratives can be unified under a
relevance-based account, so too, | will argue tkase special uses. Then, in the final
section of this chapter, | will consider how stezband unstressed pronouns might be
treated on a relevance-based account of referdpgessions. This will bring me closer
to my ultimate goal of analysing null subjects imglish within a general relevance-
based account of referring expressions and comsglaow they contribute to both
explicit content and implicatures.

5.2.6 ‘Special uses’ revisited

In chapter 3, | discussed what Ariel (1990) cdiks Special Uses’ of referring
expressions. These fall into three broad categpitlastrated in (69)-(71):

(69) That holiday we spent in Cyprus was really somethirasn’t it?

(70) When John came home this afternoon, the son-ofe&r-broke all the windows.

(71) This Henry Kissinger really is something!

According to Ariel, in (69) the intended refereatholiday in Cyprus) is treated as
accessible when it is not; in (70) a highly acddgssieferent (‘John’) is referred to using
a low accessibility marker (‘son-of-a-bitch’); aimd(71), a referent (‘Henry Kissinger’)
is picked out using a marker of higher accessybflthis’) than might be expected.
Although Ariel claims that such inappropriate usasourage the hearer to derive extra
contextual implications, | pointed out some proldemith her analysis. The most
crucial problem is the question of how the heaemidkes whether to take the level of
Accessibility signalled by the referring expressatriace value, or whether to treat it as
unusual, and therefore go in search of extra impbas. There is also a question about
how the hearer decides whether he is expectedivedaositive or negative effects

from the inappropriate use of a particular term.

Ariel’'s illustrative examples in (69)-(71) are plehto examples already
discussed in my relevance-based account abovd,ranibit them here to briefly
illustrate how they would be dealt with on my acgbu

In all three examples, (69)-(71), the intendednagieis the one that is most highly
accessible to the hearer and will therefore bedeftst. Compare the versions above
with the alternatives in (72)-(74).
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(72) The holiday we spent in Cyprus was really somethivesn't it?

(73) When John came home this afternoon, he brokeealithdows.

(74) Henry Kissinger really is something!

It seems that, in order to resolve reference andaléhe explicit content of the
utterance, the extra information provided by thendastrative determiner or anaphoric
epithet in (69)-(71) is not required. In each cdlse alternative versions in (72)-(74)
are acceptable and lead to the same assignmezfeoémce and the same explicit
content. Hence, the choice of referential expogssi (69)-(71) must contribute to the
implicitly communicated meaning, and my relevarueotetic account helps to explain
how it does so. In section 5.2.6.2, | showed hwoevgrocedural information encoded by
‘this’ and ‘that’ can contribute to what is implilyi communicated by an utterance, and
in chapter 4 | discussed a parallel case to (&)r(dvent into town for his lunch. The
rascal was late back to the office). Thus, such used nedonger be considered
special or exceptional, but fall out naturally fromy account. Furthermore, the fact
that, according to relevance theory, the overadirpretation of an utterance crucially
depends on the discourse context in which it isratt, allows us to explain why an
utterance of (71) might communicate either adnoratr derision, depending on the
contextual assumptions accessible to the heargrgpe guided by non-linguistic cues
such as facial expression or tone of voice).

To conclude, an advantage of my relevance-basexlate that it treats the
contribution that an expression may make to impliczs (as well as to explicatures) as
fundamental. On this approach, the effects desdridy Ariel are no longer special, but
simply fall out naturally from the relevance-thegare&omprehension procedure, as part
of the overall interpretation of the utterance.

In this section | have shown how the distributiotiffierences between definite
descriptions and complex demonstratives, on thehane, and distal and proximal
demonstratives, on the other, can be explainedméthelevance theoretic analysis of
referring expression. | have also argued thatlArigpecial’ uses are not special after
all.

The final distinction that Gundel and colleaguegard as problematic for
relevance theory is between stressed and unstrpeseduns. In the next section, |

apply my analysis to these data, and argue thatgeend interpretation of such
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expressions falls out naturally from my accountjolhn turn makes the appeal to

notions of encoded Accessibility or Givenness silpaus.

5.3 Stressed and unstressed pronouns
5.3.1 Relevance and accessibility

| have argued that we should abandon the ideartfeination about ‘Accessibility’ or
‘Givenness’ is an inherent property of referringpession types, which has to be
linguistically marked or encoded. Rather, the asit®lity of various representations of
a potential referent depends on a range of fathatsvary from context to context. The
most accessible representation of a referent iplgithe first one that a hearer with a
relevance-oriented cognitive system comes across\idilowing the path of least
effort. According to the relevance-theoretic coetyf@nsion procedure, hearers will test
interpretive hypotheses in order of accessibildyspeaker aiming at optimal relevance
will therefore use the form of referring expressibat should make a representation of
the intended referent the easiest one to retride notion of ‘accessibility’ mentioned
in the relevance theoretic comprehension procedioes not, therefore, need to be
defined in terms of distance, competition or cagaistatus, along the lines proposed
by Ariel and Gundel. Although each of these fextory play a role in the
interpretation of certain utterances, on certacasmns, they are not essential to the
working of the comprehension procedure, and dglat a crucial theoretical role.
Factors which may influence the accessibility gresentations of potential referents
may be found in the physical, linguistic or diss®icontext, or any combination of
these. In section 5.3.2, | briefly consider soa&drs that have been shown to affect
accessibility, before returning to the analysistoéssed versus unstressed pronouns in

section 5.3.3.
5.3.2 Factors affecting accessibility of interptitns

Matsui (2000) discusses several factors that mariboite to the accessibility of a
representation of a potential referent, and citgpeBmental data from existing studies
of these factors. In her view, all these facttvausd be ‘integrated into one higher level
factor, namely, processing effort’ (Matsui 20005@). This conclusion brings us back,
to the relevance theoretic comprehension proceahleny argument that use of
referring expressions is ultimately driven by cdesations of relevance. In this
section, | will outline some of the factors disady Matsui. To reiterate, this is not
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an attempt to define what it means to be accessibteather to outline some of the
factors which have been shown to affect the adodisgiof certain interpretations in

certain contexts.
5.3.2.1 Order of mention

Drawing on ‘centering theory’ (Joshi & Weinstei8ll; Grosz, Joshi, & Weinstein,
1995; Walker, Joshi, & Prince, 1998), and integiga&xperimental results from
Gernsbacher & Hargreaves (1988), Matsui discussesffect of word order on
accessibility. In experimental studies, words apipg) earlier in an utterance were
responded to more quickly than those appearingilatthe same utterance. This result
persisted even when the grammatical relations enwaastic roles were varied. The
results of these experiments revealed that firgttioe participants were responded to
faster than second-mention participants, and furbee that first-mention non-subjects
were responded to faster than second-mention dabj@twus, order of mention seems
to influence the accessibility of a potential refer and the ‘higher accessibility of the

first-mentioned item is not attributable to thaibgecthood’ (Matsui 2000, p. 57).
5.3.2.2 Syntactic position

Although order of mention seems to affect accelitsilvegardless of grammatical role,
the syntactic structure of an utterance does appeaafluence the order in which
potential referents will be tested. Experimentatkby Matthews and Chodorow
(1988) suggests that ‘there is a left-to-right tlmwvn breadth-first search of the prior
clause for an appropriate antecedent’ (p.256). MuoKet al (1993) consider the
influence of syntactic position from a slightly f@ifent perspective, and argue that ‘the
more affected a discourse entity is by the actioth@ verb...the more prominent or
salient will be its position in a discourse’ (p.39%0, for example, a participant in
direct object position would be more accessibl@ thiae in indirect object position,
which in turn would be more accessible than a gigeint presented in a prepositional

phrase.
5.3.2.3 Semantics of the main verb

Caramazza et al (1977), following Garvey & Cararaad®74) and Garvey et al.
(1976), introduce the notion of ‘implicit causaligs a possible factor affecting the
accessibility of potential referents in a discowrsetext, and they claim that in certain

constructions, the semantics of some verbs carntlaimterpretation of pronouns
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towards either the first or second noun phrasbkersentence as antecedent. Consider
the utterances in (75) and (76).

(75) John telephoned Bill because he wanted some intama

(76) John telephoned Bill because he withheld some nmdgion.

They predict that verbs such as ‘telephone’ biterjmetation of the pronoun towards
the first noun phrase in the sentence, so thaéseat(75), which is plausible on this
interpretation, will be processed faster than (Whlich is not. Their experiments
supported this claim. It was found that verbs sagftall, ‘sell’ and ‘join’ pattern with
‘telephone’, whereas ‘fear’ blame’ and ‘kill' biasterpretation towards the second noun
phrase in the sentence.

| would like to suggest that this sort of bias ba@rexplained in terms of relevance
theoretic notions, rather than treated as an ariifact about the semantics of the verb.
The reason for fearing, blaming, killing someonenisre likely to lie with the person
being feared, blamed, killed, whilst calling, sadij joining and telephoning are more
readily seen as agent driven actions. Ultimatbky,hearer will settle on an
interpretation which makes the utterance optimlgvant: it is easier to construct a
context in which Bill's withholding of informatioleads John to phone him than one
where John’s withholding of information prompts ttal. Withholding suggests intent,
and it is hard (though not impossible) to consteucbntext where John'’s deliberately

withholding information explains his telephonindIBi
5.3.2.4 Parallel function

Sheldon (1974), again considering the resolutioprohouns, introduces the idea of
parallel function. She hypothesizes that ‘In a ptax sentence, if coreferential NPs
have the same grammatical function in their respeciauses, then that sentence will
be easier to process than one in which the corgfaléPs have different grammatical
functions’. Thus, in a sentence such as (77), Wikk'usually be interpreted as referring
to John rather than Bill.

(77) John hit Bill and he kicked Sarah.
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However, this notion of parallel function seemsanteract with stress, as in (78), where

‘he’ is now naturally understood as referring tdl.Bi

(78) John hit Bill and then HE kicked Sarah.

There is also evidence that it interacts with ta@antics of both the verb and the
conjunction. For instance, Ehrlich (1980) shows tha ‘implicit causality’ described

above is affected when ‘because’ is replaced by.‘dDonsider (79) and (80).

(79) John feared Bill because he talked loudly.

(80) John feared Bill but he talked loudly.

Whilst in (79) the most accessible interpretationthe pronoun seems to be Bill, in

(80), ‘he’ is more naturally interpreted as refegrio John.
5.3.2.5 Accessibility of contextual assumptions

A problem with trying to account for reference esion purely by considering factors
that influence the relative accessibility of potehteferents is that these various
features interact both with one another and wighdiscourse context. Matsui (2000)
takes the discussion forward by returning to thewvance theory notion of processing
effort. Processing effort is affected not onlythg accessibility of candidate referents,
but by the accessibility of contextual assumptioB8ke comments that ‘when two
candidate referents are roughly equally accessthkethe accessibility of contextual
assumptions that plays the decisive role’ (p. 88yant to take her argument further,
and suggest that accessibility of contextual assiomgcan affect the overall
interpretation even if the hearer has not reachstdlamate as far as the accessibility of

the potential referents is concerned. Considefath@ving examples.

(81) John visited Bill because he wasn't feeling well

(82) John visited Dr Smith because he wasn'’t feeling wel

(83) Dr Jones visited Bill because he wasn'’t feelinglwel
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These three utterances differ only in the specdidfie particular proper names used
(‘John’, ‘Bill’, ‘Dr Smith’, ‘Dr Jones’). Howevergven if it is clear that ‘John’ co-refers
with ‘Dr Jones’ and ‘Bill' co-refers with ‘Dr Smiththese proper names provide easy
access to contextual assumptions which are likelgad to different assignments of
reference to the pronoun ‘he’.

In all three utterances the pronoun ‘he’ couldrimgple refer to either Dr John
Jones or Dr Bill Smith. In (81), both interpreteits are compatible with highly
accessible contextual assumptions: for instande piausible that John visited his
friend Bill because John wasn’t feeling well andweal advice or to be cheered up, and
it is plausible that John visited his friend Bi#dause Bill wasn't feeling wéfl
However, the choice of proper names in (82) an(l if@8racts with highly accessible
contextual assumptions about doctors and the redsonisiting them, to make
particular interpretations strongly preferred iadé cases. In each case, the highly
accessible assumption that people who don’t felgeeto see doctors leads to a
preferred interpretation where the participant wehieeling ill is the one who is not the
doctor. In (83), the influence of factors sucloeder of mention and syntactic position
is overridden by the overall search for a relevatarpretation.

As Wilson (1992, p. 186) puts it, ‘reference assignt does not depend on
accessibility of referents alone, but is also iefloed by the need to obtain an
interpretation that satisfies some criterion ofgonatic acceptability’. In each case, the
use of the connective ‘because’ encourages thehtminterpret the second conjunct
as offering an explanation for the first. Thugerence will be assigned to ‘he’ in such
a way as to combine with easily accessible conéxssumptions to offer such an

explanation.
5.3.2.6 Referring expressions and accessibiliipteirpretations

In this subsection | have discussed some of therfaaffecting accessibility outlined
by Matsui. These factors have been shown to haign#icant influence on the
relative accessibility of candidate referents.cémbination, these factors affect
processing effort, and hence the accessibilitytrpretations: either by directly
affecting the accessibility of a mental represéoatf the intended referent, or
indirectly by affecting the accessibility of diffart contextual assumptions, on the one

hand, and the hearer’s expectations of relevanctheother. However, | do not see

12 perhaps the latter interpretation is more likelpe preferred, as the assumption that sick people
sometimes receive visitors may be the most higbtgssible.
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the above list of factors as by any means exhaistRather, the factors identified by
Matsui indicate some of the many ways in whichlithguistic form of an utterance can
affect the processing effort demanded of the hedPencessing effort is, of course, not
the full story when it comes to defining relevanaed my goal is not to define
accessibility in terms of a list of factors of ttype discussed above. Rather, | start from
the assumption that at any given point in a disseureferential candidates will be more
or less accessible relative to each other, anldet@at¢cessibility of contextual
assumptions in that particular discourse contég.account of referring expressions
takes seriously the claim of relevance theory ithtarpretations are tested in order of
accessibility. The speaker must therefore undersakne ‘mindreading’ in order to
assess the accessibility to the hearer of differantlidate referents, and construct her
utterance accordingly, while monitoring the heare€actions as the utterance proceeds
and making repairs if necessary. Of course, matirg, like utterance interpretation
itself, is fallible, and it is not surprising thaisunderstandings and misinterpretations
can and do occur. As Sperber and Wilson put igtvigisurprising when people engage
in ostensive-inferential communication is not feglubut success.

In sum, a speaker aiming at optimal relevanceaaitistruct her utterance so that
the first satisfactory interpretation to occurte tearer (i.e. the first one that satisfies
the expectations of relevance raised by the uttedanill be the intended one.

Choosing an appropriate referring expression isgne aspect of this process.
5.3.3 Stressed and unstressed pronouns: a reetta@oretic account

Bearing in mind the factors affecting the accesigitf candidate referents outlined by

Matsui, | return to the examples of stressed arstressed pronouns from chapter 3.
(84) Jane kissed Mary and then she kissed Harry.
(85) Jane kissed Mary and then SHE kissed Harry.
When the pronoun ‘she’ is unstressed in examplg (8% most naturally interpreted as
referring to Jane. However, by stressing the pnanas in (85), the speaker can change

the interpretation so that the preferred interpi@tas one on which Mary is kissing
Harry.
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Considering (84) first, the procedural informatemcoded by the pronoun ‘she’
narrows the set of potential referents to justé¢hbst are femald i.e. the set of all
female entities. Within that set, Jane and Maeylikely to be highly salient by virtue
of having just been mentioned. However, in (84¢, pronoun ‘she’ is most naturally
interpreted as referring to Jane, and so, on thengstion that the hearer is following
the relevance theoretic comprehension procedueeinterpretation must be the more
accessible of the two. Matsui's overview of cdmiting factors might give us some
clue as to why a representation of Jane might be mocessible at that point in the
discourse. Jane is the subject of the sentencéharfdst-mentioned candidate referent,
and both these factors have been shown to corgrtbuthe accessibility of a candidate
referent. The accessibility of a representatiodasfe may also be boosted by parallel
function, since both ‘Jane’ and ‘she’ play the gnaatical role of subject in their
respective clauses. For these reasons, ‘Jarikélg to be tested first, and if the
resulting overall interpretation seems likely ttisfg the hearer’s expectations, he need
look no further.

In (85), the same procedure applies. The healleif® the path of least effort,
and stops when he finds an interpretation thasféedi his expectations of relevance.
However, a stressed pronoun puts the hearer to efifane than an unstressed one.
According to Wilson and Wharton (2006) ‘if two stsepatterns differ in the amounts of
processing effort required, the costlier patterousth be used more sparingly, and only
in order to create extra or different effects’ (B0p. 1567). If the intended
interpretation were ‘Jane’, then the speaker chalee uttered (84). The very fact of
stressing the pronoun will therefore prompt theréieto search for an alternative
interpretation to justify the extra effort requirede therefore proceeds along the path
of least effort and tests the next, still highlgessible, potential referent — in this case
Mary. The different interpretation justifies them effort by yielding a different
explicit content.

However, as | have shown above, reference resaolatia the identification of the
intended explicit content is only one of the thsebtasks in the hearer’s search for the
intended overall interpretation. In an examplehsas (84), both possible interpretations
(with ‘she’ as co referential with either Jane ocary) are equally plausible in the

(limited) discourse context. When all others tlsimge equal, the type of factor listed by

13 Since what is relevant about these examples &sgmt purposes is the difference made by the
absence or presence of stress, | abstract awaytfrefetails of the procedure here. In chaptewdl |
examine the nature of the procedures encoded lsppalrpronouns in more detail.
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Matsui as affecting the accessibility of potenteferences may be seen as playing a

decisive role. However, consider the more comp@idaxamples in (86) and (87).

(86) John criticized Bill because he talks too much.

(87) John criticized Bill because HE talks too much.

As always, the hearer of these utterances willitestpretive hypotheses in order of
accessibility. However, although in both utteranttee syntactic status of ‘John’
(subject position, first mention etc) may seem akenhim the most accessible potential
referent for the pronoun ‘he’, this interpretatimin(86) will fail to satisfy the hearer’s
expectation of relevance. As noted above, thecehoi the connective ‘because’
encourages the hearer to expect the following elémgrovide some explanation for
John’s having criticized Bill. In fact, two diffent possible explanations come to mind,

so that (86) may have the interpretation in ei{B&) or (89).

(88) John criticized Bill because John talks too much.

(89) John criticized Bill because Bill talks too much.

| suggest that a context in which Bill's verbosigsults in John's criticism is likely to

be much more accessible to a typical hearer thanrowhich John’s criticism is
motivated by his own excessive talking. Whereasxammple (84), both potential
interpretations are equally plausible, and so itls¢ dne tested (in this case Mary) is the
only one that satisfies the hearer’'s expectatiémslevance, in (86) all other things are
not equal. These examples illustrate how the thubetasks in overall interpretation
take place in parallel and can interact with theager’s choice of referring expression.

To take the argument one stage further, considgr (9

(90) John criticized Bill because he was in a bad mood.

Without the use of intonational cues, this comeshmtioser to being truly equivocal

between the two readings. We can easily imagicengext in which Bill's being in a

bad mood led to John’s criticism, and we can atsagine that John being in a bad
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mood could lead him to criticize anyone who crosssgath — in this case Bill. Here,
further contextual assumptions are needed to reseference one way or the other.

As these examples show, stress can contributetexplicit content of an
utterance by affecting reference resolution. Havgejust as with the other types of
referring expression discussed above, stress sarcahtribute to the implicit phase of
interpretation. Suppose (91) is uttered at a pastilary and Jane both notice that Sue
has walked in.

(91) Mary: Nobody told me SHE was coming.

Here, the procedural information encoded by thagua ‘she’ narrows the set of
potential referents to just those that are femalewever, since the fact that Sue has
just walked in is mutually manifest to both speaded hearer, Sue is likely to be more
salient to them than any other female presentyandd probably be the first referent to
be tested even if the pronoun had been unstre§dags, adding stress to the pronoun
once again encourages the hearer to look for extigferent effects to justify the extra
processing effort. In this case, however, alldtieer females in the discourse context
are equally salient, and there is no other potecaiadidate whose representation is
accessible enough to be worth testing. If ondhe$e¢ were indeed the intended referent,
the speaker would have to narrow the set in sughyaas to make this female more
salient than the others. The hearer of (91) Wwéréfore have to justify the extra effort
not by altering the reference of ‘she’, but by dieg extra effects during the inferential
phase of interpretation. Thus, by stressing ‘skielty invites the hearer to assume that
she intends to do more than just secure referdocestance she may want to
communicate her own attitude towards Sue. Howtbx#ee interpretation will go is
likely to depend on the exact intonation of ther#hce, the speaker’s body language,
facial expression and so on.

In this section, | have tried to show that my relese-based account can
distinguish between stressed and unstressed prendums provides an answer to
Ariel’s remaining objection to a relevance-only aguot of the use of referring
expressions, and allows us to dispense with themdiat referring expressions encode

information relating to Accessibility or cognitiwtatus.
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5.4 Conclusion

Ariel (1990, p. 82) considers the possibility that Accessibility scale could be
‘replaced by a relevance theory account, possdigering Accessibility theory
redundant’, but concludes that considerations lelzesce alone cannot distinguish
between each type of referring expression. Inahapter | have tried to show that
Blakemore’s notion of procedural meaning providesvith a means to do just this.

In discussing the ‘special uses’ of referring esprens, Ariel acknowledges that
there is also the ‘fascinating subject of what gsidpeakers in choosing a specific
expression given a variety of expressions identicéérms of degree of Accessibility’
(1990, p. 198). She concludes that ‘most of tipgeblems should be handled by
Relevance directly, rather than by Accessibility@90, p. 198). In this chapter, | have
built on the ideas introduced in chapter 4 to skivat we can take this approach one
step further and use relevance theory (includiegnibtion of procedural meaning) to
motivate the distinctions between each of the gifieforms of referring expression,
and to account for the so-called special uses wittiee need for externally motivated
scales or hierarchies. In doing so, | have algaexd that the different forms of
referring expression affect the overall interprietabf an utterance in a variety of ways,
and that this reveals Ariel’'s and Gundel et akatments of reference resolution to be
inadequate.

As my ultimate goal in this thesis is to provideagnitively-orientated pragmatic
account of null subject utterances in Englishnt & show that they are a legitimate
means of securing reference in certain discourseegts, and that their use is
unremarkable when certain conditions obtain. &rtext chapter, | argue that, as with
other referring expressions, null subjects may rioumte not only to reference
resolution, but to the overall interpretation ofwdterance. Having established a general
account of referring expressions, | am now in tbsitipn to show how null subjects
might fit into my approach. In chapter 6, | retworthe null subject data to do just this.
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Chapter 6: Null Subjects Revisited

6.1 Introduction

In the first part of this thesis, | discussed themomenon of null subjects in English
diary-style texts, and in later chapters | presgateelevance-based analysis of referring
expressions. In this chapter | combine these hemes to offer a relevance-based
analysis of null subjects. | begin by consideringvtzero subjects in English might fit
into the existing accounts of referring expressidigsussed in earlier chapters. In
section 6.3, | consider how my relevance-basedoaur to referring expressions might
be extended to deal with overt pronominal formmaly, in section 6.4, | consider the
implications of the resulting account for the treant of null subjects themselves. | try
to show that null subjects, like other referringpessions, contribute to the overall
relevance of an utterance, and that they may dceithier by minimising the hearer’s
effort, or by creating extra or different effecthilst allowing for any constraints
imposed by the speaker’s preferences and abilisssuch, they fit naturally into a
relevance-based account of utterance interpretatigeneral, and referring expression

use in particular.

6.2 Null subjects as referring expressions

6.2.1 Accessibility and null subjects

According to Accessibility theory (Ariel, 1990) thopronouns and gaps are markers of
high accessibility. Ariel devotes a chapter tokiag in more detail at zero subjects.
She begins by noting that not all zero subjectsaike, and that we should not assume
that they ‘constitute a unitary phenomenon’ (1920107). On the ‘commonsensical’
assumption that the subject of a sentence is ‘oftiempreted via the AGR element’, she
suggests that ‘we should examine the nature oAGR element’ in order to ‘determine
the degree of Accessibility associated with eacliRA@e’ (1990, p. 107).

From this starting point, she goes on to providénaaepth study of zero subjects
in Hebrew, and uses this to construct a Hebrewiipdierarchy which incorporates
full pronouns, cliticized pronouns and AGR elemerisirning her attention to AGR in
English, she claims that it does not differ sigrafitly from the Hebrew present tense,
which ‘in general rarely allow[s] zero subjects9@D, p. 122). Noting that zeros may
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occur when the intended referent (often the speaikaddressee) is particularly salient,
she concludes that zeros ‘mark extremely high Agibdgy’ (p. 130). This high level

of Accessibility may be a result of either syntaati discourse factors:

The condition imposed on all extremely High Accbiisy Markers is that
the mental representations they evoke be highlgssible to the addressee.
The source for this status of high Accessibilityrislevant, although
languages do differ with regard to what this soumas be in the unmarked
case (Ariel 1990, p. 130).

Although this approach enables Ariel to incorpoatglish null subjects into the
Accessibility theory account of referring expressioit does little to explain why these
null subjects should occur in the first place.hér analysis of Hebrew, Ariel finds that
third person pronouns and zero subjects ‘occueifegptly complementary

distributions’ (p.121). However, this is not these in English. In diary-style examples
such as (1), overt third person pronouns can bstisuted for zero subjects in all cases

without affecting the acceptability of the utteranas in (2):

(1) Probably wants you to reply to his message.

(2) He probably wants you to reply to his message.

This distributional fact has implications for thhedatment of null subjects in English.
Ariel's analysis of the Hebrew AGR is partly motigd by the desire to discover what
governs speakers’ preferences among the variouseshof pronominal forms (full
pronouns, clitics and zeros). When the variantsiom complementary distribution, as
in Hebrew, it is reasonable to appeal to a disisigog factor such as the notion of
encoded Accessibility to explain the distributiddowever, the English null subject
data pattern differently. Whilst Ariel’s claim thie variations in Hebrew speakers’
choice of referring expressions ‘are not randonnfiea over to the English data, her
further claim that the variations can be ‘motivabgdAccessibility theory quite
straightforwardly’ (1990, p.116) is not so easilgintained.

| do think, however, that Ariel’s discussion of &gial uses’ of referring
expressions may shed some light on the Englishsaibdlect phenomenon. Her
suggestion is that the higher the Accessibility keaused, the more the speaker

indicates that she empathizes with the intendesteaf, and it seems that this point
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could apply to English null subjects too. Thisextjof Ariel’'s analysis is compatible
with the fact that, in English, overt forms can ajw substitute for the nulls without
affecting overall acceptability. It could be argubat by using an extremely high
Accessibility marker where a high Accessibility tkerrwould have sufficed, the
speaker is encouraging the hearer to derive egtrgegtual implications, having to do,
for instance, with her own attitude of empathy.chapter 3, | discussed examples
where Ariel claims that choice of referring expiesscontributes to an empathy effect.
This acknowledgement that choice of referring eggi@n might affect what is

implicitly communicated by an utterance is crudiale are to understand the (optional)
alternations between overt and null referring egpiens in the diary-style texts in
English. However, the problems raised by an Adbéiyg theory analysis of these
special uses (as discussed in 3.3.5) remain. cbioges.4, | offer a relevance-based
analysis which eliminates the need for Accessybilieory, and therefore also removes

these associated problems.
6.2.2 Accessibility and avoiding pronouns

Ariel (1990) makes some more general observatibostahe treatment of null subjects
in Accessibility theory. In particular, she argtleat Chomsky’s Avoid Pronoun
Principle (Chomsky, 1981; also see chapter 1, @edti6.1) — to the extent that it
applies- ‘naturally falls out from the more gendhadory of Accessibility’ (Ariel, 1990,
p. 101). The principle, repeated here in (3), ieg®'a choice of PRO over an overt
pronoun when possible’ (Chomsky, 1981, p. 65).

(3) Avoid Pronoun.

Compare the interpretation of (4) with that of (B)which the pronoun could equally
refer to John or to some other contextually saleale.

(4) John would much prefer [his going to the movie].

(5) John would much prefer [his book].

Replacing ‘his’ with PRO is an option in (4), budtnn (5). The Avoid Pronoun

principle explains why the possessive pronoun ‘img4) must be disjoint in reference
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with ‘John’ (unless stressed). If the speakerihgshded to refer to John, she should
have used PRO, thus avoiding use of an overt pranou

According to Chomsky, the Avoid Pronoun principteight be regarded as a
subcase of a conversational principle of not sayioge than is required’ (1981, p. 65).

Ariel argues that treating it as a grammatical gigle is problematic. She explains:

Given that speakers...opt for Optimal Relevantéhely can achieve the
same goal with less effort (obviously zero is lekan effort than the
pronunciation of an overt pronoun), why should teegr produce the overt

forms?

Since overt pronouns do occurgro-drop languages, Ariel concludes that the principle
in (3) ‘cannot be made responsible for the wholerq@menon opro/pronoun
distribution’ (1990, p. 103). In her view, the AgdPronoun principle is both
‘unnecessary and incorrect’ (p. 104), and Acceltsiltheory can better account for the
distribution of overt pronouns and gaps. As disedsabove, in Ariel's framework, the
speaker is sensitive to the Accessibility of themied referent in the discourse context,
and chooses a referring expression which signalsjpipropriate level of Accessibility.
Whilst | agree with Ariel’'s suggestion that the Ad@ronoun principle is ‘more
apparent than real’, once again | want to questioy Accessibility theory is needed, in
addition to the general principles of relevance.

According to relevance theory, a speaker aimingpéitnal relevance will
formulate her utterance so that the first inteigtien the hearer tests and finds relevant
in the expected way will be the intended one. Ashave seen, hearers test
interpretations in order of accessibility. At theint in (4) where *his’ is interpreted,
John is the most accessible potential referentif John had been the intended referent,

a speaker aiming at optimal relevance should htteead (6) instead:

(6) John would much prefer [PRO going to the movie].

! This claim reveals a possibly important problerthwriel’s understanding of relevance theory. The
crucial type of effort involved in achieving optitralevance is hearer’s processing effort rathanth
speaker’s production effort. As noted by Cars@@0§), there are many possible factors which may
‘affect the degree of effort a speaker is williogetxpend in encoding her thoughts and articulating
linguistic forms’. Although minimizing her own eift may be one such factor, it is likely to be greged
with a range of other goals, and is incorporated ihe definition of optimal relevance under thadiag
of ‘the speaker’s abilities and preferences’.
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The choice of the overt pronoun ‘his’ in (4) caueshearer extra linguistic processing
effort, and he is therefore entitled to look formmor different cognitive effects to
justify this extra efforf. The easiest way to obtain such effects is tayagsiference to
another salient male in the discourse contelxt.this way, the disjoint reference
predicted by the Avoid Pronoun principle falls oaturally from relevance theory.
Interpretations of the type just described areet@xpected if (as | will go on to
argue in more detail) pronouns encode procedurahing, and procedural meaning
saves the hearer effort by narrowing the searctesfoa inferential processes (including
reference assignment). Overt realisation of tlea@un would only be worthwhile if
the procedural meaning saves the hearer from gioag the wrong inferential path.
In example (6), which lacks an overt pronoun, Jehaiready the most accessible
referent at the point where PRO is interpreted,wifidherefore be tested first. Since
(6) is fully grammatical, there is no reason toeotghe hearer to go to the extra effort
of processing an overt pronoun. Indeed, if thatogme®noun form were used, the hearer
would be likely to assume that the extra effort daded was not gratuitous, and
therefore look for alternatives to the co-referantiterpretation. Where the null
pronoun (PRO) is not a grammatical option, as vhith book’ in (5), the overt pronoun
should have two possible readings, one on whiddfétrs to John, and the other on
which it refers to some other salient male in tiseaurse context. The hearer will then
settle on the interpretation which most easily ciorab with accessible contextual

assumptions to yield an overall interpretation thatlevant in the expected way.
6.2.3 The Givenness hierarchy and null subjects

The other major pragmatically-oriented approactetferring expressions, based on the
Givenness hierarchy, also offers to shed some dighitull forms in English. Gundel,
Hedberg and Zacharski (1993) examine the distoiubi referring forms in five
languages (Chinese, English, Japanese, Russigdpamish), and conclude that ‘the six
statuses on the Givenness Hierarchy are adequadedoribing appropriate use’ in
those languages (1993, p. 284). Although the staigrarchy itself is intended to be
adequate cross-linguistically, the correlation kestw referring forms and cognitive
statuses is seen as varying between languagedblidemglish is the only language in

the survey which does not utilize zero subjectstasdard. For each of the other

2 This follows a similar pattern to my analysis trlessed versus unstressed pronouns in chapter 5.
% If the pronoun is stressed, (John would much prefé going to movie), John again becomes a
possible referent. The extra effort to which tlearer is put is justified by a contrastive intetatien.
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languages, the zero form is seen as requiringhieateferent be ‘in focus’. How, then,
might a Givenness hierarchy analysis of referrixggressions deal with the diary-style
zero subjects in English and other non-null subdpaguages?

It seems that there are two possibilities. Fikst,might treat the zero subjects as
signalling some sort of ‘super-in-focus’ statughte hearer. This would enable the
speaker to distinguish between several competimfptus’ potential referents in cases
where one is more salient than the others, andwld therefore be classed as ‘super-in-
focus’. Alternatively, it could be that when zeadgernate with overt pronouns, the
contrast has nothing to do with the cognitive statiithe referent, and instead serves
some other purpose in the discourse.

Both options are problematic for a Givenness-basedunt of referring
expressions. According to the first possibilitgr@ subjects in English would be
analysed as representing some higher cognitivessiait otherwise allowed for in the
original scale. This raises important questioresuathe universality of the approach. It
would mean that the six statuses identified by @uedal (1993) are not, after all,
cross-linguistically adequate. If we take the siEpdding this language specific extra
distinction, might there then be room for furthestishctions, and if so, at what point
does the hierarchy cease to involve language specinifestations of universal
principles, and instead just become language sp@cKurthermore, if we introduce the
idea of a ‘super-in-focus’ cognitive status, we htithen ask why this does not seem to
be needed (or even possible) in languages sudpasdse and Russian, where zeros
already signal ‘in focus'? Finally, a ‘super-inefgs’ status could only be justified in
English if it is needed to allow the speaker tdidgiish between competing ‘in focus’
candidate referents. However, in many null subjéterances, there is only one ‘in
focus’ potential referent in the discourse contetis is particularly evident in
examples taken from diaries, such as (4)-(9), wtegenly ‘in focus’ entity is the
author of the diary. Itis unclear how the usa akro subject could aid reference

resolution in these cases.

(7) Walked to Westminster hall (Pepys, 1985, p. 610).

(8) Sat there for % hour (Woolf, 1985, p. 334).

(9) Went to the chemist to discreetly buy pregnancy {€#lding, 1996, p. 117).
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These examples bring us to a second possibilig:ttie alternation between overt
and zero forms relates to something other thacaheitive status of the intended
referent. The status ‘in focus’ in English woubhgh be seen as correlating with both
zero and overt pronouns, and the speaker’s chbioeeoover the other would be driven
by some other factor, and would serve some othgrgse in the discourse. This is
exactly the position that my relevance-based adowiitake, and although it is not
incompatible with the Givenness hierarchy per seg@proach along these lines would
bring into question the motivation for the hierarah the first place. As discussed in
the previous chapter, relevance theory seems alalecount for the data that motivate
each of the distinctions made by the Givennessiahy. Once zeros in English are
added to the equation, it seems that any analyseferring expressions must
acknowledge the importance of factors influencisgezts of interpretation that go
beyond mere reference resolution. Again, thi®mething that | have argued is
missing from the existing accounts. It seemstaiGivenness approach must appeal
to a broader pragmatic framework such as relevtremy to do this. If relevance
theory (or an alternative pragmatic framework)asded to fully account for the use
and interpretation of referring expressions, whilsthe same time being able to account
for the distinctions made by the hierarchy, thes itnclear what advantage is gained

from retaining the hierarchy.

6.3 Relevance theory and overt pronouns

6.3.1 Overt pronouns as referring expressions

The null subjects found in diaries and other ahibted registers seem to have some
referential content. As discussed in chapterdy #iternate with overt pronouns
throughout the texts in which they occur. In thevious chapter | argued that referring
expressions contribute to the overall relevancanafitterance, and that they do this by
encoding procedural and/or conceptual informatitictv may contribute to the
explicitly or implicitly communicated meaning. Tmderstand how null subjects might
be incorporated into this analysis, it is therefoeeessary to consider in more detalil
how overt pronouns contribute to the overall intetation of an utterance. It is this
contribution that is missing in corresponding raubject utterances, and by
understanding what it is, we can address the isbugy it seems to be optional in
certain contexts.
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6.3.2 Types of pronouns

Not all pronouns are alike. In a classic work, Bs/§1980) distinguishes four
categories of pronouns: deictic, anaphoric, bourdleatype. Deictic pronouns ‘make
reference to an object...in the shared perceptuadlanment or rendered salient in some
other way’, whilst anaphoric pronouns are intempdeds ‘coreferential with a referring
expression elsewhere in the sentence’ (p.337)hdmemaining two categories the
pronouns take quantifier expressions as antecedsmiad, as in (10), and non-bound,
asin (11).

(10) Every boy respects his teacher.

(11) Every man who owns a donkey feeds it.

In considering the phenomenon of null subjectsstrict my analysis to the first two
categories, which | will group together as ‘refegipronouns’.
I will also follow Heim & Kratzer (1998) in assungrthat ‘there is no difference

between anaphora and deixis’ (1998, p, 241):

Anaphora may often be viewed as reference to agtrdlly salient
individual...it seems to differ from deixis onlysiofar as theauseof the

referent’s salience is concerned (1998, p. 240).

This echoes Ariel’'s (1990) proposal to do away wlith referential-anaphoric
distinction (see 3.3.1), and chooses to treakeédirring expressions as anaphoric. On
similar lines, Powell argues that ‘a proper theairyndexicals should be able to provide
a unified account of anaphoric and non-anaphors’'uy2002, p. 118). With this goal
in mind, | will follow Heim and Kratzer’s approadf assuming that hearers follow a

general strategy when interpreting all ‘referrimgrpuns’:

In disambiguating the pronoun’s reference, listergssign it to the most

salient individual that allows them to make serfsin® utterance (p.240).

I will reinterpret this general strategy in ternfsaaelevance theoretic account which
distinguishes the salience of objects from the sgibdity of mental representations of
those objects, and in which the use of a refepiogioun is one option available to a

speaker aiming at optimal relevance.
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6.3.3 Pronouns: procedural and truth-conditional

In chapter 4, | touched on relevance theory-bappdoaches to pronouns (e.g.Wilson
& Sperber, 1993; Hedley, 2005), which treat prorsas encoding procedural
information that contributes to the truth-condirontent of an utterance. In this
section, | revisit these accounts, and considet s procedural information might
look like, and how it might interact with the disgee context.

Wilson and Sperber (1993) treat pronouns as engqatincedural constraints on
explicatures. Following Kaplan (1989), they rejinet view that the first person
singular pronoun ‘I encodes the concept ‘the sp€akOn this analysis, an utterance of

(12) would express the proposition in (13), and Mdherefore be necessarily false.

(22) 1do not exist.

(13) The speaker of (12) does not exist.

Whilst (12) will be false whenever it is uttereds Wo not want to say that it is
necessarilyfalse. Instead, according to Wilson and Spertherpronoun ‘I’ encodes
procedural information which instructs the heaoeidentify its referent by first
identifying the speaker’ (1993, p. 22). Itis tlo¢ pronoun itself that enters into the
proposition expressed, but a concept that pickshmuteferent of the pronoun on that
particular occasion: pronouns ‘guide the searchtiferintended referent, which is part
of the proposition expressed’ (1993, p. 23). IRstance, when (12) is uttered by David

Kaplan, it expresses the proposition in (14).

(14) David Kaplan does not exist.

Hedley (2005) outlines further arguments for tme@pronouns as both procedural and
truth-conditional. As he puts it, pronouns loolkstthctly procedural’. Whilst ‘we
clearly have a “concept” HAWK...we don’t seem tovda concept “HE™ (2005, p. 42).
Instead, the meaning of ‘he’ is context sensitivd B some sense means whatever it
refers to in a particular utterance. Furthermorerder to judge the truth or falsity of

an utterance, reference must be assigned to angyms it contains.

(15) He has a big hat.
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We cannot evaluate the truth of (15) unless wegeise the intended referent of ‘he’.
Assuming that pronouns are procedural, then, wiraito§ procedure might they

encode?
6.3.4 A pronominal procedure

Hedley (2005) proposes an account of pronominaisiwis broadly compatible with
the relevance theory approach to referring expsassputlined in this thesis. On
Hedley’'s account, the procedure encoded by ‘I',hihigok something like, ‘find an
individual concept of the speaker’ (2005, p. 6)jlevfor singular ‘you’, it might be
‘something along the lines of “find an individuareept of the hearer” (2005, p. 8).
For Hedley, a pronoun is ‘a linguistic device tbah be used by a speaker in order to
aid the process of reference resolution for higdreavhile not expending too much
time and energy in producing fully specific (andlpably repetitive) descriptive noun
phrases’ (2005, p. 7).

Although this is largely compatible with my apprbao referring expressions,
there are two respects in which | think Hedley’samt does not go far enough, both of
which relate to the hearer’s use of the relevaheery comprehension procedure. First,
according to Hedley, pronouns ‘achieve relevancariguely picking out an accessible
individual from the context’ (2005, p. 3), and whanocessing a pronoun the hearer will
look around for a ‘reasonably accessible refergn?). Bearing in mind the content of
the relevance theoretic comprehension procedsegdest that we should go further
than this. As | have argued, a hearer followirgypghocedure will always test
interpretations in order of accessibility, and hikérefore look for thenostaccessible
referent that seems likely to make the utteraniexaat in the expected way. If this
yields an overall interpretation which satisfies éxpectations of relevance, then he
will stop. Thus, the individual picked out by thenoun should not merely be
‘reasonably’ accessible: it should be the mosessible one which leads to a
satisfactory overall interpretation. As with tledarring expression types discussed in
chapters 4 and 5, the speaker may use informatiooded by the forms to constrain the
set of potential referents to a point where thihéscase. In this section, | will take a
closer look at pronouns to consider what sort fafrimation this might be.

Second, if we take seriously the notion of optinedéévance and the claim that the
hearer follows the relevance theoretic comprehengsiocedure, then the motivation
Hedley suggests for a speaker’s choosing to usereopn (‘not expending too much
time and energy in producing fully specific (andlpably repetitive) descriptive noun
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phrases’) again appears too vague. In the fiegtgylas noted with respect to Ariel’'s
analysis (see footnote 1, this chapter), the cliyggie of effort involved in achieving
optimal relevance is hearer’s processing effoht@mthan speaker’s production effort
The effort involved in processing longer or morenpticated referring expressions
should be assessed relative to the cognitive sffactduced by alternative utterances
with the same interpretation. Using a longer, imfationally richer term would not
simply be a more effortful way of achieving the sa@ffects. Rather, the utterance
conveys a presumption of its own (optimal) relevan@hus, if a speaker uses, say, a
definite description where a pronoun would havdiced, the hearer is entitled to look
for extra effects to justify the extra effort to mh he has been put. As discussed in the
previous chapters, there are cases where useinfoamationally richer (in Ariel’s
terms, lower Accessibility) form than necessargteto extra or different effects. So,
use of a pronoun as opposed to some other foref@fring expression is not simply an
effort saving device. Rather it is one means bictwkhe speaker may make her
utterance optimally relevant. According to relesgatheoretic principles, a speaker
should use a pronoun when it involves the minimdnmguistic material needed to
achieve the intended overall interpretation in wkatthe hearer, will be the most
economical way.

However, a survey of the data reveals that althdbgloverall role played by
pronouns (and other referring expressions) in aahgerelevance remains the same,
pronouns do not all function in the same way. &sukssed in section 5.2.1.5, Kaplan
distinguishes pure indexicals from demonstrativesusVhereas the pronoun ‘I’ is
classed as a pure indexical since it does not requiy sort of accompanying
demonstration, the third person pronouns ‘she’, &mel ‘it’ may be used
demonstratively to pick out a certain referent.rt@la pronouns also carry specific
information relating to gender and number, andnisider how we might characterise
this information, and what role it might play irffeeence resolution, by turning my

attention to the third person pronouns in English.

* See Carston (2005) and (Wilson & Wharton, 2006)fdiscussion of hearer’s effort and speaker’s
effort in relation to Grice and relevance theory.
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6.3.5 Third person pronouns
6.3.5.1 Gender and procedures

Hedley suggests that the procedure encoded by dlseutine third person pronoun in
English is something like, ‘find an individual camt with the feature ‘male’ (2005, p,
9). In my terms, this amounts to suggesting tsataf the pronoun of ‘he’ constrains
the set of potential referents to just those thatycthe feature ‘male’. Thus, consider
the examples in (16) and (17).

(16) Pierre said to Natasha that he should go.

(17) Pierre said to Natasha that she should go.

The only difference between (16) and (17) is thedge of the third person pronoun,
and yet the interpretations are very different(18), Pierre is telling Natasha that it is
Pierre (or some highly salient other male) who #hgo, whereas in (17), Pierre is
telling Natasha that Natasha (or some other higalgnt female) should go. The sets
of potential referents from which the hearer weolve reference are mutually
exclusive in these two examples. To follow Hedéeghalysis, in (16) it is the set of
individuals with the feature ‘male’ and in (17) tbet of individuals with the feature
‘female’ from which the referent should be drawn.this section, | will explore the
role of gender features in more detail, and arpaéwe should take a slightly different
approach to the treatment of gender in these exampl

On Hedley’s account, it is natural to see the geimdermation encoded by the
pronouns ‘he’ and ‘she’ as conceptual in naturbe properties of being male or female
are, after all, fairly concretand could be represented by the conceptE or FEMALE
in a Fodorian conceptual representation systentarmguage of thought'(Fodor, 1975;
2008). This would in turn suggest that the encadednings of pronouns should be
seen as at least partly conceptual in nature. Mervas Hedley argues, it is not the
conceptvALE that enters into the explicature of the utterabog a representation of the
referent itself. As evidence for this claim, heesiPowell’s (2002) discussion of the
case of Dr James Barry. Dr Barry was an emineysiplan who died in 1865 and was
discovered, after death, to have been a woman. p@mutterances (18) and (19) as

examples of how this situation might be described.
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(18) When he was laid out after he died, they discovératihe was actually a

woman.

(19) ?When she was laid out after she died, they disedvwhat she was actually a

woman.

If the hearer of these utterances believes thaiabres Barry is a malghen use of the
masculine pronoun is the most efficient way to emshat reference is resolved
correctly. Using the feminine pronoun would coastrthe set of potential referents to
just those classed as female, and at the stape utterance at which reference
resolution should take place, Dr James Barry wooki(as far as the hearer is
concerned) be amongst that set. Thus, Hedleysttlatpronoun ‘he’ as encoding a
procedure that instructs the hearer to resolveerte on an individual concept with the
feature ‘male’. He specifies that this featurgpragmatic in nature (in English) rather
than being categorical or semantic’ (Hedley, 2@}5,9, fn14), and later elaborates on
this:

Procedural indications like ‘male’, ‘speaker’, ‘pili etc in English all
operate at the level of evidence provided by tleaker for his hearer...

rather than as semantically constraining factoed{el, 2007, p. 91).

Thus, Hedley moves away from an analysis wherequnes themselves encode specific
conceptual information about inherent featuredefreferent. Rather, he treats
pronouns as encoding pro-concepts: placeholderfrepts which must then be
worked out contextually in determining the explmintent of the utterance.

Whilst | will follow Hedley in holding that the w&rdone by pronouns is closer to
being procedural than conceptual, | want to quedtie treatment of the encoding of
gender features. Rather than analysing the geshigeomouns (and pronouns in
general) as encoding features of the typee or FEMALE, which figure as concepts in
the language of thought, | want to argue that gteyuld be been as encoding
procedures that operate at a sub-personal levisloutiinvoking personal-level

concepts such asiLE or FEMALE at all® Before considering in more detail the role that

® Or that the name ‘James Barry’ would generallgréd a male.

® Here | follow the personal / sub-personal distmefirst introduced by Dennett (1969). Sub-peedon
explanations of behaviour deal in ‘entities andperties that can be shown to play a causal ralleen
action or behaviour, without necessarily standmgational or normative relations to it' (Carst@®02b,
p. 131). See Elton (2000) for an introductiontte tistinction.
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such procedures might play in reference resolutionl] briefly consider how recent
approaches to pronominal reference have treatedegemumber and person features.
Adger & Harbour (2008) discuss various syntactenantic and morphological
approaches to what they refer topateatures (phi-features), which include features
relating to person, number and gender, as well@setassociated with honorification
and definiteness (see chapter 1, section 1.6.3taAdard account of these features,
first proposed by Heim and Kratzer (1998), trehésn as carrying presuppositions. On
this analysis, referring pronouns are seen as emgdete variables whose
interpretation is determined by the ‘physical asgighological circumstances that
prevail’ when they are processed (1998, p. 234)e ¢Ffeatures are ‘syntactically
adjoined to pronominals and their...semantic cbation is a presupposition that
restricts the range of the assignment of valugthé&j variables’ (Adger & Harbour,
2008, p. 14). According to this account, if a 4@Faises a masculine pronoun to refer
to a female, she has not uttered something falganbrely something potentially
infelicitous. Moreover, given the appropriate sebeliefs, the speaker can felicitously
refer to a female (Dr James Barry) as ‘he’, singel@ing so she is expressing the
presupposition that Dr Barry is male. As Heim &akaer explain (for a scenario in

which the gender roles are the reverse of tho§&g)):

This is intuitively right. If the discourse paipants mistakenly believe a
male referent to be female, or if they are willtogpretend that they do, then
indeed an occurrence of ‘she’ can refer to a mahowt any violation of
principles of grammar. (Heim & Kratzer, 1998 .2d5).

Although the speaker of (18) knows that Dr Barrys\@avoman, the purpose of her
utterance is to draw attention to a contrast betvike actual state of affairs (Dr Barry
being female) and the supposed state of affaitseaime described (Dr Barry being
male). Use of an utterance with a false presufipase therefore appropriate. On this
account, the presupposition may be seen as a ¢oat@ssumption which forms part of
the speaker’s and hearer's common ground, andutdiaberefore have to be
formulated in conceptual terms.

Adger & Harbour go on to consider an important éseelating to gender, and to
¢-features in general: ‘gender is of two-types: saimally contentful and purely
grammatical’ (2008, p. 13). Evidence from Germeenss to suggest that gender
agreement is purely syntactic. For instance, theriMadchen’ (‘qgirl’) is

grammatically neuter, and this affects the fornthef relative pronoun in (20):
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0) Das Méadchen, das /*die das Buclftie
TheNEUT girl that.NEUT/thatFEM  the book rea@rRES
‘the girl who reads the book.’

Here, the feminine relative pronoun would be ungreatical, which suggests that
agreement is sensitive to syntactic rather tharaséimfeatures. However, the case of
collective nouns in British English and certaintarees of deferred reference
complicate the picture. As noted by Adger & Hanhdaoth (21) and (22) are

grammatical in some dialects of English.
(21) The committee has voted today.
(22) The committee have voted today.

The agreement on the auxiliary verb depends ospkaker’s intention to pick out
either a collective action or a series of individaetions, rather than on syntactic
number features associated with the noun. The paihern can be found with a wide
range of nouns denoting groupsSimilarly, consider Adger & Harbour’s example of
deferred reference in (23) (adapted from Nunbgi39) ‘ham sandwich’ example):

(23) The hash browns at table six is / *are getting gngr

Here, the noun phrase ‘hash browns’, although graticaily plural, is used to refer to
a customer in a restaurant, and on this interpoetéhe agreement on the verb must be
singular. It has been argued (e.g. by Dowty & Baoa, 1988), that such examples are
problematic for analyses which treat agreemenuasly syntactic.

| want to argue that the gender information encduethe third-person singular
pronouns in English lacks conceptual content, #odisl therefore be seen as more
grammatical than semantic. Although, the grammagender of the pronoun often
coincides with what we might think of as the ‘naiugender of the referent, it does not

" Sauerland & Elbourne (2002, p. 289) provide thifdng (incomplete) list of examples: ‘cabinet’,
‘committee’, ‘platoon’, (political) ‘party’, ‘prid& ‘hive’, ‘team’, ‘regiment’, ‘battalion’, ‘bank’,
‘government’, ‘group’, ‘family’, ‘faculty’, ‘Senatg ‘House’ (of Lords, Commons, Representativest’;s
‘squad’.
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follow that the procedures encoded by genderedsteinaww directly on concepts such as
MALE or FEMALE. Rather, they may be driven by the vestigesgraanmatical gender
system, and indeed, we see similar examples withngratical number features. For
instance, there are pairs of nouns which, whilsg gemilar in terms of their conceptual
content, vary as to their grammatical number fegturtConsider the examples in (24)-
(27).

(24) The oats are rotten.
(25) The wheat is rotten.
(26) The woods are dark.
(27) The forest is dark.

The pairings of oats/wheat and woods/forest arghlygusemantically equivalent (or at
least may be used by some native speakers totoefiee same entities), and yet they
differ in grammatical number. Similarly, wordsdikrousers’ and ‘scissors’, which
pick out a single item, are grammatically plfiraThe grammatical number feature
associated with a certain noun phrase may therédistinct from any semantic or
natural number associated with the encoded concept.

Given this assumption, how might we account fordbkective noun and
deferred references cases in (21)-(23)? Sauefdftourne (2002) offer a tentative
solution. They note that collective nouns behayvé they were ‘simultaneously
singular and plural’ (p. 290). For example, in)(#8& noun ‘set’ takes a singular
determiner, but a plural verb.

(28) This set are all odd.

They therefore suggest that we are dealing not aithbut with two categories of
features, both of which take the values singular@aoral. First, there is the standard
number feature which indicates how many thingsbaiag referred to. In (28), there is

a single set, and so the determiner must be sing(28) is ungrammatical.

8 | suspect such examples may be a red herringadh case they are objects which normally/usually
come in pairs. When prefixed by ‘a pair’ they ayatactically singular, but when this is omittednall
agreement is expected, as would be the case \itpair of gloves is...” and ‘the gloves are...’
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(29) *These set are all odd.

In addition, there is a feature system that Sandr&aElbourne term ‘mereology’,
which ‘indicates whether or not the entity undescdission is being conceived of as
consisting of more than one member’. In their vigarbal agreement can refer to
either feature, but ‘determiner concord refers dalthe Number feature’ (p. 291). This
approach provides some insight into what is goimgnautterances such as (28), despite
the apparent clash in number feature between determnd verb. However, the
introduction of the mereology system does not cetefy counter the argument that
collective noun cases are problematic for a pusghtactic analysis of number features.
The speaker often has a choice about which typeadfire (number or mereology) to
use in verbal agreement, and that choice will needrby subtleties in the interpretation
that the speaker intends to communicate.

| suggest that collective nouns are, by their rgtekceptional. As grammatically
singular nouns that represent a set of individigahs, they can be used to refer either to
the set as a whole, or to all the individual meralwdrthe set. The choice between
singular and plural agreement is therefore not, foee depends on the intended

interpretation of the utterance. Consider (30).
(30) The committee were /?was all late for the meeting.

For use of the word ‘all’ to be relevant in thisaméince, the hearer must represent the
committee as a group of individuals. Thus, theakpeuttering (30) is understood as
conveying that all members of the committee wete flar the meeting. Although it is
underlyingly singular, the interpretation of a ealive noun ‘the X’ can always be
pragmatically adjusted in context to convey ‘mersh&rX’. In that case, they trigger
plural agreement, which acts as a clue to the héaaethis is the intended
interpretation.

Returning to the treatment of gender, | therefomppse that the gender

information carried by third person pronouns in Estgis grammatical rather than

® Deferred cases such as (23) (‘The hash brownetitng angry’) are seen as problematic for a purely
syntactic account of number features. Howeveughsst that these work differently from the coileet
noun cases. Whereas the mereology is part ofefieitibn of collective nouns (a collection of initilual
parts making up a collective whole), this is na tdase for deferred uses of non-collective nolRether,
it seems that in example (23) we have a case ofimg#aransfer. The NP ‘hash browrns’used as the
name of another entity to which it stands in aiésdlfunctional relation’. See (Nunberg, 2004346)
for further discussion of deferred reference. |l thierefore leave these cases aside.
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semantic or conceptual. The speaker’s choicenshsculine pronoun in preference to a
feminine pronoun (or vice versa) does not in gdrtakae place at a personal level, using
concepts drawn from the vocabulary of the languEdbought. It is not necessary for

a speaker to check whether the intended referbstfader the conceptaLe.*°

Rather, a pronoun constrains the set of poterfalents to just those belonging to a
category of items that are identifiable in sub-paed rather than personal terms
(perhaps using the notion of a ‘phi-feature’ camestk as grammatical rather than
semantic). The ability to identify items belongitegthis same category must play a
role not only in comprehension, but also in langupgbduction: it is just the category

of items for which that particular pronoun can égitimately used. On the approach |
propose, then, the masculine pronoun ‘he’ encod#sdpro-concept and a procedure
which restricts the set of potential referentaut fhose belonging to a category
identifiable in sub-personal terms as containiegg that can be legitimately referred to
using the pronoun ‘he’. On this sub-personal apginp speakers might be seen as
having, as part of their knowledge of the word ;l@tetector for items which fall into
this category. Typically, detectors operate onasis of cues which pick out
stereotypical or prototypical members of a categbuy these cues do not amount to a
definition Having restricted the set in this way, refereresolution proceeds, as
described in the previous chapters, with potengifrents from this sub-personally
identifiable category being tested in order of asdality.

This move away from semantic/conceptual gendemaimaber features makes it
easy to account for the Dr James Barry type casebalso sheds interesting new light
on other seemingly exceptional examples. Whilstvight make the broad
generalisation that the ‘he’/'she’/it’ distinctian English pronouns correlates with the
distinction between human males, human femalesremdmate objects respectively,
there are many less clear-cut cases. A ship (oocaountry), for example, may be
referred to as ‘it’ or ‘'she’. In my framework, ghis simply because it is identifiable in
sub-personal terms as belonging both to the sirafs that can be referred to as ‘it’
and the set of things that can be referred toles%s A similar explanation can be

given for the otherwise messy issue of how to refemimals using a pronominal form.

0 See Corbett (1991) for a discussion of semantisugenatural gender.

1 A parallel might be drawn with the visual systesh$rogs. According to Letvin, Maturana,
McCulloch and Pitts (1959), the frog's fly detect®based on the ability to pick out small blackving
dots, and so does not pick out all and only fliesso see Agar (1993) for further discussion.

2 There may be individual differences in how acchietalifferent speakers find these two possibilities
and this further supports the sub-personal proeg@dmalysis. If it is becoming less common to réde
ships as ‘she’ (rather than ‘it’), we can see #8sa change in the sub-personal categorizatiorrrétian
as a result of ships being less feminine in anlyffetiged conceptual sense.
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A cat or dog may be referred to as ‘he’, ‘she‘it’ because it may belong to all three
sub-personally identifiable sets, and not becafisieeonatural gender (if known) of the
animal itself. Membership of a certain set is ¢fi@re dependent on how the particular
speaker categorises the particular animal (or @y assume their hearer categorises
it), and whilst this may be influenced by naturahder, it is far from determined by it.
Gender sets may overlap, and their membership mgyas the discourse context,
including the speaker’s assumptions and commurgattentions, vary. A speaker
may well refer to a cat as ‘she’, and then chandkd’ on discovering that the cat is
male. This does not make the original utterantsefar the original act of referring
necessarily infelicitous.

Although animals may belong to the set of things tan be referred to using the
pronoun ‘it’, as in (31), this is not usually thase with humans, even if the gender of

the referent is unknown, as in (32).

(31) I'm going to buy [a dog]and call it Rover.

(32) *I'll give this to [whoever winsjand if can keep it.

An exception seems to be the case of unborn baklesge in certain circumstances ‘it’

is just as acceptable as ‘they’.

(33) If | ever have a baby, it's going to have the mstverything.

(34) If I ever have a baby, they're going to have thst loé everything.

Until the natural gender of the baby is known, it belong to the set of things that can
be referred to using ‘it’, as i{83) or ‘they’, as in (34). Again we can understdinis as
a reflection of how the speaker categorises anmntiaild, rather than of the child’s
falling under one or other full-fledged concepurthermore, examples such as (34)
provide evidence that the grammatical number feadarthe plural pronoun does not
necessarily correspond to semantic plurality. €hgmno suggestion in (34) that there is
more than one baby.

I have argued that pronouns encode proceduralrrithe conceptual
information. However, some recent relevance-th@naecounts (Hussein, 2008; Zaki,

2009) propose a mixed analysis, in which pronowaesaen as encoding both
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conceptual and procedural information. The iddarzkthese accounts is that pronouns
(and some other forms of referring expression) daqoocedures which guide the
process of reference resolution by activating cptwa information about proximity,
gender and number. Hussein (2008, p.72) goes s f claim that an utterance
containing the pronoun ‘he’ ‘would be false if “hig’taken to refer to someone who is

not “singular” or “masculine”. In the previousapter | argued against attempts to
treat features such as ‘proximal’ and ‘distal’ asresponding to full-fledged concepts
or semantic notiort§ and in this chapter | have tried to do the santle gender and
number features. The information encoded by prosasino more than a clue to help
guide the hearer to the intended meaning. Orattésunt, the gender and number
information associated with the pronoun does etfienter into the proposition
expressed, nor does it act as a presuppositigrogssed by Heim and Kratzer.
Rather, the choice of pronoun guides the hearbe assolves reference and it is a
representation of the referent, rather than affetlged concept such ag\LE or

FEMALE, which enters into the explicity communicated meag. From now on, | will

therefore treat pronouns as fully procedural iureat
6.3.5.2 The role of contextual assumptions

My account of pronouns (and referring expressiargeneral) relies heavily on the
relevance theoretic comprehension procedure. Hexyévis important to bear in mind
that this procedure deals with the overall intetigdien of an utterance and that the
hearer must construct hypotheses relating to eftttedhree sub-parts (explicit
content, contextual assumptions and contextualiaaipbns). In this framework, it is
quite possible that the information encoded byampun will not determine a unique
referent as the most accessible one. Ratherakapaiming at optimal relevance
should formulate her utterance so that the intemetsdent is the most accessible
candidate which can combine with accessible consxtssumptions to yield an
interpretation that is relevant in the expected.way

To see why this is important, consider first a dergxample of how a procedural

analysis of third person singular pronouns might go

(35) John went to the shops. He bought a red jumper.

3 0On my sub-personal account, a range of factoct)ding spatial, temporal, discourse and emotional
factors, will go into the online computation of wher an item falls into the category of things timeaty

be appropriately referred to as ‘this’ or as ‘thatlence, use of a demonstrative determiner isusoia
matter of checking whether the item falls undeulby/ffledged concept afEAR or FAR.
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In order to derive the explicit content of (35)e thearer must assign reference to the
pronoun ‘he’. Assuming that no extra-linguistiéerents are available in the discourse
context, it should be obvious to both speaker aatdr that the most accessible
potential referent will be ‘John’. This, testedaighly accessible context which
includes the contextual assumption that peopledbe shops to buy things, yields an
interpretation that might be relevant enough tovbeth the hearer’s attention in a way
the speaker could manifestly have foreseen.

Since pronouns provide minimal constraints on #teo§ potential referents, my
account predicts that they will be used when liil@o constraint is needed. In
example (35), there is only one candidate refdaretite discourse context. However,
consider example (36), where there are in prindiptehighly accessible potential

referents (‘Britney’ and ‘Justin’) for the pronounthe embedded clause.

(36) Britney told Justin that he couldn’t sing.

| have argued that the pronoun ‘he’ constrainsstteof potential referents to a sub-
personally identifiable set of items that can lggtimately referred to by the pronoun
‘he’. Human beings with masculine names will gatigrbelong to this set, whereas
human beings with feminine names will not. On nalrencyclopaedic assumptions
about the names ‘Britney’ and ‘Justin’, there whiérefore be only one candidate
referent that fits with this constraint, and seerefice will be resolved on ‘Justitf’.
Now compare (36) with (37) and (38) (adapted fromuMland & Van Berkum

(2006)), ignoring the possibility of non-anaphaadings:

(37) Britney told Justin that she couldn’t sing.

(38) Britney told Christina that she couldn’t sing.
Without any details of the context in which (38itered, it is unclear whether the
pronoun ‘she’ is intended to refer to Britney oriStina. Although in (36) and (37) the

procedure encoded by the pronoun sufficiently canss the set of possible referents to

a point where there is only a single highly acd#egieferent, this is not the case in

4t is of course logically possible that ‘he’ igénded to refer to another male entity; but if thire
the intended interpretation, we would expect thea&pr to narrow the context for resolution usintyax
linguistic means such as gesturing, and/or to demaore effort from the hearer by stressing the
pronoun, and thus encouraging them to look for noordifferent effects.
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(38). Both ‘Britney’ and ‘Christina’ will belongotthe sub-personally identifiable set of
things that can be referred to by the feminine puon The procedural constraint
encoded by the pronoun leaves more than one pessitldrent. However, reference
does not necessarily have to be resolved at thg fuy the utterance to be optimally
relevant. According to the relevance theoretic p@hension procedure, hearers test
‘interpretive hypotheses’, not just potential refeis. Reference will eventually be
resolved as a result of combining a possible raefesith a possible context. Thus, the
speaker need not always constrain the set of pateeterents to a single one, as long
as there is a highly accessible context with wloisa can combine to yield a relevant
overall interpretation, while others do not. Tlileet of context selection on reference
resolution is therefore crucial, and is missingrirthe previous accounts (Ariel, 1990;
Gundel, Hedberg, & Zacharski, 1993; Reboul, 1997).

Continuing with the analysis of (38), we can sex thoices of context will lead
to different potential interpretatiol’s Suppose that in context 1, the speaker is
describing an argument that she has just witnesstadeen Britney and Christina, while
in context 2, the speaker is describing a whispecedersation that she has just
overheard between Britney and Christina. The cané assumptions that are likely to
be highly accessible to the hearer will be difféiarthese two contexts. Context 1 may

give easy access to assumptions such as (39) @pd (4

(39) When arguing, people say insulting things to ametlzer.

(40) Telling someone that they cannot sing is an insult

Interpretation of ‘she’ as referring to Christirsatherefore likely to be preferred in this
context, since it can combine with these highlyesstble contextual assumptions to
make the utterance relevant as expected.

These examples illustrate some of the ways in wthicd person pronouns can interact
with the discourse context. In other examples,dw@w, it is not so clear that the
encoded procedure contributes directly to the esfes resolution process at all. In the

next sub-section, | will look at some of these.

15 See Nieuwland & Van Berkum, (20086) for neurolirsjigi evidence of context influencing pronoun
interpretation in this way.
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6.3.5.3 Gender-redundant uses

Consider utterance (41).

(41) | spoke to Andrey and he said that all was well.

If we apply the reference resolution process oedlinbove, then any specific
information associated with the masculine prongypears to be redundant in this case.
In the discourse context, there are two expliaitigntioned, and therefore highly
accessible, potential referents: the speaker afitieeance and Andrey. Removing the
pronoun entirely yields a reading where the spemkitre understood subject of the verb
‘said’, as in (42).

(42) | spoke to Andrey and said that all was well.

By contrast, utterance (41) leads to an interpmatathere reference is resolved on
Andrey. It therefore seems reasonable to assuatetth speaker is the most accessible
potential referent in the discourse context, amad tise of the pronoun in (41) eliminates
the speaker as a potential referent, leaving Andesthe first to be tested. Thus, the use
of a third person pronoun narrows the hypothesaseifor the inferential process of
reference resolution.

On this account, the fact that Andrey belongs éosit of things that can be
appropriately referred to by ‘he’ (as opposed te'sis irrelevant for purposes of
reference resolution. The grammar of English fette speaker to use an appropriately
gendered version of the third-person pronoun wheésrring to humans. However,
what is significant is not the encoded gender migiion but the fact that the third
person pronoun has been used, since this leavasi¢ineled referent as the most
accessible one that meets the constraints impgsttb Although a representation of
the speaker might be generally more accessibledharof Andrey at this point in the
utterance, the speaker (and likewise the hearan)dymt normally be a member of the
set of things that can be appropriately referreid the third person. This rules out an
interpretation where reference is resolved on fleaker, and the hearer will continue to
test possible interpretations in order of accelsibiAndrey is the next most accessible
interpretation, and he belongs to the set of ththgscan appropriately be referred to
using the pronoun ‘he’. If the resulting inter@téin is relevant in the expected way,

the hearer will accept it as the intended meaning.
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As with the gender information discussed aboveth@approach, features such
as ‘first person’, ‘second person’ or ‘third persare seen as purely grammatical. The
use of a third person pronoun does not carry canaémformation about the intended
referent but rather indicates that this referetags to a category identifiable on a sub-
personal level. This suggests an explanation for tvis sometimes possible for a
speaker to refer to herself (or her hearer) udieghird person. In certain discourse
contexts, the speaker herself will belong to tHe gersonally identifiable set of things

that can be appropriately referred to using a th@xdson pronoun.
6.3.5.4 Informative uses

Whilst the procedural information provided by thremoun is crucial to reference
resolution in cases such as (16) and (17) abover(&said to Natasha that he/she
should go’), on other occasions the speaker mayhgsehoice of pronoun in an
informative way, to contribute to other aspectshef representation that she is

encouraging her hearer to build. Consider (43).

(43) | met a friend for lunch and she had the fish.

In interpreting the first part of (43), the heahass to construct a representation of the
speaker’s friend. Since ‘friend’ is gender-neythed may assume that the intended
relevance of the utterance does not depend oretigeg of this friend. However, in the
second part of the utterance, the speaker usasdeigg pronoun, and the hearer must
therefore narrow the interpretation of ‘friend’itelude only things that can be
appropriately referred to by the pronoun ‘she’. discussed above, a speaker is
constrained by the grammar of English to choosafimgopriately gendered pronoun
for the intended referent in such cases. Moreolvtre hearer is resolving reference on
a definite person, knowing the gender of that peisdikely to increase the relevance
of the utterance by giving him access to additiamglications (or other cognitive
effects) at no extra cost.

Recall, however, that a speaker aiming at optimleMance need only make her
utterance as relevant as is compatible with her preferences and abilities. There
may be situations in which the speaker does notvkoo does not wish to disclose,
some information about the gender of the refereait might indeed increase the

relevance of her utterance. In such cases, thedegerutral pronoun ‘they’ may be
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substituted for ‘he’ or ‘she’ in some dialects. uBhimagine (44) spoken by a wife to

her suspicious husband when she arrives home late.
(44) | met a friend for a drink and they talked a ot!

Here, the speaker does not wish to lie, but ales dot wish to disclose any further
information about the gender of the friend. Howesgech obvious avoidance of a
gendered pronoun might well lead the hearer tossccertain contextual assumptions
about what information wives might wish to withhdétdm their husbands, and thus
infer that the friend was a male. The fact th&graince (44) could carry this implication
suggests that even when irrelevant for the purposesference resolution, it is normal -
and hence less costly for both speaker and heaterms of processing effort - to select
a gendered pronoun when referring to a human heimage gender is known.
Choosing not to do so may imply (or implicate) stimmey about the speaker’s abilities
or preferences.

Whereas in (44) it is the speaker’s preferencesditige her choice of pronoun, in

(45), as with the unborn baby example in (34),dice is restricted by her abilities.
(45) I'll give this to whoever wins and they can keep it

Here, the speaker does not know whether the wivilelbelong to the set of things that
can be appropriately referred to by ‘he’ or theafeghings that can be appropriately
referred to by ‘she’, and so she uses the gramailgtislural but gender neutral

pronoun ‘they’.

6.3.6 The first person singular pronoun

The majority of null subject utterances in the distyle registers are interpreted as first
person singular, and for this reason | turn myrditt@ again to the procedural

information encoded by the pronoun ‘I'. In manyysaanalysis of this first person

'8 The fact that in such uses the verb agrees wétlffthural) number feature on the pronoun is further
evidence that such features are syntactic in nature
(i) A friend recommended this. They swear by it.
(i) * A friend recommended this. They swearsity
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case may seem more straightforward than for tind gérson pronouns. We are not so
easily distracted by the superficially conceptuation of gender (and to a lesser degree
number). As discussed in section 6.3.2, it so@moines clear that defining ‘I’ as
meaning ‘the speaker of the utterance’ leads tormect predictions about the truth-
values of utterances in crucial cases. RatheiMitson and Sperber, ‘I' is seen as
instructing the hearer to ‘identify its referent fingt identifying the speaker’ (1993, p.
22), and for Hedley (2005, p. 7) it is seen as dimgpa procedure which tells the hearer
to find ‘an individual concept of the speaker tisatelevant in the particular context’.
Turning to my account of referring expressions, erldwing the discussion of
third person pronouns above, the procedure endoglddwill add an extra layer of
activation to the sub-personally identifiable set@ms that can be appropriately
referred to (in that situation) using th&derson singular pronoun. Obviously, this set
varies from speaker to speaker, and in most caiiesontain just the speaker hersélf
To shed further light on the procedure associatiéu tive first-person singular
pronoun, | will next consider the much discusseaheples of answering machine and
post-it-note utterances. The so-called answeriaghime paradox (Sidelle, 1991;
Predelli, 1998; Corazza, Fish, & Gorvett, 2002; Bbw2002; Hedley, 2005) involves

utterances such as (46), recorded on answeringingscbr left as notes.
(46) |1 am not here now.

Compare this utterance with (47), which, accordméaplan, is ‘deeply, and in some

sense...universally true...it cannot be utteresefal (1989, p. 509).
(47) 1 am here now.

Following Kaplan’s logic, (46) should be univergdthlse whenever it is uttered.

However, this goes against the strong intuitiort thikens of (46) recorded on

answering machines or posted on office doors mayolie informative and true.
Corazza et al (2002) propose an analysis designeéal with such examples,

which they call ‘the conventional account’ (200218). On this account, speakers and

" However, this analysis might help to explain thet sf deferred reference cases discussed by Powell
(2002, p. 137): for example, (iii) as uttered byaae-goer who has placed a bet on a particulaehors

(iii) I am in last place

Such examples suggest that not only the speakeiteins that stand in an appropriate relation & th
speaker, may belong in the category of items pickedy the use of ‘I'.
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hearers are aware of certain social conventiomasimgl to the use of answering
machines, post-it notes, etc, and it is becausei®fiwareness that they can felicitously
produce and understand utterances such as (4@prding to Corazza et al, ‘without
such settings and conventions, we would be unaldedcessfully use and manipulate
answering machines and other similar devices’ (20023). | find this appeal to
convention rather unsatisfactory. Whilst | agieet the discourse context is crucial in
determining how an utterance will be understooda€ra et al suggest no explanation
for how the interpretation of certain utterancesentain discourse contexts should have
become conventionalised in this way. Their accoaises the question of how the first
users of answering machines dealt with such uttesan| suspect that early individual
users of answering machines would have had nogmbtommunicating and
interpreting the intended meaning, even thouglhdéheces were novel and innovative.

An added variation (Sidelle, 1991, p. 5) complisatee story still further. In this
version, utterance (46) (‘l am not here now’) i$ ledt on an answering machine, but
posted on the office door of an absent univergipfgssor. However, it was not written
by the professor herself, but by a university adstiator who is aware of the
professor’s absence, and who has noticed a streaonfused students knocking on her
door. Although the professor is the intended efeof the pronoun, she did not
produce the utterance. The administrator may baes asked by the professor to write
the note on her behalf, in which case she is,facefquoting the professor.
Alternatively, the professor may have no knowledfthe note, and so the
administrator’'s act becomes genuinely deceptivéhahshe is purporting to speak on
the professor’s behalf when she is not entitledao.

A relevance-based account of referring expressaoksutterance interpretation in
which contextual assumptions play a central rdlaiektes the need to appeal to
conventionalisation, and offers a new perspectivéhese cases. Placing the note on
the door is an act of ostensive communication, ivbreates a presumption of optimal
relevance. The audience will follow the path @fdeeffort when testing possible
interpretations, and the writer will construct liéterance so that this strategy will lead
the hearer to the intended interpretation withauitipg him to any gratuitous effort.
Given the discourse context, the administrator ks)am the one hand, that the
audience will be unaware of who actually wrote tessage, and, on the other hand,
that the most accessible referent for them willheeprofessor. Moreover, the
administrator is aware that a scenario in whichavaer of an office puts a note on

their own door relating to their own whereabouth ke highly accessible to the
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audience. Given this highly accessible contexsuahario, the first interpretation the
audience is likely to test will involve the pronolirbeing taken to refer to the
professor. Since this interpretation will be reletin the expected way, the audience
will consider no other possibilities, and will $eton this interpretatidi. Thus, the
interlocutors need not rely on conventions, buiegabn highly accessible assumptions
about how humans are likely to behave in certdiraions. Even if a student were to
see the administrator writing and attaching the nibte assumption that she is doing
this on behalf of the professor is likely to be imumeore accessible than a scenario in
which the administrator attaches a note to sometsges office to inform students of
her own absence. In that case, the administratobevseen as quoting (or purporting
to quote) the professor, and the utterance wilim#erstood as such. As a sophisticated
understander (Sperber, 1994), the student shouddbleeto recognise that the
administrator is taking the perspective of the @ssbr, and will therefore look for an
interpretation that the speaker (in this case thmimistrator) ‘might have thought he
would think was relevant enough’ (Wilson, 20004p2). An interpretation where the
administrator is taking the perspective of the gssbr would then be relevant in the
expected way.

Examples of this type are not necessarily resttitdewritten notes or recorded
messages. Consider an utterance of (48) in theafiolg discourse context. Clare is at
her desk in her place of work. However, she isafiatially at work, but rather
studying for her evening course during an afternafoannual leave. A colleague

approaches her with a work-related query and dleesu48).
(48) I'm not here!

Although it seems that Clare has said somethingpobly false, the hearer is entitled to
assume that her utterance is optimally relevamthik case | suggest that the
proposition expressed is along the lines of (4%en ‘I’ functions in the normal way,
and N THE OFFIcH* is an ad hoc concept expressing something likeanewed

meaning: ‘in the office for the purposes of perforgomy usual duties of employment’.

18 The administrator could, of course, have achievsiilar outcome by using a non-first person
referring expression (iv).

(iv) Professor Smith is not here today

This might, however, lead the hearers to deriveageimplications that the administrator might wish
to avoid. Perhaps she does not want the studefibsr the opinion that the professor was carabesgo
leave such a note herself, to realise that the @dtrator has further information, and so come paster
her.
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(49) Clare is not [in the office]*

To sum up, | propose that the first person singatanoun encodes a procedure which,
in effect, restricts the set of potential referantgust those that the speaker can refer to
using the term ‘I' in the discourse context. Arpontant advantage of such an analysis
is that it suggests a possible explanation folehe straightforward cases. In the case
of the note on the door in (46), the discourse extris such that the professor can be
referred to by use of ‘I' even though the utterawes produced by someone else. In
cases of deferred reference, something associatiedhe speaker can belong to the set
of things to which ‘I' can be used to refer. Agasnch examples persuade us away
from a ‘feature’ analysis in which the pronounées as encoding semantic or
conceptual information. Rather, the proceduresaated with pronouns operate at a

sub-personal level.

6.4 Relevance theory and null subjects

In this section, | will argue that the occurrenoésull subjects in nomro-drop

languages are not surprising on a relevance-the@peproach to utterance production
and interpretation. Rather, they should be expetci@rise spontaneously under certain
circumstances as speakers aim at optimal relevanedl. divide the null subjects into
three categories, and argue that the driving fareerlying each category is the balance
between hearer’s effort and cognitive effects.inulitely, on my account, the diary style
nulls emerge as simply another type of referringregsion available to a speaker,
which will interact with the discourse context tielg an interpretation that makes the

utterance relevant in the expected way.
6.4.1 Greater or different effects

Following the relevance-based approach outlinezhapters 4 and 5, it could be
tempting to claim simply that in contexts such msids and email messages, the
(usually first person) referent is so accessibée the procedural information encoded
by the pronoun is no longer needed. Although | anjjue that this is indeed the case, it
does not on its own fully explain the distributiohnull subjects across language use in
English. If the accessibility of referents were tinly significant factor, then we might
expect to see null subjects in many more discotwsgexts than we in fact do. We

might predict that first person null subjects woattur spontaneously whenever the

214



speaker is the most accessible potential refetdatvever, this is not the case. Rather,
we find that null subjects are restricted for thestrpart to informal written (and
sometimes spoken) registers. The fact that nbjests in English are on the whole
associated with casual uses of language will beiarto my analysis of them as
relevance-driven referring expressions.

In section 6.3.5.3, | showed how procedural infdioreassociated with the
gender of a pronoun may in some cases be reduradahprovided evidence that,
despite this redundancy, the appropriately genderedoun is selected. Outside diary
contexts, speakers do not normally omit a genderedoun (or substitute it with a
neutral one) simply because the information israquired. In general, the grammar of
English requires arguments to be phonologicalljised, so even when the intended
referent is already the most accessible one idigeurse context, an appropriate
pronoun must be used.

This brings me back to the question | posed atttteof chapter 1: what are the
contextual and processing conditions under whichukually strict requirement that
subjects be overtly articulated might be relaxeddrtain registers of nopro-drop
languages such as English? In this section, latidmpt to answer this question by
arguing that the restrictions may be relaxed iresgh\different sets of circumstances,
each of which ultimately comes down to the balag@heffects for effort. Thus, the
use and distribution of English null subjects ignuhtely driven by the speaker’s aim of
achieving optimal relevance.

6.4.2 Greater effects and different effects
6.4.2.1 The informal null

The informal (usually written) registers in whiclany instances of English null
subjects occur tend to have the speaker’s pregxmiieitly acknowledged elsewhere in
the text. Diaries are essentially first persomratares in which the author and her
activities are by definition the subject mattemdils and SMS texts are direct
messages from one individual to another (or othars) include ‘from’ and ‘to’ fields
explicitly stating who the speaker is. Of coursat, all diaries, emails or text messages
utilise null subjects. As with spoken Englishséems to be the casual, informal nature
of the texts that triggers use of the null subggatton.

Although, as we have seen, there may be many ites¢an which the procedural

information encoded by pronouns is superfluousgjtmpping this normally required
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information, the speaker overtly indicates thas itkiindeed the case. As a result, she
communicates that the mutual cognitive environnséetshares with the hearer is such
that she can safely relax the normal requirememfenal language use, and still be
confident that her message will be understood asrgbands.

Sperber and Wilson (1986/95) argue that the stytgted by the speaker may
communicate how she regards the relationship betweeself and her hearer or

hearers:

A speaker aiming at optimal relevance will leaveliit everything her
hearer can be trusted to supply with less eff@m twould be needed to
process an explicit prompt. The more informatiba kaves implicit, the
greater the degree of mutual understanding she snibk®nifest that she
takes to exist between her and her hearer (Sp&ridéitson, 1986/95, p.
218).

The use of null subjects (and other omissions &hdexviations) in these informal
registers communicates that the speaker not oghrds the intended referent as the
most accessible one for the hearer, but is alde gonfident in this respect. As
Sperber and Wilson note, there is ‘no entirely redugtyle’ (1986/95, p. 218). The
speaker in the diary null contexts reveals thatastseimes a ‘certain degree of
mutuality’ between herself and the hearer, whiclkesat possible to trust the hearer to
infer much of what she wishes to communicate wittamy overt linguistic prompt. As
a result, the use of null subjects contributeéodverall tone of the discourse as
relaxed, casual and intimate.

Although the addressee of a null subject utterdmaseless linguistic material to
process, since null subjects are ungrammaticalast warieties of English, this option
is in some sense marked. Given that marked opiiogeneral cost the hearer more
processing effort, it seems reasonable to assumabjectless utterances in English -
at least when first encountered in a text - reqoicge processing effort than than their
overt subject counterparts. However, this markezland the implications that arise
from it lead to extra effects in terms of the t@mal style of the discourse, and justify
the effort involved. If null subjects were unmadtka English, as in standapio-drop

languages, then we would be unable to explain Wwhynull subject examples correlate
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with the informal discourse contexit.It is the very fact that null subject sentences a
marked in English that prompts the hearer to detieeextra effects relating to the tone
and style of the discourse. Formal emails, diaaiebtext messages exist alongside the
casual examples in which we find the null subjedtkis is to be expected if we accept
that there will be cases where, even though thatitgeof the referent might still be
highly accessible, the speaker does not wish @terthe same degree of intimacy.
Compare (50) and (51).

(50) I am pleased to confirm that the Grant of Probateriow been issued.
(51) Forgot to mention, saw my ex-boyfriend Mike at theekend.

Both are from personal emails, and in both casestiended referent of the subject
referring expression is the most highly accesgibten the discourse contékt

However, the discourse context and the natureeofalationship between speaker and
hearer (solicitor and client in (50) as opposeftiemds in (51)) means that it is
appropriate to imply intimacy in (51), but not (50)he overtness of the pronoun does
not change what is explicitly communicated in eitte@se, but rather contributes to the
style and tone of the discourse. Thus, it is hat informal registers licence the use of
null subjects, but rather that the use of null satyj is one way in which the speaker can
set an informal tone for the discourse.

Bridget Jones’ DiaryFielding, 1996) features two distinct writing lsty. The
‘diary style’ sections which feature extensive adropped subjects and other missing
elements are found alongside much more traditioagitive episodes. Whilst both are
purportedly extracts from a diary, sections feaigidiary-style omissions focus
strongly on the narrator’s private thoughts, fegdiand emotions. The remaining
sections describe events and incidents in a mdeelded and traditional first-person
narrative style. Thus, the tone of the writindeefs the subject matter, and directly
mirrors the level of intimacy with, and empathy, ftive narrator that the reader is

expected to feel.

9 This, in turn, predicts that overt subject userio-drop languages should create an extra effect of
some sort. This seems to be the case. McCloskidgl& (1983, p. 491) observe that in such languages
‘use of a pronoun subject is associated with eniploatcontrastive focus on the subject’.

20 Fyrther to this, the form of the copula ‘am’ irdfGnakes it clear that the subject is the firsspar
singular.
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In this section, | have argued that some instantdgry null subjects are driven
by the informality of the registers in which thegcar. According to clause (b) of the
definition of optimal relevance, the hearer is i to assume that the utterance the
speaker has produced is the most relevant one dinepaith her abilities and
preferences. In these cases, the speaker hadilityeta produce overt subjects, so the
hearer must conclude that she chose not to. fhigm can be interpreted in two ways.
As discussed, the speaker should not be puttingaheer to any gratuitous effort. So
her choice to omit certain elements might implyt 8tz did not judge the information
encoded by those elements to be necessary givenutual understanding between the
interlocutors. Alternatively, the choice may bésein not by the speaker’s abilities but
by her preferences. It could be that the spealefeped to save her own effort rather
than go to the trouble of explicitly articulatingwriting the omitted elements. This
decision to favour her own interests over the hé&amight play a significant role in
diaries and note-taking, where the writer is alsihtended audience. If read by
someone other than the writer, omissions of ttpe tyust be in some sense condoned
as less than stylistically optimal from the audi&gagerspective. These various
possibilities do not explain all occurrences ofl subjects in norpro-drop languages.
To account for the remaining nulls, | again turn atiention to the second clause in the

definition of optimal relevance.
6.4.2.2 The pressurized null

As has often been pointed out, many of the nuljestthutterances in nopro-drop
languages occur in discourse contexts where teeagastriction on time or space.
These include newspaper headlines such as (5&)jrcerternet message boards or
forums such as (53), postcards such as (7), tessages such as (55), telegrams such
as (56), “tweets”, such as (57) and note-takingn £58).

(52) Falluja insurgents say not holding Hassan.

(53) Was delivered promptly.

(54) Visited the castle yesterday. Wish you were here.

(55) Must have missed one another.
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(56) Impossible attend first night. Will attend secamght if you have one.

(57) Just smashed my shin on a big wooden elephant glamnyg).
(http://twitter.com/MitchBenn accessed 13th Janw&io

(58) Can be integrated. Needs investigation. (notesiiautes of a meeting to

discuss updating a database system)

In such cases, either the length of the utteramcestricted in some way (even to the
point where only a limited number of characteraliswed, as in some electronic
formats), or the utterance is produced under pressutime constraints. In relevance
theory terms, the speaker’s ability to producellefwersion is in some way
compromised. Recall that the speaker’s overalliaito produce an utterance which
yields enough cognitive effects to justify the effiequired of the hearer, and which
will be the most relevant utterance compatible i speaker’s abilities and
preferences (including any constraints on her prtdo abilities). Relevance itself is
‘a positive function of effects achieved, and aatag function of effort incurred’
(Hall, 2004, p. 220). As discussed in chapterrdcedural meaning contributes to the
relevance of an utterance by guiding the heareatdsvthe intended effects, and thus
reducing the effort required of him.

In these pressurized cases, the speaker only ¢ersaén amount of space, time or
characters at her disposal, and as a consequemethsing has to ‘give’. In this section
| consider why, in such cases, subjects are sa dftething that ‘gives’. | have argued
above that pronouns enocode procedural meaningweoiatributes to the explicit
content of an utterance. It is not, of course gtwoun itself which enters into the
explicit content, but (a representation of) theerent of the pronoun. So, it is not the
presence of the pronoun itself which is significanthe null subject examples, but
rather the procedural meaning it encodes, andalleetltis meaning plays in guiding the
hearer to the intended referent in a particulazalisse context. In section 6.3.5 above,
| showed how the procedural information carriedhiyd person pronouns may be
either redundant or decisive in deriving the exptiontent of an utterance. Bearing
this in mind, | propose that in the pressurizedsathe chances that a speaker will drop
a pronoun (or rather, that she will sacrifice thecedural meaning it encodes) will

depend on what that meaning contributes to thaaxpbntent of the utterance.
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As discussed above, there are cases where ityidikely that the intended
referent is already the most accessible candidatihé hearer in the discourse context.
In such cases, the speaker is risking very littleerms of communicating the intended
explicit content by omitting the pronoun. My apacb predicts that first person
pronouns will be omitted more frequently than ogheince the speaker will very often
be the most accessible potential referent in theodirse context. However, it does not
rule out the possibility that other pronouns wil Yulnerable, given a discourse context
where the non-first person referent is the mos¢ssible. My approach also predicts
that expletive pronouns will frequently be candegaffior omission, since they too
contribute little to the explicit content of anestince.

Given my treatment of pressurized null subjectéiwithe overall account of
referring expressions, it may be tempting to ask awmission of highly accessible
subjects is not more widespread. Recall that @oogrto relevance theory,
communication takes place at a risk, and sendimggaer down the wrong inferential
path (e.g. towards the wrong referent) is likelyp&overy costly in terms of effort.
Processing a pronoun, on the other hand, is likebe quite cheap in terms of hearer
effort, both because they are high-frequency itantsbecause of their limited semantic
content. So, all else being equal, it does notarsnse to risk misunderstanding for
very little gain in terms of effort saved. In theessurized discourse contexts, on the
other hand, omission of the subjects frees up sphegacters and/or time which the
speaker can devote to encoding information whiakdeo cognitive effects, thereby

making the utterance more relevant.
6.4.2.3 The ostensively vague null

There are some instances of diary-style null subjetich appear to be neither driven
by informality nor produced under pressurized amstances. In these cases, the
speaker may not know, or may not want to commithte,exact identity of the referent.
Such uses are discussed by Oh (2006, pp. 842 848)notes that ‘zero anaphora can
be deployed precisely in order to avoid the sebectif a particular term and the stance
that speaker would thereby be taking’. Alterndtivé may be that identification of an
exact referent simply does not make much differ¢aasverall relevance. | will call
such instances the ostensively vague null subjdntthese cases, the utterances are not
only relevant enough to be worth the addressetstiin, but they are also the most
relevant ones compatible with the communicatoriiteds and preferences. To
illustrate, consider the examples in (59)-(62).
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(59) To be collected. Spoke to waste services. (siga pife of rubbish outside a

university department)
(60) OK. Got that! (message on an ATM after the userdmasred their PIN).

(61) AB trying to find replacement cost for item retudndgamaged. Will contact
when known. (Staff note on library user recordB(Ainitials of a member of
staff))

(62) Very excited about entering out’Dhase of 10 year plan.

In examples (59)-(62), it seems that resolvingrezfee on a specific person or persons
is not important. The exact identity of the agefnthe verb does not contribute to the
relevance of the utterance. Rather, the utteraobives relevance by asserting that an
action has taken (or will take) place. In (59)sihot necessary for the hearer to know
or to be able to infer who has spoken to waste@sy It is enough to know that the
event has taken place. If the hearer follows tith pf least effort, they will reach an
interpretation which makes the utterance optimaigvant (i.e. that somebody has
spoken to waste services, and hence that the faildbish is being dealt with), and will
therefore stop before they reach the point of agsiga precise reference to the null
expressiorf’

In (60) and (61), the null subject is driven notthg unimportance of precise
details about the identity of the referent, buthuy speaker’s preference for being non-
committal. The ATM (or rather the human who pragnaed the ATM) in (60) is, we
assume, aiming to give the transaction a frierrélfaxed and personal tone. However,
using the personal pronoun ‘I’ in this utteranceulgioanthropomorphize the ATM in a
way that seems inappropriate when one is obviadeséling with a machine. The null
subject version offers a compromféeUtterance (61) is a case of non-committal use in
a different context. Although it may seem that $teff member ‘AB’ is the most
accessible potential referent in this discoursdecan(61) does not commit her to
contacting the customer herself. Rather, theants goes no further than asserting that

the user will be contacted. In this example, @l& unclear what the overt version of

21 We might achieve a similar effect by using thespasform, for example: Waste services have been
informed.

22| am not claiming that this was consciously thaumit by the programmer of the machine, although
this is not impossible.
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the utterance would be (even if we assume co-me¢erevith AB). We do not know if
this was written by AB referring to herself iff Berson, or by somebody else who is
familiar with the situation. In terms of what ismmmunicated, it does not matter. The
utterance achieves relevance by asserting thatsévewill be contacted.

In utterance (62), it is again unclear what therbversion of the subject referring
expression would have been. Assuming that ageston reading is highly accessible,
a hearer still does not know whether the speakasssrting (63) or (64). Again, it does

not seem to matter in this case.
(63) We are very excited about entering olftghase of 10 year plan.
(64) | am very excited about entering olif phase of 10 year plan.

These examples highlight an important feature efffocessing and interpretation of
null subjects. Null subjects in English behaveedsrring expressions in their own

right. It is not necessary to go through the pssagf identifying the content of the
pronoun that has been elided. Rather, the heeweeg@ds as with other referring
expressions: he follows the path of least effaking for an overall interpretation that
will satisfy his expectations of relevance. Ifmdification of the agent is necessary (and
as we have seen, this is not always the case)hterill test potential referents in order
of accessibility. He need not identify a ‘missipgbnoun, and reconstruct its encoded

meaning before proceeding.
6.4.3 Null subjects and poetic effects

| am not presenting these three categories as swdgsan exhaustive taxonomy of
English null subjects, or as theoretically distin€hey are simply illustrations of how a
speaker can use null subjects as a form of reteaxpression, and thereby make her
utterance optimally relevant. The cases may alsdap. So, for example, entries in
the fictionalBridget Jones’ Diaryoy Helen Fielding were originally published as a
serialised newspaper column, and as such werecsubjstrict word limits. As a result,
whilst in some cases the nulls may contribute éoaverall informal tone of the writing,
they may also be one means of dealing with a leregtricted format, and their
contribution to relevance may draw on both thegeets.

| have surveyed three broad categories of datanlgunain claim is that null

referring expressions are a means by which a speakg make her utterance optimally
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relevant. As a result, the null elements may adewith the discourse context in other
ways, and achieve other effects. For examplefdli@ving passage is taken from the

novel ‘The Crow Road’ by lan Banks, and featureesa null subjects:

...I had to climb over the wall...gate was locked. tBg time | got there he
was out of reach. | thought he was shinning upingipe. Just assumed.
Heard rumbles, | think, but...didn’t think anythingio No flashes, that |
can remember. Kenneth was yelling and swearingshodting
imprecations; calling down all sorts of punishmehtsas trying to get him
to come down; told him he’d fall; told him the pmiwere coming; told him

to think of his family. But he kept climbing.
(Banks, 1996, pp. 314-315).

Here the author uses the null subject utteranceslaort sentences to introduce a sense
of panic and urgency into the narrative, perhaggating that the speaker is out of
breath or under pressure. The fictional narrat@roducing pressurized nulls, and so
the author is able to create a feeling of tensmh@anic.

Similar effects are discussed by Blakemore (2008} considers the effects
produced by apposition of two or more identicasionilar phrases in the representation

of a character’s thoughts, as in (65):

(65) In the beginning it was a tension, an elementrairsthat grew and crept like a
thin worm through the harmony of their embrace (hiell 1985 [1984], p. 6) as
quoted in (Blakemore, 2008, p. 37).

According to Blakemore, in this example, the refatiof the same idea, phrased in
different ways, captures a difficulty in expressagarticular concept. However, she
adds that crucially ‘it is not Keri Hulme (the aathwho is represented as grappling
with her feelings...but the character whose feslidglme represents’ (2008, p. 41).
Likewise, it is not the author, lan Banks, who g of breath and panicking in the
excerpt above, but the character, Prentice McHasunepresented by Banks. Of course,
these two examples differ in that Banks is writenfirst person narrative, whereas
Hulme is representing her character’s thoughtkerftee indirect style. However,

Banks' first-person narrator is retelling past egerather than relating them as they
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happen, and the feelings and emotions represereddlaen to be those of the character
at the time of the events, not at the time of tbscdption.

Thus, above and beyond the categories describthisisection (pressurized,
informal, ostensively vague null subjects), nubjgets may also be used in the creation
of poetic effects. A writer/speaker may use theroreate a particular style or tone by
mimicking the sort of discourse contexts in whichl subjects spontaneously occur,
and thus creating a range of weak implicaturesrgpio do with the character’s
emotions and state of mind (e.g. feeling pressdriedaxed or evasive). In fictional
texts, the reward for the extra effort expectethefhearer/reader may lie ‘in the
relationship which is created between the readétlaa fictional individuals in the

fictional world which the author is representinBlgkemore, 2009).

6.5 Concluding remarks

In this chapter | have applied my account of réfigrexpressions, developed in
chapters 4 and 5, to the diary-style null subjetad | began by considering how null
subjects in English might fit into other pragmalligarientated analyses of referring
expressions, and argued that neither Accessiltilégry nor the Givenness hierarchy
offers a satisfactory explanation of the data.inMestigate null subjects further, | then
considered how overtly realised pronouns functiodiscourse, and suggested a
treatment of them within my relevance-based framkw&-ollowing earlier work by
Wilson and Sperber (1993), Powell (2002) and He@&p5; 2007), | started from the
assumption that pronouns encode procedures, andowea consider what these
procedures might look like. | argued that the ggngderson and number information
carried by pronouns should be seen as grammaditarthan semantic or conceptual,
and that the procedures associated with pronouns evoa sub-personal level to
indicate that the intended referent belongs torcodar category.

In the final section, | turned my attention backhe null subject data, and argued
that the use of null subjects in certain discoem#exts in English creates extra or
different effects which in turn justify the extriat to which the hearer is put in
processing null subject utterances. | identifle@é& major categories of null subject
use: informal style nulls, which contribute to agal, intimate tone of a discourse,
pressurized nulls, which free up restricted speed®ources, and so contribute to
relevance, and ostensively vague nulls, which saednearer the effort of resolving

reference when this does not directly contributthéorelevance of the utterance.
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Finally, | noted that use of null subjects may kpleited by writers and speakers to
create poetic effects.

Throughout this chapter, | have argued that theofiseill subjects (and referring
expressions in general) is driven by consideratainglevance. A speaker aims to
produce an utterance which provides the most cogrefffects in her hearer, whilst
minimising the effort to which that hearer is pannd allowing for her own abilities and
preferences. In chapter 7, | apply this treatni@wther, non-subject omissions, and to
null subjects in other discourse contexts. | tbemsider the implications that my
discussion may have for our understanding of refgrexpressions in general, and the

conceptual/procedural distinction in particular.
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Chapter 7: Conclusion

7.1 Introduction

In chapter 6, | returned to the diary drop nulljsabdata in English and offered a
relevance-based account of the phenomenon. |dithaé the distribution and
interpretation of null subjects falls out naturahycertain types of discourse context
from the fact that the speaker is aiming at optirmldvance. In this concluding chapter
| attempt to tie up some loose ends and draw s@nergl conclusions.

In chapter 1, | discussed certain characteristicsdistributional patterns
associated with other null elements in the diayyestbull subject examples, which
include determiners, auxiliaries and prepositi@sng with some objects. Following
the analysis outlined above, these elements stomijdbe omitted when they contribute
little or nothing to the overall relevance of théeuwance (in terms of either effort or
effect). | do not pretend to be able to offer empoehensive account of each of these
categories in this thesis. However, in the negtise | consider them briefly, and make
some suggestions about how they might fit into malygsis of the pragmatics of diary-
style texts. In the following section, | discuks thild null subject data and consider
the status of null subjects in imperatives, whilthaugh fully grammatical in English,
might be seen as ultimately motivated by similarsiderations to those outlined above.
I will also draw some general conclusions abouttire of the conceptual/procedural
distinction, and end with some reflections on thfetences between my approach to
referring expressions in general, and null subjecgarticular, and those proposed by

Ariel and Gundel et al.

7.2 Non-subject omissions

7.2.1 Determiners

In chapter 4, | argued that the determiners innitefidescriptions and complex

demonstratives encode procedural meaning, and swade suggestions about how

definite determiners might contribute to the ovdrdkrpretation of an utterance.
Recall that use of a plural noun phrase can le&ither a definite interpretation,

as in (1), or a generic interpretation, as in pending on whether or not a definite
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determiner is present, while the combination ofuagd noun with an indefinite

determiner is ungrammatical.
(1) James really likes the cats.
(2) James really likes cats.
(3) *James really likes a cats.

When the noun is singular, the contribution of dleéerminer to the interpretation of the

referring expression is different.
(4) James really likes the cat.
(5) *James really likes cat.
(6) James really likes a cat.

As discussed in chapter 4, in interpreting ‘thé icaéxample (4), the hearer will test the
most accessible potential referent from the s¢hiofys that are cats, and accept it if it
leads to an overall interpretation that is rele\aéxpected. In this case, reference is
resolved on one particular, definite cat. In (6% indefinite determiner is generally
seen as introducing a new discourse referent, acoueaging the hearer to open a new
conceptual address or file in which subsequentinédion about this referent can be
stored (Heim, 1982). As before, the conceptuarmftion carried by the indefinite
noun phrase will constrain potential discourseresfts to the set of things that are cats.
However, the hearer is not expected to identifydiseourse referent with any
particular, definite cat. In line with the defioih of optimal relevance, there are three
possible reasons why the speaker does not go fuattiedirect the hearer to a more
specific cat: either she does not know which cattihat James likes (abilities), or she

does not want to say which cat it is that Jamessl{fpreferences), or she simply does

! We can achieve an interpretation where James dikasmdetermined sub-set of all cats by using the
quantifier ‘some’:

(i) James really likes some cats.

2 There is, perhaps, an unusual interpretation alvigilfor (5) in which ‘cat’ behaves as a mass noun
and has a meat-like interpretation. Compare wittries likes chickens’ and ‘James likes chicken’.
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not regard it as relevant for the hearer to knovctvicat James likes. In the last case,
the utterance will achieve relevance simply by infmg the hearer that there exists a
cat that James likes. In these circumstancesei§peaker were to formulate her
utterance so that it leads the hearer to resofeeergce on a particular cat, she would be
putting him to extra effort, and encouraging himidok for extra effects to compensate.
Bearing this analysis in mind, let us return to ékamples of null determiners in

the diary-style texts, repeated here for convemenc

(7) Still have horrible cold.

(8) Very happy with dealer.

(9) Am delighted with dress.

(10) That would indeed be sick in manner of Oedipus.

(11) Also managed to conceal coat by rolling it intol balicreate pleasing sense...

(12) Dialling tone seems normal.
Notice, first, that if the speaker wishes simphatwid directing the hearer to a specific
referent, she has the unmarked option of usingnithefinite article, as in (13).
However, omitting the article altogether introduedsirther element of vagueness or
indeterminacy at the level of explicit content. elkamples such as (7), it is not clear
what exactly the overt form of the utterance wduddf the determiner were to be
articulated. For example, a fully articulated vemnsof (7) could take any of the
following forms.

(13) I still have a horrible cold.

(24) 1 still have my horrible cold.

(15) I still have that horrible cold.
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The choice of one or other form does not increaseverall relevance of the utterance.
By omitting the determiner, the speaker need ndtentlais choice, and the hearer need
not reconstruct the fully articulated sentencerafeoto retrieve the intended meaning.
Thus, these types of determiner omission seermmictifan in a similar way to the
ostensively vague null subjects discussed abowtidees.4.2.3).

Null determiners can occur when the associated roumended to be understood
as definite, as in (9), or indefinite, as in (1dnd | suggest that they occur for similar
reasons, and function in a similar way, to the subjects. In some cases, the
definite/indefinite information encoded by the detaer will make a crucial difference
to the overall interpretation of the utterancer &mmple, when translating the phrase
‘the/a seagull’, in the play of the same name, fRussian to English, the choice
between determiners makes a crucial differencehiat the character Nina is
understood to assert when she utters (16)/(17y(FB86, pp. Xix-xX).

(16) Nina: | am a seagull.

(17) Nina: | am the seagull.

Although both utterances are metaphorical, in (h6)metaphor attributes to Nina some
properties of seagulls in general, whilst in (1@ttributes to her properties of a
particular seagull that has featured earlier inpioé

Whilst there are cases where the choice of detemhias a decisive effect on
interpretation, in very many cases it will alredmtyclear from the discourse context
whether the speaker is referring to a particuldéinde category member or not. Thus,
as with the third person gendered pronouns disdusiseve, there are occasions where
the definite/indefinite information encoded by tteterminer is largely redundant. For
example, utterances (8) (‘Very happy with dealariyl (9) (‘Am delighted with dress’)
are from internet auction feedback message bodrdsclear from the discourse
context that the speaker is giving feedback ab@pezific dealer and a specific dress
respectively. In utterance (11) (‘Also manageddaceal coat by rolling it into ball to
create pleasing sensé),. on the other hand, there is no identifiabld bathe discourse
context to which the speaker might be referringl e phrase achieves relevance
merely by providing information about shape. Howmewn unmarked registers of
English it is usual to mark definiteness on theedwatner, just as it is usual to choose a

gendered pronoun. Thus, following the same argtiingsed above for the pronominal
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subjects, these redundant determiners will be aigthe list of vulnerable items when it

comes to saving time or space, or when seekingteate an informal tone or style.
7.2.2 Auxiliaries and the copula

The distribution of null versus overt forms of diaty verbs and the copula in English
seems to further support the hypothesis that speleaiments will be more vulnerable to
omission the smaller their contribution to overalevance. Occurring alongside the
main verb in a sentence, auxiliaries in generalideminformation about the tense,
aspect or voice of the verb, while modal auxiliamarry information about the status of
the embedded propositions as certainly, possibhecessarily true. As noted in
chapter 1, auxiliaries, in general appear vulnerétlomission in certain circumstances.
My approach to diary-style omissions would prethett the smaller the contribution
such elements make to the relevance of the utteraime more likely it is that they may
be omitted in these registers. This does indeechde be the case. For example,

modal auxiliaries encoding epistemic or deontioinfation are not usually omitted.

(18) Get up in a minute.

(19) I must get up in a minute.

(20) | should get up in a minute.

(21) 1 will get up in a minute.

If a speaker were to utter (18), say, it would beydifficult for the hearer to infer

which (if any) of the possibilities in (19)-(21)eskwvas intending to communicate. Since
the content of the modal makes a substantial éiffez to the relevance of the utterance,
omission will be highly likely to lead to infeligitor misunderstanding. Moreover,
omission of both the subject and the modal auyiljéelds the same form as the
imperative, increasing the range of non-equivapasisible interpretations. The
meaning encoded by the modal is therefore crucidie overall relevance of the
utterance, and it cannot be omitted. UtterancBpdBd (23) are examples of overt

modal auxiliaries from a diary-style text..

(22) But could buy book of cocktails (Fielding, 1996,79).
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(23) Must stop doing the instants (Fielding, 1996, [8)10

For similar reasons, the auxiliary ‘to have’ isugqd to distinguish between the simple
past tense and the perfect past tense. Its omigsilbchange the overall interpretation

of the utterance, and so it too will generally ertly realised, as illustrated by (24).
(24) Have decided to serve the shephdsiy pie. (Fielding, 1996, p. 82)

Likewise, the so-called ‘dummy do’ auxiliary in agructions such as (25) is not
usually dropped. This form not only carries teiméermation, but is only used in a
positive declarative utterance when the speakédregiso add emphasis. Since null
elements are unable to carry stress, it is untiearit could be dropped without

changing the overall interpretation of the utteeanc
(25) Idid want to go.
(26) Did want to go.
(27) ?want to go.
(28) Wanted to go.

Although (27) is not ungrammatical in the diaryisteyr, it will lead to a present tense

interpretation, and the variant in (28) does notycthe same emphasis.
7.2.3 Objects

As outlined in chapter 1, diary-style utterancey m@ntain instances of omitted objects
as well as subjects, albeit much less frequerily.relevance-based account suggests
an explanation both for the occurrence of null otgeand for the asymmetry in
distribution. As is the case with subjects, olgesiil be vulnerable to omission in

informal and pressurized registers when they douttei little or nothing to the overall

% Notice also that although ‘I will’ and ‘| am’ agenerally contracted to ‘I'll' and ‘I'm’ when spoke
they are vulnerable to subject-drop in diary-stytdten contexts (e.g. ‘Will call later’ ‘Am feelopunder
the weather today’). When written, the contrad@dh of ‘'l am’ has one character more than the
auxiliary on its own, but both forms of ‘l will' arthe same length. However, the contracted forms a
part of the standard grammar of English and sawamearked. My account therefore predicts that subje
drop (as opposed to contraction) of these phragesasur more often in informal style and osteredijv
vague cases, where they lead to extra effects,itharessurized contexts.
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relevance of the utterance. Thus, in certain onstances, and when the intended
referent is the most accessible in the discouratest the overt form of the object
referring expression may be omitted. The asymnaaiges purely from the fact that
subjects are more likely to be highly accessibdatbbjects. According to my analysis,
an object referring expression should only be walbke to omission if it refers to the
most accessible potential referent in the discocosgext. We would therefore
normally expect to find an argument pronominalinéten it is overtly realised in non-
diary-style utterances. It follows that to stutlg rate of object drop in these registers,
we should compare the frequency of null objecté whie frequency of overt object
pronouns. | assume that any non-pronominaliseelcolbgferring expression encodes
some other conceptual information that contribiethe overall relevance of the
utterance. In a sample of 20 pages from a diaayféaturing rampant subject drop,
there were 3 overt object pronouns and 9 omitt¢elcbipronoung. This seems to
suggest that the asymmetry is not the result shenmatical restriction, but rather a
matter of pragmatics. When an argument in objesttjpn would normally be realised
as a pronoun, it will be omitted in 75% of casethminformal and pressurised diary-
style texts’

As mentioned in chapter 1, it has been noted #w@pes and other instructional
registers often display a high rate of object drognglish (Massam & Roberge, 1989;
Culy, 1996; Wharton, forthcoming), with utteran¢29) and (30) being typical

examples:

(29) Fry until golden brown.

(30) Drizzle with olive oil.

Although this type of procedural discourse is distive in style, | suggest that it is still

pragmatically driven. For example, to be felicgpthe intended referents of the null

* Sample taken from (Fielding, 1996). | did notlinte instances of reported speech.

® | would suggest that the case for asymmetry is eweaker than this data suggests. The object
pronouns which were overtly realised did not neaelysrefer to a uniquely identifiable potential
referent. For example:

(i) If Magda’s husband has nothing to be ashanfedining with this worthless trollop imy suit, he
will introduce me.

If the object pronoun ‘me’ were not overt, it wouldt be clear whether the speaker meant ‘introdouee
or ‘introduce her’. So the pronoun is overtly isadl not because it is an object, but becausenttibates
to the overall relevance of the utterance.
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objects in (29) and (30) must be highly accessikl#gerance (30) will not be felicitous
if discourse initial, as there would be no accdegiotential referent. Compare this

with an instruction such as (31) on a bottle of itiee:
(31) Shake before use.

In (31) there is a highly accessible candidateresfie(namely the bottle itself), but this
is not the case in (30).

However, the recipe null objects do not obviousgm to fit with the categories
of null subjects that | proposed in section 6.4TRe discourse context is not
particularly pressurized, the style is not infornaaid the writers are certainly not
intending to be vague about what should be friedztd or shaken. How then might
we account for these null objects? | suggestithtitese cases the intended referents
are the most accessible ones in the discoursextpatel so the extra effort demanded
of the hearer by leaving the object null is minim&he nature of recipes (and
instructional registers in general) means thatiibeourse follows a very specific and
focused path within a fairly narrow discourse catteshich could be in danger of

becoming fairly repetitive. Compare (32) with (33)

(32) Take six onions. Chop them, salt them, drizzlentkéth oil, and fry them.

(33) Take six onions. Chop, salt, drizzle with oil &nd

The use of overt pronominal objects in (32) doie lif anything to reduce the hearer’'s
effort (indeed, it could be argued that the intehdferent, ‘onions’, is so highly
accessible that the processing of the linguistitene puts the hearer to extra effort in
(32)). Although repetition may be used by speakergeate extra or different effects
(as discussed in Wilson & Sperber, 2004, pp. 218528is is not what the writer of
(32) intends, and as no extra or different effacésobviously derivable, the utterance
seems stylistically awkwatd

So the use of null objects in instructional regs®uich as recipes is once again a

result of the speaker/writer aiming at optimal vaiece’

® It may also be that the recipe null objects abetéer candidate for the topic drop analysis tihen t
diary-style null subjects.
" Wharton (forthcoming) points out that recipes afssude many null-subject utterances, and notas th
apparently imperative sentences in recipes sedatkairective force: their utterance is not ‘aden, a
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7.3 Further null-subject data

7.3.1 Embedded and root nulls

As noted by Haegeman and Ihsane (1999; 2001) atfidexiiin chapter 1, there appear
to be two diary dialects in English. In one, raubjects are restricted to root positions,
whilst in the other, embedded nulls can and do lIocElaegeman and lhsane settle on a
pronoun ellipsis account for the second, minorigtatt and suggest that in such
registers, ‘constraints on the identification o thull pronouns are relaxed’ (1999, p.
143). According to my relevance-based account; sliféerences should arise either
because the restrictions on the abilities of theakpr are different, or because the
different ‘dialects’ lead to extra or different efts. The stylistic variations between the
two apparent dialects suggest that each of thevatotg factors | have identified -
familiarity, informality and pressure - forms a ¢iomum, with different types of
omission located at different points along the escal

Haegeman and Ihsane first noted significant ingsoé embedded null subjects
in informal, fictional diaries (for example Fieldjn1996; 2004). These texts are
intended to simulate a private, intimate diary, samdreate a sense of empathy and
solidarity between the reader and the fictionatatar, Bridget Jones. The narrator is
writing to and for herself, and the reader haslthsion of eavesdropping on this
personal narrative. To create a realistic fictlatiary in this style, the author, Helen
Fielding, assumes almost complete mutuality betwkertognitive environment of her
narrator and that of the fictional addressee. Both after all, one and the same person.
As a result, these diaries, along with other sim#ats (Ginsburg, 1995; Bywater,

1998; Faulks, 1998) sit at the far end of the imfality scale, and informal null subjects
abound. This contrasts with non-fiction diariestt®n either explicitly for publication
or at least with the possibility of a wider readgpsin mind.

It is not only the actual relationship betweenhkarer and speaker that drives the
use and frequency of informal nulls (and other @iniss), but the nature of the
relationship as the author wishes to project e Treedom with which the speaker can
omit certain speech elements reflects how muchustges (or wishes her hearer to

think she judges) to be shared between herselhantearer. As noted in 6.4.3, this

request or an entreaty of any kind. It is simphg gtage in a series of steps the reader can chmose
follow or not’ (p.7). Also, some non-imperativecige utterances may be subjectless, as in (iii)(and

(i) Serves six.
(iv) Feeds a family of four.
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parallels the work on free indirect style by Blalem(2009), in which the author aims
to ‘present the illusion of a character acting loistmental state in an immediate
relationship with the reader’. In the diary-styéats, the frequency of omissions will
help to set the style and tone of the discoursgiiyig access to a wide range of weak
implicatures.

However, informality is not the only motivating fac which involves a
continuum. Discourse contexts may also be motessrpressurized, and this in turn
will affect the likelihood and frequency of omissg® The omission of prepositions
(although attested) is much less common than thiesoom of the other parts of speech
discussed above. However, prepositions are fratyuemitted in telegrams. Telegram
companies charged for their service by the word,samthey have unwittingly provided
us with examples of utterances produced in an @igland artificially pressurised
discourse context. Whilst the information encobggrepositions may contribute
sufficiently to the relevance of an utterance tahkeulated in most of the diary-style
texts, they become vulnerable once the pressuveood limit is increased to this
degree. In each case, the utterance producetl thesimost relevant one that the
speaker could have uttered given her abilities@rterences. However, an increase in
the pressure on the speaker, affecting her akilitied/or preferences, means that the
hearer might expect to have to do more inferemt@k, and thus expend more effort to

derive the intended meaning.
7.3.2 Child nulls again

In chapter 2, | outlined my argument that null gatg in child language result from the
fact that the child is operating under processmastraints, and therefore omits the
elements which contribute least to the overalivabee of an utterance. In chapter 6, |
made a parallel case for the adult nulls in diayyestexts, and discussed why it is that
pronouns often contribute the least in relevancede

Whereas in the adult cases | have identified tbre@mstances which might lead
to the use of null subjects, in the case of th&ahill subjects, the child’s developing,
and thus limited, processing and cognitive capiadsli are the main driving force. As
Lois Bloom puts it, the truncated child utteranw@as be compared to the kinds of
sentences produced by an adult who is under peegssine brief’ (Bloom, 1970, p.
139). Whereas the pressurized nulls in the actaltnples may result from time or

space constraints, the child going through the sultject stage of acquisition is subject
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to the internal pressures and restrictions of leeelbping cognitive, processing and
linguistic systems.

A relevance-based account has the advantage af bble to explain many of the
distributional properties and other characteristissociated with the child nulls, as
outlined in chapter 2. As discussed there, a n@j@@ction to a performance-driven
analysis of child null subjects is the fact thatlsapproaches are allegedly unable to
account for the observed object/subject asymmeympetence accounts (Hyams,
1986; Hyams & Wexler, 1993; Rizzi, 1994; 2005; Bimerg & Wexler, 1995) can
specify that omissions are restricted to subjesttjom, but this option is not available
to performance accounts. However, the asymmetry lie expected on a relevance-
based account. As with adult null subjects, tlaeeelikely to be more occasions when
the subject referent is more accessible than tfexbieferent, and will therefore be the
first to be tested, than occasions when the coavsrgue.

The correlation between the end of the null suljeage and the acquisition of
inflection is also predicted on my account. Whescpssing resources are limited, we
would expect not only subjects but other high-clost-effect elements to be
vulnerable. The lack of grammatical inflectiori@ss likely to interfere with the overall
interpretation of an utterance than, say, the tdek content word such as a noun or
verl®. The correlation between expletive use and tlieoéithe null subject phase is
likewise expected on my relevance-based analystbe elements which contribute
least to the overall relevance of an utterancerarst likely to be omitted, then
expletive pronouns should be highly vulnerable.n®naccount, then, expletives are not
the catalyst for grammatical change, as proposedyayns (1986). Rather, once the
child’s processing capacities have matured to tietpvhere expletives are no longer
dropped, we would expect to find that other omissiare also no longer necessary. As
discussed above, Valian (1990) finds evidence pfetive use across the MLU range of
children she studied, both within and after thd subject phase. We can understand
why this might be so if we treat the omissions @s t a processing overload (and
therefore as linked to the child’s abilities) rathiean as related to the acquisition of
expletives as a grammatical category. It is nat the child cannot represent or produce
an expletive during this phase. Rather, expletareshighly vulnerable to omission

when the child’s processing capacity is limited.

8 | am not claiming that the child has already areglinflection and then omits it. A model where
inflection is mastered late because the child fegs attention to this aspect of utterances tharhters is
also compatible with my analysis.
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The empirical findings discussed in Valian, AubndaHoeffner (1996) are also
consistent with my relevance-based analysis. Toeyd that in imitation experiments,
children in the null subject stage imitated pronaais less often than full subjects. If a
referent is pronominalized in the target sentetie@n we can assume that it is highly
accessible in the discourse context. It is theesfiouch more likely to be vulnerable to
omission than, say, a definite description whicbagles conceptual information, and
therefore contributes to reference resolution. t Exaletive pronouns will be omitted
more often than referential pronouns is to be etgqukfor the same reasons.

Relevance theory thus gives us a means to reietettpe intuitive, but at times
vague, conclusions drawn by the processing andnatg accounts within an
independently motivated cognitive pragmatic framdwdRelevance theory explains
why the sort of elements which Bloom describesagsakly stressed, carry little
information value, [and] are most predictable’ (@9@. 140) are those which are most
likely to be omitted.

7.3.3 Imperatives

There is, of course, a category of null subjectessses in English which are fully
grammatical across all registers and dialects: ratpes. Traditionally, the subjects of
imperative sentences have been analysed as seemsuhgBullokar, 1586; Jespersen,
1940; Sweet, 1960; Katz & Postal, 1964; Thorne 61®&thmerling, 1982).

(34) Getup.

(35) You will get up.

(36) Get up, will you?

On these analyses, the subject and modal in (8)raarticulated in (34), and they are
moved to produce the tag question in (36). Thet$bams are seen as acceptable
because ‘the subjegbuis “understood”, not needing to be marked bec#tsdhe
only possible subject’ (Thorne, 1966, p. 69).

However, more recent approaches to imperatives hatesl that a range of other
subjects are available (Platzack & Rosengren, 1998sen, 2003).

(37) Nobody move.
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(38) Everybody stay where you are.

(39) Whoever laughed leave the room now.

(40) Somebody help me.

Although it is outside the scope of this thesisffer a syntactic analysis of the English
imperative, | feel that the parallels between thigiectless imperative sentences and the
diary-style subject deletions are worthy of morenotent. Platzack & Rosengren
(1998) refer to the noun phrase which is optionaitgrtly realised in imperatives as
overt ImpNP, and go on to claim that ‘as in theecafsnull subjects in finite clauses, the
overt realization of ImpNP is a matter of pragmabasiderations’ (1998, p. 197). |
want to suggest that these pragmatic consideratsnwith the diary nulls, are
ultimately considerations of relevance in Sperlvel Wilson’s sense.

Since imperatives are typically used to convey estg) orders or instructions,
they are generally addressed directly and explititla hearer or group of hearers.
Thus, the mere act of addressing someone with parative utterance will, in general
create the expectation that they are the subjettteofequest, order or instructidnit is
highly likely that the addressee will also be iradéxd by some extra-linguistic means
(eye direction, head nodding, pointing or othertgey. If the speaker chooses to
overtly articulate the subject, she is therefaneeffect, requiring the hearer to expend
more effort than is necessary, and so the healebbaeventitled to expect extra effects.
Thus, the bare imperatives are the unmarked ver$iomost cases.

Given this approach to the pragmatics of imperatiites easy to see why some
existing accounts claim that the subject of an irafpee sentence must be in the second
person. This will indeed be the most frequentrprietation, and evidence from tag
guestions suggests that even examples such ag&3@7are interpreted as second

person, as illustrated in (41) and (42):

(41) Everybody stay where you are, will you?

(42) Whoever laughed leave the room now, will you?

® Mauck, Pak, Porter and Zanuttini (2005, p. 14@spnt a cross-linguistic study of imperative
subjects, and conclude that whilst the subjectadtitessee need not always coincide, at least!‘In al
cases, the addressee must have some control oeénertthe subject has the property denoted by the
predicate’.
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Furthermore, these examples lend support to thethgpis that the choice between

overt and null imperative subjects is pragmaticdtyen. It seems that null subjects
are not always a felicitous option for imperatittetances. Consider (37) (‘Nobody
move’). Uttering this sentence without the oveittject ‘nobody’, as in (43), will lead

to a very different interpretation.

(43) Move.

It is not possible to address an utterance or atbiEnsive stimulus to nobody. It might
be argued that this is because not only the subjeédlso the sentence negation have
been omitted, and that the grammatically corretitsubject version of (37) would

therefore be as in (44), with the missing subjexctarstood as ‘everybody’.

(44) Don’'t move.

But here again, (44) has a range of possible irg&afions on which the missing subject
would be a single person or a few people rathar gweryone in the group of
addressees. Thus the act of ostensive commumicatoe is not enough to guide the
hearer(s) to the intended referent, and to acloetienal relevance, the speaker must
articulate the subject. The extent to which therbsubjects in (38) and (39) may be
left unarticulated depends on the discourse coimextich they are uttered. As
always, the hearer will test interpretations inesrdf accessibility. If the intended
referents of ‘everybody’ and ‘whoever laughed’ #ire most accessible potential
referents in their respective discourse conteles) the option to utter a bare imperative
may be available to the speaker. And, as alwaysssibility may be affected by,
amongst other factors, the prior discourse, thesighYycontext and any extra-linguistic
gestures of the speaker.

Utterance (40) (‘'Someone help me’), and its sulgestalternative in (45), again
shed some light on the role of pragmatics in tlwelpction and interpretation of

imperatives.

(45) Help me.

Whilst a second person interpretation may be thst mammon for imperative

utterances, examples such as (45) suggest thatria sases, as with the ostensively
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vague diary null subjects, it might not be necgssareconstruct a determinate subject
referent at all. The relevance of an utteranc@®y is most likely to arise from the fact
that the speaker is requesting help. It is noessary for a hearer to decide whether the
speaker intended to produce an abbreviated veo$i@t0), or any of a range of other
possible alternatives such as (46)-(48).

(46) You help me.

(47) John help me.

(48) One of you help me.

The intended addressee (and subject) of the uttenasay be obvious from the
discourse context or extra-linguistic cues, butairdtgss of this, the hearer is likely to
have achieved adequate effects before he goes &fftirt of resolving the reference of
the missing subject. Alternatively, the appeahi speaker’s abilities and preferences
in the presumption of optimal relevance might gdky a part in the processing of (45).
The speaker might not have a preference about wips her, as long as someone does.

Bearing this analysis in mind, consider the follogvinstructional imperatives:

(49) Stand behind the yellow line.

(50) Mind the gap.

(51) Shake before use.

(52) Love like you've never been hurt.
Again, with examples (49)-(52), it is not necesdaryeconstruct a subject (second-
person or other) in order to interpret the intenohedning. In a similar fashion to the
ATM example discussed in section 6.4.2.3 (‘OK, thatt’), the speakers of these
utterances are being deliberately vague about thieagubject of these utterances is

intended to be. Itis not clear how such examyiesid be enriched to include overt

subjects. Examples (53)-(56) suggest some passibifor utterance (49).
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(53) You should stand behind the yellow line.

(54) Everyone should stand behind the yellow line.

(55) Passengers should stand behind the yellow line.

(56) Anyone standing on this platform should stand bethire yellow line.

None of these, however, can be said to exactlyucapthat is communicated by (49).
Rather, it might be said that the utterance is eskird to whoever might read it and find
it relevant enough to be worth their attentionwdiuld be extremely hard to spell out
more fully precisely who this is: for instanceisitclearly addressed not only to
passengers but to people accompanying or meetssgpgers, people walking along
the platform to another destination or people waeehwandered into the station by
mistake, but not to passengers getting on or eftithin, people repairing the track,
people rescuing children who have toddled ovelitteg etc. etc. Thus, a huge amount
of contextual information is needed to assign areeft appropriately in a null subject
imperative such as this.

Finally, there is the issue of subjectless tag times such as (57)-(58)

(57) Sit down, will you?

(58) Feeling sick, is he?

Given my approach to subjectless utterances, apdratives in particular, it seems that
the addition of a tag question may add emphasis, (&), or may act as a repair

mechanism to avert possible misunderstanding, €s8n

7.4 Concluding remarks

7.4.1 Revisiting procedural meaning
7.4.1.1 The vulnerability of procedural meaningtoission

In the course of this thesis, | have argued thabthission of subjects and other
material in diary-style texts can be explaineddkirig a relevance-based pragmatic

approach. | have proposed a procedural analysisooiouns, and linked their
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procedural nature to the fact that they are vulslerto omission in the circumstances |
have identified, and for the reasons | have dismlis$n each case, the omissions result
from pressure on the speaker’s abilities or prefaes, or provide a means for achieving
extra or different effects.

An interesting implication of my analysis is thapeessions which encode mainly
procedural meaning should be particularly vulnexablomission. This follows
naturally from the nature of procedural meaning imdole within the relevance-
theoretic pragmatic framework. As Carston (20Q&lg} it, the role of procedural
meaning is to ‘indicate, guide, constrain, or ditbe inferential phase of
comprehension’, which makes it essentially an eféaving device’ (2002b, p. 162).
Procedural meaning contributes to the overall gglee of an utterance by reducing
hearer’s effort. Bearing this in mind, let us retto the three categories of null subjects
discussed above.

In pressurised environments (e.g. newspaper hesdlmessage boards,
postcards, text messages, note-taking etc) th&spggroduction abilities are
constrained. In these discourse contexts, ithvélmanifest to the hearer that the
speaker is operating under constraints, and thahbeld adjust his expectations of
relevance accordingly. Whilst he can still presuhs the speaker has aimed at
optimal relevance within the constraints imposedheylimited production abilities, the
level of relevance achieved may be relatively lotixan if the utterance were produced
without constraints. In other words, he must expeput in more effort in order to
derive the same overall interpretation, and thinaled for extra effort, rather than
contributing to extra effects, must simply be fosm or condoned. Omission of the
procedurally encoded elements is the best strdtedie speaker. It might put the
hearer to more effort, but the message can stslseessfully conveyed, and should
still satisfy the hearer’s (reduced) expectatiohelevance. This approach ties in with
a more general observation that a hearer’'s expectat relevance will vary from
speaker to speaker and from circumstance to ciramos. So, for example, we are
unlikely to expect the same level of effect, or saee balance of effort and effect,
when speaking to a child as we do when speakiagutaiversity professor. Thus, the
‘abilities and preferences’ clause of the presuamptif optimal relevance applies to
both effort and effects. A hearer is only entitte¢presume that an utterance will
provide the most effects compatible with the spgalabilities and preferences (i.e.

what she knows, and is prepared to divulge), aatittwill put him to the minimal
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effort compatible with the speaker’s abilities gmdferences (i.e. that it is the most
economical one that she is willing and able to wlewn the circumstances).

In the informal diary-style discourse contexts réhmay be no obvious pressure
on the speaker’s time or restriction on the lergjthtterance, and yet speakers still omit
potentially effort-saving linguistic devices. Agathe hearer will assume that the
speaker is being optimally relevant, and therefioa¢ she did not intend to put him to
gratuitous effort. In this case, she had the @gttiti use the effort-saving devices, but
preferred not to. As a result, the hearer mustrasghat she intended the extra effort
required to yield some extra or different effecthis assumption in turn suggests that
the speaker trusted the hearer to derive the ietiderpretation without further
linguistic cues, resulting in the informal and iméte tone of the diary-style nulls.

Finally, what role does the (absence of) proceduedning play in the case of the
ostensively vague nulls? | suggest that it playsate. The hearer will follow the path
of least effort in deriving possible interpretasoand will stop when her expectations
of relevance are satisfied. With the ostensivelgue nulls, the hearer’s expectations of
relevance will be satisfied before he has reachegobint of resolving reference in any
but the most general terms. In these circumstamacesocedural device which
‘indicates particular computational processes’ wiaubt be effort saving, but would
instead put the hearer to gratuitous effort. Témsh of the uses of null subjects that |

have identified ultimately arises from the speakaiin of achieving optimal relevance.
7.4.1.2 The nature of procedural meaning

My analysis of null subjects in English, and reffegrexpressions in general, also raises
interesting issues about the nature of proceduealnimg and its relation to conceptual
meaning.

In chapter 6, | discussed the gender, number arsdpénformation encoded by
pronouns, and argued that it should be seen afymreanmatical, rather than as
properly semantic or conceptual. | also linked guggestion to the more general claim
that procedural information functions on a sub-peas rather than personal level. On
this account, the procedures encoded by pronouhg@monstratives do not restrict the
set of potential referents by imposing conceptoabktraints (e.gVALE, INANIMATE ,
PROXIMAL) as suggested by Zaki (2009) and Hussein (2008}yadding an extra
layer of activation to a category of items ideatifie only in sub-personal terms. For
instance, the pronoun ‘she’ might be seen as adtingxtra layer of activation to the
category of items that can also be legitimatelgmefd to using the pronoun ‘she’,
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regardless of whether they fall under the concepitgATE or FEMALE; the pronoun
‘that’ might be seen as activating a complex coratoi involving assessments of the
relative positions of items to a deictic centrengl@ variety of dimensions, and so on.

We might see some parallels between this proposee mway from semantic or
conceptual treatments of pronouns and determimetsecent moves away from
attempts to define grammatical categories in seimantconceptual terms. For
instance, defining a noun as an expression whiobtée a person, place or thing is
generally regarded as falling far short of reflegta native speaker’'s grammatical
knowledge. Rather, nouns are typically charactdrisdunctional terms, as words
which a native speaker can use in a certain waighytrovide input to certain types of
syntactic computation, and are therefore in someeseefined by the native speaker’s
tacit grammatical knowledge. Thus, although theo§aouns will generally include
items denoting people, places and things, it cabheatefined as such. Similarly,
although the set of referents the pronoun ‘she’tmnsed to pick out will generally
include items that fall under the conceptsMATE andFEMALE, it cannot be defined as
such. A similar argument can be made for the pnayiinformation encoded by
demonstratives.

In moving towards a sub-personal account of thegmtaral information encoded
by pronouns and other referring expressions, | ailding on a proposal by Wilson
(2009), that procedural information in general dtddae analysed in sub-personal rather
than personal terms. Developing ideas put forwar8gerber & Wilson (1986/1995, pp.
172-3), she suggests that the well-formed formulaslanguage may get their
meanings in three distinct ways: by being trandl@éo expressions of another
language, by corresponding systematically withestaf the language user, or by
corresponding systematically with states of affairthe world. In her view, conceptual
expressions get their meanings in the first oféheays, by being translated into the
language of thought, procedural expressions géatrieanings in the second of these
ways, by systematically activating states of thngleage user, and expressions in the
language of thought get their meanings in the tbfrthese ways, by corresponding
systematically with states of affairs in the woikhe concludes, ‘We may expect
procedural items (e.g. pronouns, particles, intéiges) to activate procedures
formulated in a sub-personal “machine languagdienathan full-fledged concepts
which are constituents of a “language of thougihti thus available for general
inference (cf. pronouns).” In developing my procedaccount of pronouns and

referring expressions, | have tried to flesh oesthideas to some extent.
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More generally, a sub-personal approach to proe¢dueaning might shed new
light on the comment made at several points inttiésis, and in the literature on the
conceptual-procedural distinction in general, thialle conceptual meaning is relatively
easy to paraphrase in more or less adequate wattiérms, procedural expressions such
as ‘but’, ‘so’, ‘after all’, ‘still’, etc. preserd much greater challenge. This is generally
explained by appealing to the distinction betwespresentation and computation, and
noting that while conceptual expressions encodeeayts that figure directly in the
language of thought, procedural expressions encoggputations, which are not so
easily brought to consciousness. However, astis@lure on pronouns shows, it is
possible to combine a procedural approach to prosauth the claim that the
computations involved pick out sets of referentd tall under regular concepts such as
MALE, Or ANIMATE , made available by the language of thought. Howelere take
seriously the claim that procedural meaning is geitsonal rather than personal, this
approach becomes harder to justify. | hope to putisis aspect of my analysis in future

work.
7.4.2 In support of a relevance-based accourdgfefning expressions

There are several key differences between my atadueferring expressions, and
those provided by the other cognitive approaches/é discussed (Ariel, 1990; Gundel,
Hedberg, & Zacharski, 1993; Gundel & Mulkern, 1998)t only in the analysis of null
subjects in English, but in the treatment of refgrexpressions in general.

In section 7.2.2, | touched on the role of ‘dumnuoy-auxiliaries, and noted that
they cannot generally be dropped without affectirgginterpretation of an utterance.
These data highlight an interesting general disindetween cases where there is a
less costly grammatical alternative, and thosehickwthere is not. The dummy
auxiliary ‘do’ only adds emphasis in positive deatave utterances such as (25) (' did

want to go’), where there is an optional alterrativithout stress, in this case (59).

(59) I wantto go.

The ‘do’ auxiliary does not carry stress in negadivas in (60), or interrogative, as in
(61).

(60) | do not want to go
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(61) Do you want to go?

A relevance-theoretic account allows us to distisigioetween these cases. When there
is a less costly grammatical alternative, as wat) (extra effort demanded implies
extra or different effects, but when there is rgsleostly grammatical alternative, as
with (60) and (61), however much effort is demandkd hearer is not entitled to look
for extra effects. This same general point appbetfie optional overt subjects in null
subject languages, where there is always a lesly gpammatical alternative to a
sentence with an overt pronominal. As a resulenvan overt pronoun is used in these
languages, the hearer is entitled to look for egtfects (see footnote 19, section
6.4.2.1). ltis hard to see how a strictly gramo@dtaccount of null subjects could deal
with such cases.

As for referring expressions in general, on my aotahey are not seen as
encoding semantic information about the Accesgjbdr cognitive status of the
intended referent, and they do not instruct thedreahere in the search space he
should look. Instead, | have taken seriously tleaithat a hearer following the
relevance theoretic comprehension procedure vatlgessible interpretations in order
of accessibility. | have therefore argued thae¢méfg expressions should be seen as
encoding information that restricts the set of ptte referents to a point where the
intended referent is, if all goes well, the mostemsible one that yields an interpretation
that is relevant in the expected way.

Rather than defining a referring expression byatm (pronoun, proximal
complex demonstrative, long definite descriptior) @ind locating it on a scale or
hierarchy, | have argued that each referring exgovasmay encode conceptual and/or
procedural meaning. This meaning may contributeference resolution and hence to
the explicit content of an utterance, but it magoaffect what is implicitly
communicated by an utterance, by contributing éodérivation of implicatures and
other inferential effects. Thus, choice of refegrexpression is seen as playing a role in
all three of the sub tasks which, according tovahee theory, contribute to the overall
interpretation of an utterance.

Crucial to my account is the role of the discowrsstext. In previous cognitive-
pragmatic approaches to referring expressiongntpertance of the context as a source
both of candidate referents and of potential premfsr inference is overlooked or
remains fairly peripheral to the analyses. On egoant, referring expressions are seen

as functioning relative to the discourse contébreover, context selection, guided by
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the presumption that the utterance will be optignedlevant, plays a role not only in
securing reference but also in deriving contexitmglications and other cognitive
effects.

A major advantage of my approach to referring esgians is that it allows for a
unified account, in which Ariel’s ‘special uses’dabakoff’s ‘emotional’
demonstratives are no longer seen as exceptionalexpected. Rather, they fall out
naturally from the interaction between encodedrimfation, the discourse context and

the speaker goal of achieving optimal relevance.
7.4.3 Final remarks

In this thesis, | set out to provide a relevancsedaaccount of the pragmatics of diary-
style null subjects in English. As discussed iaptkr 1, although a variety of
grammatical analyses have been proposed for tle¢aeall acknowledge that
pragmatic factors play a decisive role in their asd distribution. | have attempted to
offer a coherent account of what these pragmatitmfa are, based on an independently
motivated pragmatic framework, relevance theorydding so, | have outlined my
relevance-based approach to the use and intelipretdtreferring expressions in
general. On my account, null subjects in Englighreot as exceptional as they may at
first appear. Rather, they are just one meanshighna speaker may achieve her
overall aim of producing an optimally relevant wdtiece: that is, an utterance which is
at least relevant enough to be worth the hear&est#on, and which, moreover,
produces the greatest effects, for smallest efforppatible with her own abilities and
preferences. As such, they should be expectedst® spontaneously in the types of

discourse context | have described, and for theoresal have attempted to outline.
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