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Abstract 

This paper reports on a preliminary study testing 
the use of eye tracking as a method for evaluating 
machine translation output. 50 French machine 
translated sentences, 25 rated as excellent and 25 
rated as poor in an earlier human evaluation, were 
selected. 10 native speakers of French were in-
structed to read the MT sentences for comprehen-
sibility. Their eye gaze data were recorded non-
invasively using a Tobii 1750 eye tracker. They 
were also asked to record retrospective protocols 
while watching a replay of their eye gaze reading 
data. The average gaze time and fixation count 
were found to be significantly higher for the “bad” 
sentences, while average fixation duration was not 
significantly different. Evaluative comments ut-
tered during the retrospective protocols were also 
found to agree to a satisfactory degree with previ-
ous human evaluation. Overall, we found that the 
eye tracking method correlates reasonably well 
with human evaluation of MT output. 
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1 Introduction 

In this paper we report on a preliminary study of 
the suitability of eye tracking for measuring the 
ease with which machine translation output can be 
read. The focus of this paper lies firmly in the test-
ing of methodology, rather than in the evaluation 
of specific MT outputs or systems.  

Eye tracking is a method which records a sub-
ject’s eye movements on screen as s/he is reading 
text, translating, or interacting with a software pro-
gram. It has been used for many years in the inves-

tigation of, for example, reading patterns (Rayner, 
1998) and translation processes (O’Brien, 2006, 
2008; Göpferich et al 2008), among other cognitive 
processes. To the best of our knowledge, it has not 
yet been used in the evaluation of Machine Trans-
lation output. 

Eye tracking offers an interesting method for 
evaluation of MT output because it enables the 
measurement of the cognitive effort involved in 
reading the target text. Cognitive demands and 
end-user evaluation are both largely ignored in MT 
research. It is generally assumed that when a hu-
man evaluates MT output as “good”, that output 
will be easily read and understood by the end user. 
However, little empirical research has been done to 
demonstrate that this is true. We do not suggest 
that eye tracking should replace traditional human 
evaluation based on adequacy, fluency or other 
criteria. However, we hypothesize that it is a rela-
tively objective method for measuring the effect 
that MT output has on a target language reader. It 
offers the additional advantages that the “evalua-
tor” does not have to be bi-lingual and requires no 
training in evaluation techniques or criteria and 
this opens up the possibilities of including real end 
users in MT system evaluation. Eye tracking may 
very well be faster as an evaluation technique since 
it does not necessitate a comparison and evaluation 
or ranking of source and target sentences, but 
rather requires the evaluator to simply “read”. 

The main assumption behind eye tracking is the 
so-called “eye-mind hypothesis” (Ball et al 2006), 
which assumes that when the eye focuses on an 
object (e.g. a word) the brain is engaged in some 
kind of cognitive processing of that word. In eye 
tracking investigations of reading, researchers 
typically measure the number of “fixations” and 
the duration of these fixations to gauge how diffi-
cult the reading process is. “Fixations” are defined 
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as “eye movements which stabilize the retina over 
a stationary object of interest” (Duchowski, 2003: 
43). Fixations are usually measured in milliseconds 
and the more there are and the longer they are, the 
more difficulty the reader is assumed to be experi-
encing. Reading researchers are also interested in 
“saccades”, i.e. “rapid eye movements used in re-
positioning the fovea to a new location in the vis-
ual environment” (Duchowski, 2003: 44). 
However, the measurement of saccades was be-
yond the scope of our study. 

We set out with one question in mind: Would 
eye tracking data reflect the quality of MT output 
as rated by human evaluators? Section 2 explains 
our methodology and Section 3 presents and dis-
cusses the results. Section 4 summarises our con-
clusions and outlines further research we intend to 
concentrate on. 

2 Methodology 

A human evaluation was conducted on MT output 
from English to French for a previous study on 
Controlled Language and the acceptability of MT 
output (Roturier, 2006). In this evaluation, four 
human evaluators were asked to rate output on a 
scale of 1-4 where 4 signified “Excellent MT Out-
put”, 3 signified “Good”, 2 “Medium” and 1 
“Poor”. A full description of the evaluation criteria 
for that study is available in Roturier (2006) and is 
beyond the scope of this paper. However, it is im-
portant to emphasize that the evaluation was car-
ried out in a commercial context where the focus 
was on how much editing effort would be required 
to bring the output to a commercially acceptable 
quality level. Adequacy and fluency were not 
deemed appropriate evaluation measures in that 
context. 25 of the lowest rated (‘poor’) and 25 of 
the best rated (‘excellent’) sentences, according to 
four human evaluators, were selected from that 
corpus. We assumed that the highest rated sen-
tences would be easier to read than the lowest rated 
ones. While this might seem like a trivial state-
ment, little (if any) empirical research has been 
carried out to investigate it. Presumably, the ease 
with which sentences could be read and understood 
impacted on the scores given previously by the 
human evaluators. 

10 native speakers of French were recruited to 
read the machine translated sentences (12 were 
recruited and two were dropped out due to poor 

quality data). The sentences came from the domain 
of documentation describing virus checking soft-
ware. While this domain is quite obviously special-
ised, the data are taken from a successful 
commercial application of MT, and this was con-
sidered to be in keeping with our interests in user- 
focused evaluation. The participants were native 
speakers of the target language and, as such, 
counted as potential end users, but they were not 
experts in this domain and this was a deliberate 
choice on our part since prior knowledge of a do-
main has been shown to ease the reading experi-
ence (Kaakinen, Hyönä & Keenan 2003). By not 
having deep prior knowledge of the domain, we 
assumed that participants would have to make an 
effort to read and understand the sentences and that 
we would then be better able to differentiate be-
tween the sentences that were easy to read and 
those that posed more difficulty. Given that our 
focus was on testing the methodology, we gave 
higher priority to the “no prior knowledge” condi-
tion over “authentic” end-users. All  participants 
were enrolled at the time of the study as full-time 
or exchange students in Dublin City University, 
some on translation programmes and others on 
business programmes. 

The sentences were presented in a tool called 
Translog. Translog was originally developed for 
researching human translation processes (Jakobsen 
1999), but has recently been altered to interface 
with a gaze-to-word mapping tool (GWM), devel-
oped within the EU-funded Eye-to-IT project 
(http://cogs.nbu.bg/eye-to-it/). Eye trackers can be 
somewhat inaccurate in the mapping of eye 
movements onto words and the GWM tool was 
developed to help remap words to fixations which 
were not successfully mapped by the eye tracker 
(Carl 2008). We do not present data from the 
GWM tool here, but have identified future research 
using this tool (see Conclusions). 

The participants were first given a self-paced 
warm-up task, after which they were presented 
with sentences from our data set to read one by 
one. The sentences were presented in a random 
order (i.e. ‘bad’ and ‘good’ sentences were mixed, 
but presented in the same order for all participants) 
and participants were not aware that sentences had 
already been rated. They were asked to read the 
sentences for comprehension and, since motivation 
is an important factor in reading (Kaakinen et al. 
2003),  were informed that they would be asked 



some questions at the end to see if they had under-
stood the text. They were told to press the “Return” 
key when they wanted to move to the next sen-
tence and no time pressure was applied. 

We used the Tobii 1750 eye tracker to monitor 
and record the participants’ eye movements while 
reading. This eye tracker has inbuilt infra-read di-
odes which bounce light off the eyes. It records the 
position of the right and left eyes according to the 
X, Y coordinates of the monitor, as well as the 
length and number of fixations, gaze paths, and 
pupil dilations. During this study a fixation was 
defined as lasting at least 100 milliseconds. The 
Tobii 1750 is a non-invasive eye tracker (i.e. par-
ticipants do not have to wear head-mounted equip-
ment or use head rests or bite bars) and it 
compensates for head movement. While the non-
invasive nature helps to relax participants and, pre-
sumably, allows them to behave more normally, 
the lack of control leads to some level of inaccu-
racy in the data. We attempted to compensate for 
this by using the retrospective think-aloud protocol 
method to supplement the eye tracking data. 

The analysis software we used to analyse the 
eye tracking data was ClearView (version 2.6.3). 
ClearView also produces an AVI of the reading 
session, which displays the eye movements and 
fixations for each participant. This was played 
back to the participants immediately after the ses-
sion in Camtasia Studio (screen recording soft-
ware) and they were asked to comment on their 
reading behaviour. This commentary was recorded. 

The retrospective protocols were transcribed 
and classified into “positive”, “negative”, “mixed” 
comments and two additional categories of “silent” 
and “N/A” were also applied. For example, “It’s 
ok” (referring to the entire sentence) was classified 
as a positive comment. An example of a negative 
comment is “Emm… this is kinda weird in French. 
‘Le premier est a l'aide des fichiers d'aide’ emm… 
I don't really get the meaning”. A mixed comment 
contained some positive and some negative com-
ments, e.g. “It's ok. It should be ‘les fichiers’ and 
not ‘des’. Yeah.”. These protocols were used to 
help us understand what the participants were ac-
tually thinking while they were (re-)reading. We 
were also interested in measuring how well the 
positive, negative, and mixed comments mapped 
onto the ratings of the human evaluators from the 
previous study. 

To conclude this section, the measures we were 
interested in included average gaze time, fixation 
count and duration per sentence and per character, 
retrospective comments and their correlations with 
the previous human evaluation. Our results are pre-
sented in Section 3. 

 

3 Results 

3.1 Gaze Time 
 
Gaze time is the period of time a participant spends 
gazing within an Area of Interest (henceforth 
AOI). For this study, the AOIs were defined 
around each sentence in order to allow for all pos-
sible data relating to the sentence to be captured (a 
minimum of 5cm radius around each letter/word) 
and to exclude unwanted data, e.g. looking at the 
toolbar or clock. The total gaze time per partici-
pant, given in minutes, is presented in Figure 1; the 
average total was 5.23 minutes (median = 5.06): 
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Figure 1: Total Gaze Time for All Participants (in minutes) 
 
It is interesting to note the highest values (P1, P10, 
and P6 respectively) correspond to the three par-
ticipants who had a strong language/translation 
background and who, according to the Think-
Aloud data we present later, appear to have paid 
more attention to the text in terms of grammar, 
spelling, agreements etc. Analysis of the retrospec-
tive interview data supports this assumption in that 
these participants made several comments regard-
ing their careful analysis of the segments. As an 
example of this detailed reading, P1 commented on 



carefully checking agreements of nouns with their 
corresponding adjectives, and observing the Passé 
Composé rule of French grammar. 
 
Figure 2 shows the average gaze time per segment 
across all participants in milliseconds. As hypothe-
sised, the ‘bad’ segments had longer gaze times 
than the ‘good’ segments.  
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Figure 2: Average Gaze Time for Good & Bad Segments for All 
Participants (in milliseconds) 
 
The average gaze time for good segments was 
5124.7ms while that of the bad segments was 
higher at 7426.6ms. In other words, participants 
spent, on average, 45% more time looking at bad 
segments than good segments. Spearman’s rho 
suggests a medium strength negative correlation 
between gaze time and sentence quality (ρ= -.46, 
p<0.01). 

Obviously, some segments are longer than oth-
ers. It therefore makes sense to examine the data 
according to the number of characters per segment.  
We first look at gaze time per character. As Figure 
3 illustrates, a similar trend is evident in that the 
bad segments still had higher gaze time per charac-
ter than the good segments. Additionally, when the 
average gaze time per character of all segments is 
taken into account (65.89 ms), we see that a major-
ity of segments above this value were rated as bad 
(65% or 15 of 23). 
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Figure 3: Average Gaze Time for Good & Bad Segments per 
Character (in milliseconds across all segments) 

3.2 Fixation Count 

 
Fixations occur when the eye focuses on a particu-
lar area of the screen. Fixations are defined accord-
ing to the pixel radius and the minimum duration 
in milliseconds and the settings will vary depend-
ing on the object of study. In eye tracking studies 
of reading, in general, the pixel radius and mini-
mum duration is lower than, for example, in usabil-
ity research. However, there is no general 
agreement on how fixations should be defined. For 
our study, we used a fixation filter of 40 pixels x 
100 milliseconds, which is the filter used in the 
Eye-to-IT project.  
The fixation count shows the total number of fixa-
tions on a given sentence. Figure 4 shows the aver-
age fixation count per segment; a similar trend to 
that observed in the above figure of average gaze 
time per segment is evident, i.e. bad segments had, 
on average, more fixations than good segments. 
Spearman’s rho suggests a medium strength nega-
tive correlation between fixation count and sen-
tence quality (ρ= -.47, p<0.01). 
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Figure 4: Average Fixation Count per Segment 
 
When looking at the median (25.5) of the above 
average fixation count per segment we see that, out 
of the segments above the median, 8 segments 
were ‘good’, while 17 were ‘bad’. As with total 
gaze time, the total number of fixations per partici-
pant is led by P1, P10, and P6 respectively. This 
may seem obvious as the longer the gaze time the 
more probable fixations are, but it is, nevertheless, 
worthy of note - Figure 5 illustrates: 
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Figure 5: Total Fixations for All Participants 
 

Moving on to fixation count per character, a 
similar and logical relationship to gaze time is ob-
served. We see that, once again, the majority of the 
segments that had higher-than-average values were 
rated as bad (68% or 17 of 25). These results are 
shown in Figure  6: 
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Figure 6: Average Fixation Count for Good & Bad Segments per 
Character (in milliseconds across all segments) 

 

3.3 Average Fixation Duration 

Average fixation duration has been used as an in-
dicator of cognitive effort in many disciplines. 
When observing the average fixation duration 
across all segments and participants, it appears that 
the average fixation duration is quite similar in 
both good and bad segments, as Figure 7 illus-
trates: 
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Figure 7: Average Fixation Duration (milliseconds) for Good/Bad 
Segments for All Participants 
 

The presence of several good segments 
among the bad segments in the highest range of 
values for average fixation duration is surprising. 
An “acclimatisation effect” has been noted before 
in eye tracking studies (O’Brien 2006), where the 



initial cognitive effort is higher than for the rest of 
the task. In light of this, we omit the first five seg-
ments to see what effect it has on our Fixation Du-
ration data. Figure 8 demonstrates the effect: 
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Figure 8: Average Fixation Duration (ms) for All Participants 
from S6 to S50 
 
As we can see, the elimination of the first five 
segments has some effect on differentiating the 
good and bad segments, though the difference 
overall is still limited. Overall, it appears that the 
above measures correlate, for the most part, with 
the segment ratings. Figure 9 shows the fixation 
duration results per character for all fifty segments: 
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 Figure 9: Average Fixation Duration for Good & Bad Segments 
per Character (in milliseconds across all segments) 

 
While fixation duration per segment seems to 

be a reasonable indicator of good and bad MT out-
put, when this measure is viewed per character, the 
trend is for bad segments to have shorter fixation 

durations than good ones and the differences were 
found to be non-significant. 

The suitability of this measurement for predict-
ing good and bad MT output therefore requires 
further investigation. This lack of differentiation in 
fixation duration reflects other studies. For exam-
ple, O’Brien (forthcoming) found no significant 
difference in fixation duration for texts that had 
been edited using controlled language rules and 
versions that were uncontrolled. Jakobsen and Jen-
sen (2009) also found insignificant differences in 
fixation duration across groups in translation proc-
ess research. Additionally, Van Gog et al (2009: 
328) suggest that while fixation duration is a useful 
measure of cognitive processing, it may reflect 
“different aspects of cognitive load”. 

3.4 Retrospective Data  

A retrospective interview for each participant fol-
lowed the completion of the main task. In this in-
terview, participants were instructed to vocalise 
their thoughts on their reading patterns as pre-
sented to them through the Gaze Replay feature. 
The participants’ comments were classified as fol-
lows: All Positive, All Negative, Mixed, Silence, 
and N/A. Mixed refers to a comment that had both 
good and bad reports and N/A was assigned when 
the participant made comments unrelated to the 
task. 
 In relation to good segments, we find that 
47.2% were met with wholly positive comments. If 
we factor in the positive remarks in the “Mixed” 
comments then the participants agreed with the 
‘good’ evaluation in 62.3% of cases. It should be 
noted here that at no point were participants aware 
of the original rating of the segments.  

On examining the bad segments, we find that 
there was agreement with the initial evaluation in 
54.5% of cases. If we factor in the mixed com-
ments, as before, a value of 79.2% is reached.  
 Good and bad segments in relation to si-
lence, i.e. no comment of any kind, give values of 
15.3% and 9.6% respectively. 

The initial human evaluation was a targeted 
evaluation where linguists were asked to rate MT 
output according to very specific criteria. In con-
trast, the “readers” in our study were not asked to 
rate the output, but to comment out loud on their 
thoughts as they were reading the sentences and as 
they viewed the gaze replays of their reading ses-
sions. This type of task is much less targeted than 



the traditional human evaluation of MT output. 
Nonetheless, we feel that the transcriptions demon-
strate a satisfactory level of correlation with the 
initial human evaluation. 

4 Conclusions 

Our initial question for this study was: Would eye 
tracking data reflect the quality of MT output as 
rated by human evaluators? We have shown that 
the gaze time and fixation count have correlated 
well with the previous evaluators’ judgments on 
the segments in question. The differences in fixa-
tion duration results for both sentence types were 
less clear-cut, although this improves if we assume 
an acclimatisation effect and remove the first five 
initial segments.  

Although the sample is small when number of 
sentences and participants is taken into account, we 
feel reassured that eye tracking methods for evalu-
ating the readability and comprehensibility of MT 
data is worthy of further investigation. As men-
tioned in the Introduction, this would enable mono-
lingual, objective, end-user evaluations, based on 
the cognitive effort associated with reading MT 
output. While we do not propose this as a replace-
ment for traditional or automated human evalua-
tion, nor as a faster, cheaper method, it nonetheless 
offers a new dimension in evaluating translations 
generated by MT, which gives insight into the cog-
nitive effort involved on the part of genuine end 
users. Additionally, is it not unrealistic to imagine 
a system that could eventually learn to rank its own 
data based on the eye gaze data of human post-
editors and end users. 

It is our intention in the future to build on this 
research by increasing sample sizes, target lan-
guages, and domains.  

The next step in this research will involve the 
aforementioned gaze-to-word mapping tool, where 
we will map fixations to specific words and then 
use a query language to investigate which words 
were fixated most and longest for both the good 
and bad sentences and which parts-of-speech were 
fixated and what differences, if any, exist between 
POS fixations and the good/bad sentences. We also 
intend to investigate correlations between auto-
matic metrics, and eye tracking data, including pu-
pil dilations, fixation durations and their suitability 
as measures of MT output quality. 
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