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Adaptive Processing With Signal Contaminated
Training Samples

Olivier Besson, Senior Member, IEEE, and Stéphanie Bidon, Member, IEEE

Abstract—We consider the adaptive beamforming or adaptive
detection problem in the case of signal contaminated training
samples, i.e., when the latter may contain a signal-like component.
Since this results in a significant degradation of the signal to
interference and noise ratio at the output of the adaptive filter, we
investigate a scheme to jointly detect the contaminated samples
and subsequently take this information into account for estima-
tion of the disturbance covariance matrix. Towards this end, a
Bayesian model is proposed, parameterized by binary variables
indicating the presence/absence of signal-like components in the
training samples. These variables, together with the signal ampli-
tudes and the disturbance covariance matrix are jointly estimated
using a minimum mean-square error (MMSE) approach. Two
strategies are proposed to implement theMMSE estimator. First, a
stochastic Markov Chain Monte Carlo method is presented based
on Gibbs sampling. Then a computationally more efficient scheme
based on variational Bayesian analysis is proposed. Numerical
simulations attest to the improvement achieved by this method
compared to conventional methods such as diagonal loading. A
successful application to real radar data is also presented.

Index Terms—Bayesian estimation, outliers, radar detection, ro-
bust adaptive filtering.

I. PROBLEM STATEMENT

O PTIMAL multi-channel processing, either for beam-
forming or detection purposes, requires the knowledge

of the disturbance covariance matrix , so as to cancel out
this disturbance and retrieve the signal of interest (SOI) with
maximum signal to interference and noise (SINR) ratio [1].
In practical situations however, this covariance matrix is
unknown and needs to be estimated from a set of training
samples , . In an ideal situation, i.e., with
independent and identically distributed samples sharing the
same covariance matrix , Reed Mallet and Brennan in [2]
showed that samples, where stands for the
number of channels, are necessary for the average SINR of
the adaptive processor to be within of the optimal SINR.
This rate of convergence is a crucial parameter since, in many
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cases, the disturbance characteristics might vary, and hence it
is highly desirable to converge with minimal . However the
rate of convergence is sensitive to non-homogeneity among the
training samples and the assumption that the training samples
share a common covariance matrix is questionable in many
situations [3]. Numerous factors can contribute to non-homo-
geneity of the training samples, including clutter heterogeneity
(e.g., dense scattering environments, land-sea clutter interfaces,
power level fluctuations among the various patches of clutter)
or contamination of the training samples by signal-like com-
ponents (e.g., in the case of multiple closely-spaced targets
with approximately the same velocity) [4]. In this paper, we
focus on the latter problem, i.e., the presence in the training
samples of outliers with a signature close to that of the SOI.
This phenomenon has a detrimental effect on the performance
of the adaptive processor, even when a limited number of
samples are contaminated [4]. In the latter reference, the
probability of detection and probability of ghosting of Kelly’s
generalized likelihood ratio test and the mean level adaptive
detector are studied, in the case where only one sample out of
is contaminated. Even with this small proportion of outliers,

some degradation is observed. Note that if all training samples
contain a signal component, the number of samples required for
convergence of the adaptive processor is highly increased and
is typically of the order [5], [6]. In fact,
since the adaptive weight vector lies in a space orthogonal to
that of the interferences, if a signal with the same signature as
the SOI is present in the training samples, the adaptive filter is
likely to place nulls towards the SOI, resulting in a significant
SINR loss. The usual approach to cope with this problem is
to select the most homogeneous set among the training sam-
ples and to censor the other samples in the covariance matrix
estimation procedure, see e.g., [7] for derivation of outliers
resistant adaptive schemes. Very often, a test statistic is formed
for each sample and compared to a threshold: only the samples
whose test statistics do not exceed the threshold are retained.
Several test statistics for detecting non-homogeneous samples
have been proposed in the literature, e.g., power selection
criteria [8], the generalized inner-product [9], the adaptive
power residue [10] or the non-homogeneity detector [11]. Re-
finements of these methods include a re-iterative censoring of
the samples, see e.g., [10], [12], [13]. These methods perform
well but may need a fairly large amount of initial data. In [14]
an outlier-resistant adaptive beamforming scheme is proposed,
which does not censor any sample. The author considers a
compound-Gaussian model for the noise and the usual iterative
scheme [15] which is known to converge to the maximum like-
lihood estimate of the noise covariance matrix [16]. The idea



is to introduce diagonal loading within the iterations in order
to obtain an improved robustness in the case where signal-like
components contaminate the training samples.
In this paper, we also investigate an approach where all sam-

ples are used but, at the same time, we try to detect whether a
sample contains a signal-like component: if this is the case, the
contribution of the latter to the training sample is somehow re-
moved, but the concerned snapshot is not censored. Therefore,
our approach consists of a joint signal detection-covariance ma-
trix estimation scheme. Its principle relies on introducing bi-
nary variables which indicate the presence or the absence of
a signal-like component. These variables are assumed random
and therefore a Bayesian framework is favored here, where both
the presence indicators, the corresponding amplitudes and the
covariance matrix are jointly estimated. All variables are as-
signed some (non-informative) priors and the main contribution
of the paper lies in deriving the minimum mean-square error
(MMSE) estimator of under this framework. AMarkov Chain
Monte Carlo (MCMC) simulation method, based on Gibbs sam-
pling, is first proposed. Then a computationally more efficient
scheme, based on variational Bayesian (VB) analysis, is pre-
sented.

II. MODEL ASSUMPTIONS

Let us assume that we have training samples which
consist of noise and possibly a signal-like component, so that
they can be modeled as

(1)

where stands for the signature of the signal of interest and the
following hypotheses are made.
The noise vectors are assumed to be independent, com-

plex-valued Gaussian distributed, with zero-mean and covari-
ance matrix , i.e.,

(2)

As said previously, we adhere to a Bayesian framework and
hence, we consider that is a random variable, with a conju-
gate prior distribution relative to (2), namely an inverse Wishart
distribution with mean and degrees of freedom, viz

(3)

where means proportional to and stands for the ex-
ponential of the trace of the matrix between braces.We con-
sider a situation where no accurate information about is avail-
able that would help to choose a specific . In fact, since it
will amount to diagonal loading (see below), a method which is
known to be robust against various mismatches, we will mostly
consider the case in the sequel.
The complex amplitudes of the signal-like components in
are assumed to be independent, and distributed according to

a Bernouilli-Gaussian distribution:

(4)

As it will be more convenient, especially in the variational
Bayesian analysis, we will use a statistically equivalent model
for , namely where and are independent
random variables. The binary variables indicate
the presence or the absence of a signal-like component in the
training samples. They follow a Bernoulli distribution, denoted
as , which is given by . The
amplitudes are independent complex-valued Gaussian dis-
tributed random variables with zero mean and (known) variance
, i.e., . The distribution of

vector is denoted as .
In the sequel, we assume that the probability of contaminated
samples is known. Extension to the case where is itself an
unknown random variable with non informative uniform prior
will be dealt with in the Appendix where we proceed to the
generalization of the estimators derived below. Also, a sensi-
tivity analysis will be conducted in Section V in order to assess
the robustness of the estimators to a non perfect knowledge of
. Accordingly, the extension to the case where is a random
variable with non-informative prior will be investigated in the
Appendix.
As stated in the introduction, our main objective is to obtain

an estimate of –or directly an estimate of – so as to
compute a filter . Towards this end, a systematic
approach consists in deriving the minimum mean-square error
(MMSE) estimator of , which entails computing the posterior
mean of . Therefore, as a preliminary step, one needs to obtain
an expression for where . Under
the hypotheses made, the likelihood function is given by

(5)

where and if is contami-
nated and 0 otherwise. In the previous equation stands for
the Hadamard (element-wise) product. Note that
where . In order to obtain ,
we use Bayes rule, viz and hence
first derive . Towards this end, we need to marginalize

with respect to (w.r.t.) and . From (5) and using
the fact that , it follows that

(6)

Next, observing that



(7)

we can write

(8)

where we used the fact that
. The posterior distribution of

only is finally obtained as

(9)

The MMSE estimator is given by the posterior mean, i.e.,
. From inspection of (9), it does not seem

possible to obtain a closed-form expression for the posterior
mean. Moreover, generating samples drawn from and
approximating the integral by an arithmetic mean is not feasible
as the posterior distribution in (9) does not belong to any known
class of distributions. Therefore, we investigate two different
approaches namely Gibbs sampling and variational Bayesian
analysis which work on the joint posterior distributions of ,
and . In addition to leading to tractable distributions, these
approaches enable one to obtain estimates of and and hence
to detect the contaminated samples together with their ampli-
tudes. Thus they provide additional information compared to
estimating only.

III. GIBBS SAMPLER

As evidenced in (9), does not lead to a closed-form
expression for and it does not seem to be trivial
to generate samples according to this distribution. Therefore, re-
sorting to a Gibbs sampler appears to be a judicious way to pro-
ceed [17], [18]. The principle of the Gibbs sampler is to succes-
sively generate samples distributed according to the posterior
distribution of one variable, conditioned on all other variables,
as usually the conditional posterior distributions of each vari-
able are easier to simulate. Doing so, it is known that the samples
so generated will be asymptotically distributed according to the
posterior distribution of each variable, so that, for instance, the
MMSE estimator can be approximated by the arithmetic mean

of the set of samples drawn. In our case, this amounts to derive
, and . The starting point

of the derivation is the joint posterior distribution
which, under the stated assumptions, is given by

(10)

It is straightforward to infer that

(11)

where we used the fact that . It follows that

(12)

with

(13)

Accordingly, (10) implies that

(14)

and hence is Gaussian distributed

(15)

with mean and covariance matrix
given by

(16a)

(16b)

Finally, let us consider the conditional posterior distribution of
:

(17)

which is recognized as an inverse Wishart distribution [19] with
degrees of freedom and parameter matrix

(18)



TABLE I
GIBBS SAMPLER FOR ESTIMATION OF , AND

At this stage, it should be noted that both and
depend on through its inverse . Note also

that the optimal filter depends directly on . Therefore, it is
more natural (and convenient) to work with the precision ma-
trix rather than with the covariance matrix. Towards this end we
need to derive the posterior distribution of , conditioned on
, and : from (17), this posterior distribution is given by

(19)

It is important to note that all three distributions in (12), (15)
and (19) are well-known distributions and hence it will be
rather straightforward to draw samples from them. Our Gibbs
sampling scheme is summarized in Table I. Once the matrices

are computed, the MMSE estimator of can be
approximated as

(20)

where stands for the number of burn-in iterations and
is the effective number of iterations. The Gibbs sampler

also allows to obtain an approximate maximum a poste-
riori (MAP) estimator of , and by selecting the triplet

which results in the maximum value of
the joint posterior distribution.

IV. VARIATIONAL BAYESIAN ANALYSIS

Despite its usually good performance, the Gibbs sampler may
suffer from slow convergence, i.e., a large number of samples
may be required for the Markov chain to converge and the sam-
pler to provide accurate estimates. This results in an increased
computational cost, a non desirable feature. In order to improve
convergence speed, variational Bayesian methods have recently
emerged [20]–[22]. Briefly stated, the essence of variational
Bayesian analysis is to approximate the posterior distribution
by a product of distributions, each one of the latter involving
only some variables. More precisely, in our case the goal is to
approximate as

(21)
One then seeks the individual distributions , and
of (virtually) independent random variables , and such
that the resulting joint distribution of , and is as close as
possible to . Observe, that if this approximation is
accurate, theMMSE estimator of say parameter vector is given
by . The approximation is obtained by

minimizing the Kullback-Leibler divergence between the two
distributions, and it can be shown that the solution satisfies the
following set of equations [20]

(22a)

(22b)

(22c)

where the expectations should be understood w.r.t.
, e.g.,

However, the set of equations in (22) do not provide an ex-
plicit solution since, for instance, depends on expecta-
tions computed from and . A natural way to
compute the distributions which satisfy (22) is thus to iterate
between (22a), (22b), and (22c): each factor is updated with the
current value of the other factors. More precisely, as will be-
come clear shortly, the procedure amounts to update a few mo-
ments of each distribution. To be specific, let us start with the
joint posterior distribution of , and in (10). Using(22a), we
have that (dropping the subscript in the expectation when only
one variable is concerned and hence there is no ambiguity.)

(23)

Therefore, it appears that the variables are independent
Bernouilli distributed variables with

(24)

Note that depends on the expected values of ,
and which are not known but will be updated in the iter-



ative procedure. We next proceed to the derivation of
from (22b)

(25)

The distribution in (25) is recognized as a Gaussian distribution
with mean and covariance matrix given by

(26a)

(26b)

Again the parameters of this distribution depend on the
expectations of and . Note also, that

, i.e., the are independent since the covari-
ance matrix of is diagonal. In order to complete the analysis,
we now derive the distribution of :

(27)

The above distribution is recognized as an inverse Wishart dis-
tribution with degrees of freedom. The average value of

is thus, provided that ,

(28)

The overall procedure using this variational approach is de-
scribed in Table II.

V. NUMERICAL ILLUSTRATIONS

Performance of the Bayesian estimators is assessed first on
synthetic data (application to real radar data will be presented
in next section). We consider a radar scenario where
pulses, generated according to (1) and (2), are coherently

TABLE II
VARIATIONAL BAYESIAN METHOD FOR ESTIMATION OF , AND

processed. The vector encompasses both thermal noise and
clutter components. These two components are assumed to be
mutually uncorrelated so that the covariance matrix is

where the subscript identifies the particular component. The
thermal noise is assumed to be temporally white with power

so that while the clutter signal is
correlated from pulse to pulse. Its spectrum is assumed located
around the zero-Doppler with a Gaussian shape such that the

th element of the covariance matrix is given by

(29)

where is the spectrum variance. The factor of pro-
portionality in (29) is chosen to obtain a desired value for the
clutter-to-noise ratio (CNR) defined as

In all simulations we set . We would
like to emphasize the fact that the covariance matrix
is not drawn from its prior distribution in (3). range
gates are used to estimate the covariance matrix while

of them are contaminated in the direction under test
where

is the Doppler frequency of the contamination. For
each contaminated cell , the contamination
level is monitored by the signal-to-noise-ratio defined as

Unless otherwise stated, in the simulations.
As stated earlier in Section II, the prior matrix is chosen so

as to regularize the covariance matrix estimation problem, i.e.,
. The numerical value of the factor is chosen as

for conventional diagonal loading [23], i.e., . Note
that this choice may not be optimal in the present case but, since
the optimal loading level is scenario dependent and hard to find,
we will resort to this usual rule of thumb. On the other hand, to
choose the degree of a priori , observe from (17) that the mean
of when is

(30)

The degree of a priori is then fixed to to ensure
that the weight given respectively to the observations and to



Fig. 1. SINR-loss versus Doppler frequency of the contaminated cells.
, , , .

in (30) is tantamount to a conventional diagonal loading. Inten-
sive numerical simulations have demonstrated that many itera-
tions are necessary to obtain an appropriate MMSE-estimation
( and ) whereas only a few iterations

are required for the VB algorithm to converge.
The performance of the beamformers based on the Bayesian

estimators (20) and(28) is assessed through the SINR-loss with
respect to the noise-only-environment defined by [24]

where and denotes one of the estimates de-
rived above. In addition to the MMSE- and VB-based beam-
formers, performance are also shown for the optimal beam-
former , the conventional DL beamformer [23],
[25] and the LNSMI beamformer [14]. For the latter the number
of iterations used was and the loading level was
chosen as in [14], i.e., times the largest eigenvalue of the
sample covariance matrix of the normalized snapshots. Observe
that, unlike conventional methods, the Bayesian algorithms of
Table I and Table II also bring important information about the
level of contamination for each range cell of the training in-
terval.
We first consider an ideal situation where both the assumed

level of contamination and the target power
match perfectly the values used to generate the data. Fig. 1

displays the result in the case , and
. The influence of the number of secondary data

is assessed in Fig. 2 where is increased to while
the number of contaminated cells is kept to . In con-
trast, we study in Fig. 3 the influence of which is increased
to while . Finally, Fig. 4 investigates the
influence of the power of the signal in the contaminated cells.
Inspection of these 4 figures enables one to draw the following
prominent properties of the various beamformers:
• The MMSE beamformer clearly outperforms the VB as
well as the LNSMI, especially in low number of samples

Fig. 2. SINR-loss versus Doppler frequency of the contaminated cells.
, , , .

Fig. 3. SINR-loss versus Doppler frequency of the contaminated cells.
, , , .

or high number of contaminated cells. For example, the
improvement compared to VB is, in the thermal noise do-
main, about for and about

for . Only in the case
(Fig. 2) do the VB and LNSMI approximately perform as
well as the MMSE: in this case the three methods are really
close to optimal.

• The MMSE beamformer is nearly insensitive to variations
in the number of contaminated cells in terms of SINR loss:
it incurs a loss from in Fig. 1 to
in Fig. 3. Additionally, a variation of the signal power in
the contaminated cells induces negligible differences for
the SINR loss.

• VB and LNSMI yield close SINR losses at least when
. When the number of contaminated cells in-

creases (see Fig. 3), VB is seen to incur a less severe loss,
about for VB against for LNSMI. In contrast,
VB and LNSMI behave similarly when the signal power
in the contaminated cells increases: however, they are less



Fig. 4. SINR-loss versus Doppler frequency of the contaminated cells.
, , , .

robust than MMSE as a loss is observed when
goes from to .

• All methods clearly outperform diagonal loading: the
latter undergoes severe performance degradation when the
number or the signal level of contaminated cells increases.
This poor performance is due to the nature of the data
itself, i.e., the presence of outliers, and not to the choice of
the loading level. Indeed, through many simulations (not
reported in this paper) with different loading levels we
experimented that diagonal loading is not effective in the
clutter region whatever the diagonal loading level. Hence,
looking for an optimal loading level for the particular
model considered herein is questionable and, moreover, a
delicate issue.

Our second series of simulations deals with robustness anal-
ysis of the beamformers. In the previous simulations, perfor-
mance of our Bayesian estimators has been studied when the
processing parameters have exactly the same values as those
used for signal generation. We now introduce mismatches be-
tween the parameters used for generation and processing. The
analysis will show that, to a certain extent, our estimators are
quite robust so that a non-perfect knowledge of the scenario pa-
rameters does not appear to be critical for a practical implemen-
tation.
Figs. 5–6 study the influence of a mismatch in the assumed

contamination level and in the assumed target
power , respectively. In these figures, , ,

and we plot the SINR-loss resulting from this
error with respect to the SINR-loss obtained without mismatch.
The following observations can be made:
• Clearly the MMSE beamformer is almost not affected by
a wrong assumption on or on .

• The VB appears to be more sensitive to both parameters.
Interestingly enough, overestimating the number of con-
taminated cells results in an improved SINR of the VB-es-
timator, which then comes close to the MMSE estimator
based on Gibbs sampling.

Fig. 5. Robustness towards a wrong assumption about the density of contami-
nation . SINR-loss with respect to the Doppler frequency of the contaminated
cells and the assumed number of contaminated cells. (a) MMSE estimation. (b)
VB estimation.

Finally, to complete our robustness analysis, the effect of
mismatch between the true direction of contamination and the
direction under test is investigated. To do so, data are generated
with a single direction of contamination and all the
directions are tested. The SINR-loss so obtained is depicted
in Fig. 7(a) when the contamination is near the clutter edge for

and in Fig. 7(b) when the contamination oc-
curs in the thermal noise domain for . For each
beamformer presented, performance is affected only locally
around the direction of contamination. The MMSE-beam-
former endures only small losses in this region. Losses are
more pronounced for both the VB- and LNSMI beamformer as
they have naturally a lower SINR-loss than that of the MMSE
in the true direction of contamination. Finally, the SCM-DL
beamformer undergoes important losses in this region which
may create a blind zone especially for a contamination near the
clutter edge.



Fig. 6. Robustness towards a wrong assumption about the contaminating signal
power. SINR-loss with respect to the Doppler frequency of the contaminated
cells and the assumed contaminating signal power. (a) MMSE estimation. (b)
VB estimation.

VI. EXPERIMENTAL PARSAX RADAR DATA

A. Experimental Setup

Performance of the Bayesian methods are now assessed on
experimental data collected at the Delft University of Tech-
nology on November 2010. Indeed, the International Research
Centre for Telecommunications and Radar (IRCTR) has been
developing these last years the polarimetric agile radar in S- and
X-band (PARSAX) [27]. The system is situated on the rooftop
of a 100m-high building and entails two reflector antennas, one
to to transmit and one to receive. These two antennas can be con-
sidered as colocated. The radar system has a flexible architecture
with respect to the generated waveform and the pre-processing
algorithms. For the experiment, a frequency modulated contin-
uous waveform has been chosen as well as a deramping tech-
nique for range compression. To assess the performance of our

Fig. 7. Robustness to steering vector mismatch. SINR-loss with respect
to the desired Doppler frequency. (a) Doppler frequency of contaminated
cells . (b) Doppler frequency of contaminated cells

.

detectors, synthetic targets have been injected in a scene con-
sisting mostly of a background noise and ground clutter. Loca-
tion and SNR1 of these targets are depicted on Fig. 6; they have
been chosen to reproduce a possible slow and heavy traffic. Note
that given the range resolution, i.e., , a
target may be extended in range. Other parameters describing
the scenario are given in Table III. Note that we had at our dis-
posal a data set containing only thermal noise (the antenna was
pointed in the upward direction during a sunny day) so that the
data are scaled to set the noise floor to 0 dB.
To give more insight into the scenario, the estimated power

spectrum of the data to be processed is depicted in Fig. 8 before
and after injecting the targets. As can be already observed, there
is likely to be a true target around the range bin 855.

1To interpret more conveniently the next results, target amplitudes have not
been drawn randomly here but have been taken deterministically as

.



TABLE III
PARSAX SCENARIO PARAMETERS

Given our robustness analysis we choose a high probability
of contamination equal to and a contamination power
equal to dB which is a compromise between the dif-
ferent target powers. As the true covariance matrix is un-
known, the SINR-loss can only be estimated, thus we prefer
study hereafter the detection map obtained via the ACE [28]
test statistic, i.e.,

(31)

where is the cell under test. For each technique, the covariance
matrix is estimated via a symmetric range-gate interval
around the CUT with two guard cells. The ACE test statistic
represents the angle between the target under test and the pri-
mary data in the quasi-whitened space. It seems here to be a
pertinent detector as it emerges as the solution to different de-
tection problems [28]–[30], especially in non-homogeneous en-
vironment.

B. Results

Detection maps obtained with the ACE detector (31) are de-
picted in Fig. 9. The following comments can be made in accor-
dance.
• Each target scatterer can be easily identified with the
MMSE-ACE test statistic; even when the scatterer is near
the clutter edge (targets 6 and 8) or when its power is
low (targets 5 and 6). A few sidelobes are seen especially
for target 8 near the clutter edge. Also, one can observe
a slight clutter undernulling for a few range gates (e.g.,
around range bin 834 and 866).

• Same remarks can be made for the VB-ACE test statistic
though a few more sidelobes can be seen (e.g., at range
bins 831 and 833) and the scatterer peaks are somehow
less pronounced. However, one has to keep in mind that
the computational load of the VB algorithm is dramatically
less than that of the MMSE-algorithm.

• The LSNMI-ACE misses some scatterers (e.g., within tar-
gets 2 and 3 and target 5). However, these misses are com-
pensated in a way by the absence of sidelobes (except for
target 8 near the clutter edge) and a lower floor in the
thermal noise domain. Note that the LNSMI-ACE is in-
clined to a great clutter undernulling.

• The SCM-DL-ACE test statistic has the poorest perfor-
mance which is in accordance with the prior study based on
synthetic data. A lot of scatterers are missed (e.g., within
targets 2, 3, 7 and the two low power targets 5 and 6).

Before concluding our study, a last remark can be made about
the possible targets that might be naturally in the data. Indeed,

Fig. 8. Range-velocity maps describing the data. (a) Location and SNR of the
injected synthetic targets. Power spectrum via a 1D-APES filter [26] (b) prior
to target injection (c) after target injection.

the previously mentioned true target at range bin 855 has been
clearly identified by both the MMSE-, VB- and SCM-DL-ACE



Fig. 9. Range-velocity map. ACE-like detectors.

detectors. Also, the same detectors identify a target at range 843
which could not clearly be seen on the power spectrum map of
Fig. 8. Note that the LNSMI-ACE detector misses both of them.

VII. CONCLUSIONS

In this paper, we considered the adaptive filtering problem
in the case where some training samples are possibly contam-
inated by signal-like components. This practically relevant
situation, which is very detrimental to conventional adaptive
filters, was addressed using a Bayesian approach where the
variables indicating the presence of contaminated cells were
assumed to follow a Bernoulli-Gaussian distribution. A non-in-
formative prior was assumed for the noise covariance matrix,
which helped regularize the covariance matrix estimation
problem. Within this framework, the MMSE estimator was
derived and implemented using a Gibbs sampler. A computa-
tionally simpler scheme, based on variational Bayesian (VB)
analysis was also proposed. The MMSE estimator was shown
to come very close to the optimal adaptive filter, whatever the

proportion of contaminated samples or the power of the signal
component in the training samples. Moreover, its robustness
to non-perfect knowledge of these parameters was evidenced.
The VB results in slightly increased SNR losses compared
to the MMSE, yet at a much lower computational cost. Its
implementation, as well as its performances, are comparable to
those of the LNSMI. These algorithms were assessed against
real radar data: in particular, the MMSE showed its ability to
detect small targets close to the clutter ridge.

APPENDIX
EXTENSION TO RANDOM HYPER-PARAMETERS

In the main body of this paper, we assumed that and
were known quantities and we carried out a sensitivity anal-
ysis to assess the robustness of the various estimators to a non
precise knowledge of these variables. An alternative option is
to treat them as random variables with non-informative priors.
In this appendix, we briefly indicate how the Gibbs sampling
scheme and the variational Bayesian method can be extended to



the case of random hyper-parameters. More precisely, we now
assume that is a random variable with uniform distribution
on . Doing so we do not make any hypothesis about the
probability of signal contamination and we estimate it jointly
with the other parameters. Regarding we choose a conjugate
inverse-Gamma prior distribution, denoted as ,
whose expression is

(32)

Depending on the choice of and this prior can be made rather
non informative. We now derive all necessary distributions to
extend the estimators of the previous sections. For the sake of
conciseness, we just provide the main steps since derivations
are similar to those in the past sections. To begin with, the joint
posterior distribution of all variables is now given by

(33)

A. Gibbs Sampler

It is straightforward to show that is still
given by (11) and hence , conditioned on , , , and ,
is still Bernoulli distributed with the probability that it equals
one still given by (13). Accordingly, the posterior distributions

and are the same as in
(14) and(17). The difference lies in the posterior distributions of
and . As for , we have from (33) that

(34)

which is a Beta distribution, i.e.,

(35)

Finally, the conditional posterior of can be written as

(36)

and hence . The Gibbs
sampling scheme of Table I needs to be modified in order to
account for the new variables which need to be generated.
B. Variational Bayesian Method

We now seek an approximation of the form

(37)

Using (33) along with derivations that led to(23), one can easily
show that

(38)

which implies that the variables are still independent
Bernoulli distributed variables with mean value

(39)

The derivation of leads to

(40)

Hence is Gaussian distributed with mean and covariance
matrix given by (26a)–(26b) except that should be substi-
tuted for . Regarding it turns out that there is no modifica-
tion compared to (27), and that has the same inverse Wishart
distribution. Let us now consider :

(41)

Therefore,
. As

evidenced by (39), one needs to obtain the mean of and
which are given by [31, 4.253]

(42a)

(42b)

where is Euler’s psi function. Let us finally consider
:

(43)



which implies that . The mean
value of is thus

(44)

Again, the algorithm of Table II should be modified to update
accordingly all new variables.
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