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Abstract —A“low cost full passive structure” of wind turbine
system is proposed. The efficiency of such device can be
obtained only if the design parameters are mutually adapted
through an optimization design approach. An original wind
profile generation process mixing Weibull and turbulence
statistics is presented. The optimization results are compared
with those obtained from a particular but typical time cycle of
wind speed.

I. INTRODUCTION

Close to high power wind turbines for On or Offshore
applications, small wind systems constitute an interesting
target for applications such as rural electrification,
autonomous energy production networks for water pumping,
desalination, etc. Optimizing energy efficiency generally
leads to adapt the load impedance and consequently the
speed of the generator to the wind turbine operating
conditions. Many active structures are then proposed [1-4]
that allows tracking the maximum power operation through
corresponding MPPT strategies.

However, for such application frame, the system cost has to
be drastically minimized especially by simplifying the
structure with PM synchronous generator feeding a diode
rectifier associated with a battery bus. For grid connected
applications, impedance adaptation can be obtained through
the grid inverter as in [2]. In this paper, we propose a very
“low cost structure” for remote applications, without active
control unit and with a minimum number of sensors. In fact,
for such device, a “natural” impedance adaptation can be
achieved with the passive structure by optimizing the
accordance between system parameters [4-7].

After a brief description of the system modeling, such
optimization process is presented. Due to the importance of
wind energetic content for the system behavior, we finally
propose a wind profile generation process mixing Weibull
and turbulence statistics. The optimization results obtained
with this generation process are compared with others given
by a particular cycle test.

II. THE WIND TURBINE SYSTEM MODEL

In order to minimize the system cost and to maximize its
reliability, the “full passive” architecture of Fig.l is put
forward. This structure is mainly dedicated to small scale
wind turbines, especially for remote systems. A battery bank
is then associated to a passive diode rectifier to allow an
autonomous system operation. A minimum number of
sensors and no control unit are required in this “low cost”
structure.
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Fig. 1. “Full passive” structure of the wind turbine system

A. The wind turbine model

A Savonius Vertical Axis Wind Turbine of radius R = 0.5m
and height H =2 m is considered as case study (see Fig. 2).
Note that the proposed structure and the corresponding
design process could be applied for any vertical or horizontal
axis turbines. However, due to its bell shape power
coefficient (C,(A4)), the Savonius turbine requires to
conveniently adapt the shaft speed with respect to wind
levels. Thus, it is certainly a good application to show the
efficiency of the optimization based design of the passive
structure.

In this particular case study, the power coefficient (C,) is
defined by the following empiric interpolation:

C, =-0.12992° —0.1168% +0.4540 (1)

, =
where A denotes the tip speed ratio, depending on the turbine
rotational speed Q and the wind speed V.
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The associated wind turbine power can be expressed as:

1
Pyr =5CppAVW3 A3)

where p denotes the air density (p ~1.2 kg.m™) and where 4
represents the swept rotor area.
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Fig. 2. Power coefficient of a Savonius wind turbine



The electromagnetic torque of the generator is defined as:

dQ

T, =TWT_JWTE_FWTQ (€]

em

where the wind turbine inertia and the damping coefficient
are respectively Jyr= 16 kg.m? and Fyr=0.06. N.m.s/rad,
Q being the mechanical shaft speed.

Note that the wind power is maximum when the power
coefficient is maximum (Cp* =~ 0.22), i.e. for the optimal tip
speed ratio (A= 0.82). For various wind speed values, the
rotor speed should be adapted to operate at the optimal tip
speed ratio.

B. The generator — rectifier association model

In order to optimize the wind turbine system, a specific
model has to be developed. A first step consists in defining a
sizing model that links geometrical parameters with circuit
parameters of the generator. The Slemon sizing model [§]
has been chosen for that purpose as detailed in [9] and
illustrated in Fig.3.Eight design variables are considered as
model inputs from which circuit output parameters (stator
resistance, main & leakage inductance, magnet flux) are
analytically derived. This model has been validated through
Finite Element Method (FEM) and shows good accordance
for the considered application [6].
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Fig. 3. Illustration of the generator sizing model

o  The reference model

A “reference model” has firstly been proposed in order to
validate the temporal system simulation. This model
associates a complete (a,b,c) circuit model of the generator
with a complete diode bridge rectifier including ideal
switches but taking into account the diode overlapping
during switching intervals.

This model also includes the thermal behaviour of the
generator (slot copper, slot insulators, stator yoke) evaluated
from magnetic and electrical losses. Joule losses are
classically computed from the generator current and stator
resistance, while magnetic losses are estimated from
hysteresis and eddy current losses in the stator parts (i.e.
yoke and teethes) according to [14].
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Fig. 4. The thermal model of the generator (stator part)
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Since the computational cost associated with the reference
model is really to much important in the framework of a
system optimization, surrogate models have been developed
in order to reduce computing times.

o The mixed reduced model

In particular, for the system simulation, a simplified causal
model is used where the synchronous generator with the
diode bridge association is replaced with an energetically
equivalent DC model valid in average value.

A “DC equivalent model” that simulates electrical and
mechanical modes and takes into account the voltage drops
due to diode overlapping and magnetic reactance has been
detailed in [6]. The correspondence between AC (rms) values
and DC ones are given in Table 1.

TABLE I: AC-DC correspondence for model reduction
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Fig. 5. The “mixed reduced model”

However, when only the energetic system behavior is
concerned in the optimization process, the electrical mode
effect can be neglected and a further model reduction can be
achieved [7]. We have then proposed the “mixed reduced
model” that only simulates the mechanical and thermal
modes, the whole electrical parts being analytically derived
asin(5):

2 2[]DC(Remp + RDC)
sDC 2

(LDCm) +(Remp+RDC)

2 2
UDC _EsDC

- >=0(5)
(LD(w) +(Remp+RDC)

2 “sDC

where R, Iipc is the voltage drop due to diode overlapping
effects with R, =3L;w/m Note that this voltage drop is



power conservative as expressed in (7). The synoptic of this
model is given in Fig. 5. The causality is symbolized by
arrows specifying which physical variables (energetic efforts
or flows) are applied in each part of the system. We also
mention the relationships allowing the simulation of the
electromechanical conversion (6) and of the voltage drop due
to the diode overlapping (7).

{ Tom = PP pcd pe (6)

Epe = pPpc2

{ Epc =Upc + Reyp Lspc (7)
Ipc =Epclpe /Upe

where p denotes the pole pair number of the generator and @
denotes the electric angular pulsation associated with the
rotor.

In Fig.6, the wind turbine system output power (P,,) for both
models simulated for a particular wind cycle test have been
superposed. Even if the shapes of these curves differ, one can
see that the average powers are really close for both models.
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Fig.6 : Output power for “reference” and “mixed reduced” models

As the two models are compared, the differences on other
system variables (torque, speed, currents, and losses) are also
slight. Other details on the model reduction issues are given
in [6,7].0n the other hand, the computation time on a PC
computer is 17 min for the “reference model” but only 1s for
the “mixed reduced model”. Thanks to this model reduction,
the optimization of the full passive wind turbine system can
be efficiently performed.

III. THE OPTIMIZATION PROCESS

A. Design Variables, Objectives and Constraints

The design variables considered for the wind turbine
optimization are composed of six continuous variables (i.e.
Ry, Py, Qy, Vi, B, and J.) and two discrete (i.e. p and N,,).
Two conflicting objectives have to be optimized: the “useful
output power” has to be maximized while minimizing the
total mass of the embedded system. The “useful output
power” is defined as the power extracted from the wind cycle
reduced from all losses in the wind turbine system (i.e.
mechanical losses in the turbine, Joule and iron losses in the

generator and conduction losses in the diode rectifier). As
underlined previously, all losses in the synchronous
generator are computed according to [9,14] and the
conduction losses P, in a diode of the rectifier are
classically evaluated as follows:

Pro =tgiy +Ryig (8)
where u, denotes the diode voltage drop and R, represents the
diode internal resistance (typically R,=3.4 mQ and
uqs=0.8V). Note that switching losses have been neglected.
The embedded mass of the system is obtained by considering
the wind turbine mass as constant (Myr ~ 48 kg) with the
variable generator mass. This mass is computed from the
volume of each constitutive component (iron, magnet, copper
windings) and the corresponding mass density according to
[9]. Note that the rectifier mass has been neglected.
Moreover, five constraints have to be fulfilled to ensure the
wind turbine feasibility and to allow complying with the
wind cycle. These constraints concern the number of wires
per slot, the maximum temperature associated with the
copper windings in the generator, the demagnetization limit
of the magnets and the maximum temperature in the
semiconductor junctions. They are computed similarly to [9].

B. The Optimization Process

The Non dominated Sorting Genetic Algorithm (NSGAII)
[10,11] is applied for the optimization of the “full passive”
wind turbine generator. To take into account the design
constraints in the NSGA-II, the Pareto-dominance rule is
modified as follows:

- if two individuals are non-feasible, the Pareto-dominance
relative to these individuals is applied in the constraint space.
- if two individuals are feasible, the Pareto-dominance
relative to these individuals is applied in the objective space.
- if one individual is feasible and the other non-feasible, the
feasible individual dominates the non-feasible individual.

In this manner, Pareto ranking tournaments between
individuals include the constraint minimization as well as the
objective minimization. Note that in the case of the NSGA-II,
for non-feasible individuals belonging to a given front in the
constraint space, the computation of the /-distance density
estimator is carried out in relation to all constraints [9]. In
this way, niching will occur in the two different spaces (i.e.
constraint and objective spaces) and diversity will be
preserved to avoid premature convergence.

Five independent runs are performed to take into account the
stochastic nature of the NSGA-II. The population size and
the number of non-dominated individuals in the archive are
set to 100 and the number of generations is G=200. Mutation
and recombination operators are similar to those presented in
[10]. They are used with a crossover probability of I, a
mutation rate on design variables of 1/m (m denoting here the
total number of design variables in the problem) and a
mutation probability of 5% for the X-gene parameter used in
the self-adaptive recombination scheme. The surrogate sizing
and simulation models described in the previous section are
exploited to evaluate the constraints and the objectives (i.e.
the useful power and the total wind turbine mass) related to
each individual in the NSGA-II population.
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Fig.7 : The system optimization design process

IV WIND MODEL SYNTHESIS BASED ON STATISTICS

A. Particular time cycle based optimization

A particular time cycle of wind (S,;) can be firstly considered
as typical of a given location as for the example in Fig.8
which is approximated by the following empiric relation (9):

Vi (£) =10+0.25in(0.10%) +2sin0.367) +sin(1.29%) +0.25in(3.66%) (9)
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Fig.8 : A particular time cycle of wind (S,,)

From this time cycle, the following optimization results are
obtained and represented in the Pareto plan as on the power /
speed plan (see Fig. 9). The Pareto plan illustrates the
distance between the initial passive configuration (without
MPPT) proposed in [4] and the set of the best tradeoffs.

Note that numerous individuals on the Pareto front dominate
the initial configuration with a MPPT algorithm as proposed
in [4], due to the additional losses in the DC-DC chopper of
the corresponding “active structure”.

Four particular solutions are displayed on the power / speed
plan showing the capability in terms of natural adaptation of
the “full passive structure” with wind changes.

B. Signal generation from Mixed Weibull-turbulence statistic
Before generating the wind signal from statistics, it is
interesting to make a frequency analysis of the wind system.
Indeed, this analysis allows fixing the frequency range inside
which the wind dynamic (turbulence) has an influence on the

system efficiency. For that purpose, a sinus wave is added to
a constant wind speed:

V., (®) =10+ 3.sin(27f7) (10)
This frequency analysis was made for several typical sizing
solutions obtained in section IV.A, from the optimization
process based on the particular time cycle. As for the
particular solution N°1 represented in Fig.10, the power /
frequency plan is composed of three different zones:
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Fig.10 : Frequency analysis of input & output powers (solution 1)



- The low frequency range (f<40mHz), where the
extracted (input as output) powers remain constant
whatever the frequency. In this range, with a slow wind
variation, a quasi static system behavior is obtained;

- The high frequency range (f> 1Hz), where the extracted
(input as output) powers also remain constant whatever
the frequency. Here, the turbine inertia filters the wind
variations;

- The intermediate frequency range inside which the
extracted power varies with respect to the wind dynamic.

It is important to note that, only the power level changes

while the frequency range (fun—fmw) remains constant

whatever the sizing solution.

From this frequency analysis, it is possible to tune the

parameters of the signal generation process in order to

separate average values of wind speeds and turbulence
components. Indeed, on the one hand, harmonics due to wind
turbulence are only sensitive inside the frequency range

(finin— fmax). On the other hand, the variations of the average

values must be generated with a frequency spectrum below

the minimum frequency.

Statistics on the average values of wind speeds are classically

based on the Weibull distribution [12] represented by the

probability density function f'and the cumulative distribution

function F:

—\ k-1 —\k
f(;)zﬁ(ij eXP{_(Kj }F(V):l—exp{—(wc)k} (11)
c\ ¢C C

where & is a dimensionless shape parameter, ¢ (m/s) is the
scaling factor and y the average value of the wind speed.
Turbulence statistics of wind can be approximated by a
Gaussian white noise with constant spectral density with a
mean value x (typically u = 0) and a variance o,’:

f) =

2
L exp(— A (12)
JZﬂGV 20,
From these two statistical functions, the issue is to generate
random sequences that fulfil the statistical properties i.e. that
respect the f distribution laws. More details about random
sequence generation are provided in [7] for any statistic
function and in [13] for the particular case of a Gaussian
function.
Finally, the wind generation process is described in Fig. 11.
We have chosen to separate the wind speeds with two
components: the average values ¥ and the turbulence Av.
Slow and fast dynamics are respectively sampled at 7, and ¢,.
based on the previous frequency analysis, we have chosen to
sample both components as :

T, =L=25S v t,=——=1s

]rmin f max
From sampled signals, an interpolation with cubic B-splines
functions allows generating continuous signals as in [7].
The accuracy and efficiency of this generation process
depend on several factors as the number of samples or the
interpolation function (linear, cubic, cubic B-splines): the
cubic B-spline has been selected, being the most robust.
Fig.12 shows a comparison between the “theoretical”
distributions from which a “simulation” can be generated.
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Fig.11 : Wind profile generation process from statistics
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V THE OPTIMIZATION ROBUSTNESS VS WIND

In order to characterize the robustness of the design process,
the optimization results obtained from the particular wind
cycle (see S,; on Fig.8) are compared with the one obtained
from the signal generator based on this mixed Weibull —
Turbulence wind statistics (S,,). The characteristics (min,
max, mean value and cubic mean speeds) are summarized on
Table 2. Note that, even if the mean speed values are nearly
the same, the energetic content of both wind patterns differs
as expressed by the cubic mean speed which is 30% greater
for S, than for S,;.

TABLE II: Characteristics of the generated wind signals

Signal | k¢ o Vinin Vimax v=<y> | <>
Sui Eq.9 6.64 13.26 10.00 | 1078.5
S\ 9/3.2/0.1 0.37 18.82 9.84 1286.6

As presented in section III, a common optimization process
is applied for both wind cycles with the system modeling of
section II. Regarding the energetic content of each wind
cycle, it is not surprising to find out a difference in the Pareto
front. Indeed, for S,,, the output power is greater than for S;.
However, it is more typical to observe the robustness of the
results. This can be done by comparing the solutions



optimized with a given profile (for example S,;) with others
optimized from the other wind pattern, for example S,,, but
simulated on the S, profile as presented in Fig.13. Although
being optimized with two completely different wind patterns,
both solutions are very close which put forward the optimal
solution robustness in relation to wind cycles. This
conclusion is confirmed by the results of Table 3 which
compares the design variables obtained from both wind
patterns for three particular solutions (1,2,3) in the Pareto
plan (see Fig.13).

V. CONCLUSION

In this paper, authors have proposed a “low cost full
passive structure” of a wind turbine system. An efficient
operation of such device can be obtained only if design
parameters are conveniently set from a system viewpoint. For
that purpose, an optimization process has been presented and
has proved its efficiency. In particular a wind profile
generation process mixing Weibull and turbulence statistics
has been defined. The optimization results are compared with
those obtained from a particular but typical time cycle of
wind speed and put forward the design robustness.
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Fig.13 : Comparison of solutions optimized from S,; & S,, but both
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TABLE III: Optimization parameters obtained from S,; & S,
for three particular solutions

Solution 1 2 3
Parame‘?erg/ profile S Sin S S S S
B, (Tesla) 19 19|19 19 |149 139
J, (A/mm°) 499 50 | 483 492|349 338
Nepp 4 4 5 5 5 5
p 7 7 4 4 3 3
P (W) 572 621 | 654 624 | 672 654.
R, 102 1.17]0.65 0.66 | 0.52 0.88
Vaim (V) 649 706|762 776|952 86
Qi (rad/s) 179 18 | 175 168 | 166 17
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