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[1] An assessment of the fifth Coupled Models Intercomparison Project (CMIP5) models’
simulation of the near-surface westerly wind jet position and strength over the Atlantic,
Indian and Pacific sectors of the Southern Ocean is presented. Compared with reanalysis
climatologies there is an equatorward bias of 3.3� (inter-model standard deviation
of� 1.9�) in the ensemble mean position of the zonal mean jet. The ensemble mean
strength is biased slightly too weak, with the largest biases over the Pacific sector
(�1.4� 1.2m/s, �19%). An analysis of atmosphere-only (AMIP) experiments indicates
that 28% of the zonal mean position bias comes from coupling of the ocean/ice models to
the atmosphere. The response to future emissions scenarios (RCP4.5 and RCP8.5) is
characterized by two phases: (i) the period of most rapid ozone recovery (2000–2049)
during which there is insignificant change in summer; and (ii) the period 2050–2098 during
which RCP4.5 simulations show no significant change but RCP8.5 simulations show
poleward shifts (0.33, 0.18 and 0.27�/decade over the Atlantic, Indian and Pacific sectors,
respectively), and increases in strength (0.07, 0.08 and 0.15m/s/decade, respectively). The
models with larger equatorward position biases generally show larger poleward shifts (i.e.
state dependence). This inter-model relationship is strongest over the Pacific sector
(r=�0.91) and weakest over the Atlantic sector (r=�0.39). An assessment of jet structure
shows that over the Atlantic sector jet shift is not clearly linked to indices of jet structure
whereas over the Pacific sector the distance between the sub-polar and sub-tropical
westerly jets appears to be important.
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1. Introduction

[2] In recent decades, the climatological maximum in
near-surface (10m) westerly winds over Southern
Hemisphere mid latitudes (referred to hereinafter as the ‘sur-
face jet’) has shifted polewards and strengthened. Current
modelling and observational evidence suggests that this is
largely in response to the depletion of stratospheric ozone
with an additional contribution from greenhouse gas
(GHG) concentration increases [Thompson and Solomon,
2002; Shindell and Schmidt, 2004; Arblaster and Meehl,
2006; Roscoe and Haigh, 2007; Yang et al., 2007]. In the
ocean, the influence of these atmospheric changes has been
linked to changes in sea ice, eddy kinetic energy, sea surface

temperature (SST), mixed-layer depth and circulation [Hall
and Visbeck, 2002; Meredith and Hogg, 2006; Sen Gupta
and England, 2006; Verdy et al., 2006; Ciasto and
Thompson, 2008; Sallee et al., 2008, 2010; Stammerjohn
et al., 2008; Thompson et al., 2011; Wang et al., 2011]. In
addition, changes in the upper ocean associated with wind
forcing may have had an impact on carbon uptake and
storage in the Southern Ocean, both directly, through
upwelling and outgassing [e.g. Le Quere et al., 2007] and in-
directly, by influencing nutrient cycles and phytoplankton
activity [Lovenduski and Gruber, 2005; Lovenduski et al.,
2007; Sallee et al., 2010]. An accurate representation of
the surface westerly winds at southern mid-latitudes is there-
fore critical to many aspects of the coupled climate system.
[3] In terms of future projections, most of the recent and

current generation of climate models exhibit a poleward shift
and strengthening of the Southern Hemisphere surface jet in
response to greenhouse gas (GHG) increases [Fyfe and
Saenko, 2006; Miller et al., 2006; Bracegirdle et al., 2008;
Wilcox et al., 2013]. However, model studies including pro-
jected future ozone recovery have indicated that in austral
summer (DJF) the response of the surface jet to GHG
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increases may be largely cancelled out by the response to
ozone recovery during the first half of the 21st century
[Miller et al., 2006; Son et al., 2010; Arblaster et al.,
2011; Polvani et al., 2011]. A key advance of the climate
models contributing to the recently compiled Coupled
Model Intercomparison Project phase 5 (CMIP5) dataset
[Taylor et al., 2012] is the universal inclusion of the repre-
sentation of stratospheric ozone changes, which was omitted
from some of the CMIP3 models. In addition, most of the
CMIP3 models did not have a well-resolved stratosphere
[Karpechko et al., 2008], whereas the CMIP5 ensemble
includes a number of so-called “high top” models with an
upper boundary at or above 1 hPa. In addition, 12 of the
CMIP5 models have a latitudinal grid spacing in the atmo-
sphere of 1.5� or less (see Table 1) compared with only
two of the CMIP3 models [Maloney and Chelton, 2006];
increased latitudinal resolution has been linked in some
modelling studies to reductions in the climatological posi-
tion bias of the surface jet [Guemas and Codron, 2011;
Hourdin et al., 2012]. These three developments make the
CMIP5 ensemble of models more suitable than earlier
generations for assessing the response of the Southern
Hemisphere jet to future climate change scenarios.
[4] The focus of this study is on the projections of surface

winds, for which variations in present-day climatology and
projected change are of great importance in understanding

impacts on, and interactions with, the ocean. While a num-
ber of studies have focussed on the response of zonal mean
tropospheric winds in coupled climate models [e.g. Wilcox
et al., 2013], here we assess the Atlantic, Indian and Pacific
sectors individually. We are motivated to do this for two
reasons. The first is that it is important to understand the
longitudinal differences to assess the impact of the surface
winds on the ocean, and in particular on carbon uptake
[Sallee et al., 2010]. The second is that different mechan-
isms may contribute to changes in the surface jet in different
sectors. For example, the atmospheric wave breaking char-
acteristics vary zonally [Wang and Magnusdottir, 2011;
Barnes and Hartmann, 2012], which is in part a
consequence of the longitudinal variations in orography as-
sociated with South America and South Africa [Inatsu and
Hoskins, 2004]. From a storm-track perspective, a major
cyclogenesis region over the orography of South America
triggers baroclinic eddies that follow a spiral track around
the whole Southern Ocean towards Antarctica in the Pacific
sector [Hoskins and Hodges, 2005]. A secondary smaller
genesis region over Australia and New Zealand feeds into
the Pacific storm track. This is partially reflected in the
time-mean westerly wind field, which shows a maximum
at lower latitudes in the Pacific compared to the Atlantic
(Figure 1). These zonal asymmetries in the storm track are
much more pronounced in winter and are thought to be

Table 1. CMIP5 Model Detailsa

(Model number) Model Name
Historical Run

Numbers (ua; uas; ta)
RCP4.5 Run
Numbers (uas)

RCP8.5 Run
Numbers (uas; ta)

Vertical Levels
(model top)

Latitudinal
Grid Spacing Ozone

(1) ACCESS1.0* 1;1;1 1 1;1 38 (4 hPa) 1.25� PCS

(2) ACCESS1.3* 1;1;1 1 1;1 38 (4 hPa) 1.25� PCS

(3) BCC-CSM1.1 1–3;1–3;1–3 1 1;1 26 (2.9 hPa) 2.8� PC

(4) BCC-CSM1.1(m) 1–3;1–3;1 1 1;1 26 (2.9 hPa) 1.0� PC

(5) BNU-ESM* 1;1;1 1 1;1 26 (2.9 hPa) 2.8� O
(6) CanESM2 1–5;1–5;1 1–5 1–5;1–5 35 (1 hPa) 2.8� PLR

(7) CMCC-CM* 1;1;1 1 1;1 31 (10 hPa) 0.75� PCS

(8) CMCC-CMS 1;1;1 1 1;1 95 (0.01 hPa) 1.8� PCS

(9) CNRM-CM5* 2–9; 2–9; 2–9 1 1–2,4,6,10; 31 (10 hPa) 1.4� I
2,4,6,10

(10) CSIRO-Mk3.6.0* 1–10; 1–10; 1–10 1–10; 1–10 18 (4.52 hPa) 1.9� PC

1–10
(11) FGOALS-s2* 1–3;1–3;1 2–3 1–3;1 26 (2.2 hPa) 1.7� PC

(12) GFDL-CM3 1–5;1–5;1–5 1 1;1 48 (1 hPa) 1.8� I
(13) GFDL-ESM2G 1;1;1 1 1;1 24 (3 hPa) 2.0� PC

(14) GFDL-ESM2M 1;1;1 1 1;1 24 (3 hPa) 2.0� PC

(15) GISS-E2-H (p1) 1–5;1–5;1–5 1–5 1;1 40 (0.1 hPa) 2.0� PRW-L

(16) GISS-E2-R (p1)* 1–6; 1–6; 1–6 1–6 1; 1 40 (0.1 hPa) 2.0� PRW-L

(17) HadGEM2-CC 1; 1–3; 1–3 1 1; 1–3 60 (0.006 hPa) 1.25� PCS

(18) HadGEM2-ES/A* 1–4; 1–4; 1–4 1–4 2; 1–4 38 (4 hPa) 1.25� PCS

(19) INM-CM4* 1; 1; 1 1 1; 1 21 (10 hPa) 1.5� P C

(20) IPSL-CM5A-LR* 1–4; 1–4; 1–4 1–4 1–4; 1–4 39 (0.04 hPa) 1.9� O
(21) IPSL-CM5A-MR* 1–2; 1; 1 1 1; 1 39 (0.04 hPa) 1.3� O
(22) IPSL-CM5B-LR* 1; 1; 1 1 1; 1 39 (0.04 hPa) 1.3� O
(23) MIROC-ESM 1–3; 1–3; 1–3 1 1; 1 80 (0.0036 hPa) 2.8� PK

(24) MIROC-ESM-CHEM 1; 1; 1 1 1; 1 80 (0.0036 hPa) 2.8� I
(25) MIROC5* 1; 1–4; 1–4 1–3 1–3; 1–3 56 (3 hPa) 1.4� PK

(26) MPI-ESM-LR* 1–3; 1–3; 1–3 1–3 1–3; 1–3 47 (0.01 hPa) 1.9� PCS

(27) MPI-ESM-MR* 1–3; 1–3; 1–3 1–3 1; 1 95 (0.01 hPa) 1.8� PCS

(28) MRI-CGCM3* 1–5; 1–5; 1–5 1 1; 1 48 (.01 hPa) 1.1� PCS

(29) NorESM1-M* 1–3; 1–3; 1–3 1 1; 1 26 (2.9 hPa) 1.9� PL

aHere those in bold are classified as high topmodels (with model tops at or above 1 hPa). Asterisks indicate the subset of 18models used in theAMIP / historical
comparisons. The different realization (“run”) numbers are shown in the 2nd, 3rd and 4th columns. For the stratospheric ozone representation “I”, “P” and “O”
denote interactive, prescribed and offline chemistry climate model, respectively. The different prescribed datasets are indicated by the following superscripts: (i) C
denotes Cionni et al. [2011]. (ii) CS denotes Cionni et al. [2011] with a solar cycle added in the future. (iii) RW-L denotes Randel and Wu [2007] up to 1997,
constant between 1997 and 2003 then linear increase to 1979 concentration by 2050. (iv) L denotes Lamarque et al. [2011]. (v) K denotes Kawase et al.
[2011]. (vi) LR denotes future stratospheric concentrations determined by combining two terms in a multiple linear regression analysis.
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caused in part by asymmetries in tropical SSTs and conse-
quent forcing [Inatsu and Hoskins, 2004]. Local forcing is
also a major contributor to zonal asymmetries, for example
the maximum in time mean zonal wind over the Indian
sector (see Figure 1) is largely caused by a local maximum
in the pole-to-equator SST gradient [Inatsu and Hoskins,
2004; Hoskins and Hodges, 2005].
[5] In this study we assess present-day skill and projected

changes simulated by the CMIP5 models. As part of this as-
sessment we address the question of whether the skill and
projected changes in models with a good representation of
the stratosphere differs from those with a relatively poorly
resolved stratosphere. We also examine whether there is a
‘state dependence’ in the model responses, following a num-
ber of recent studies which have found that climate models
with a larger poleward shift in response to GHG increases
generally exhibit a larger equatorward bias in their present-
day mean state [Kidston and Gerber, 2010; Son et al.,
2010]. In particular the theoretical implications of differ-
ences in state dependence characteristics across different
ocean sectors are investigated.
[6] This paper is structured as follows. In the next section

(Section 2) the model and reanalysis datasets are described.
In Section 3 the results are presented followed by discussion
and conclusions in Section 4.

2. CMIP5 Model Data and Jet Diagnostics

[7] Data from the CMIP5 models were assessed in this
study. Throughout this study we quote the inter-model
spread of the results, however we note that some of the
models included in the study are very similar (e.g. the
IPSL-CM5A-LR and IPSL-CM5A-MR models differ pre-
dominantly only in their horizontal grid). The required
variables were downloaded from the CMIP5 data archive.
These are: westerly wind on pressure levels (“ua”), 10-metre
westerly wind (“uas”) and temperature on pressure levels
(“ta”). The CMIP5 simulations and forcing scenarios used

are shown in Table 1. In general more than one realization is
available for a given model and a given scenario (i.e. the same
model is run more than once with the same forcing). Where
more than one realization is available (indicated in Table 1),
the mean of those realizations is used. Before analysis the cli-
mate model and reanalysis data were bi-linearly interpolated
onto the HadGEM2-ES horizontal grid (1.875� longitude
1.25� latitude) to allow direct comparison.
[8] The jet strength is defined as the climatological maxi-

mum in the zonal mean 10m westerly wind component in
the Southern Hemisphere and the jet position is defined as
the latitude of this maximum. A cubic spline interpolation
is used to quantify the maximum and determine its latitude
from the gridded data. In addition to zonal mean diagnostics,
ocean sectors are assessed separately. The sectors are
defined by longitude ranges as follows: Atlantic sector
(290�–20�), Indian sector (20�–150�) and Pacific sector
(150�–290�), which are indicated in Figure 1.
[9] For comparisons to reanalysis datasets, data from the

“historical” forcing simulations were used. The historical
simulations are fully coupled experiments that are forced
by observed 20th century variations of important climate
drivers such as GHGs, ozone, aerosols and solar variability.
For assessments of future change, two scenarios were
assessed: Representative Concentration Pathway (RCP) 4.5
and RCP 8.5, for which the numbers refer to approximate
estimates of radiative forcing at the year 2100. RCP4.5 is a
medium mitigation scenario and RCP8.5 is a high emissions
scenario. A full range of anthropogenic climate drivers are
included in the RCP scenarios (GHGs, aerosols, chemically
active gases and land use) along with a repeating 11-year
solar cycle (repeating solar cycle 23), which are detailed in
Meinshausen et al. [2011]. Recommended pathways for
both concentration and emissions of GHGs are provided,
since both atmosphere-ocean general circulation models
and Earth system models (ESMs) are included in CMIP5.
[10] The CMIP5 models assessed here include representa-

tions of stratospheric ozone changes across both the histori-
cal and RCP scenarios. However, only seven follow the
recommended time series of Cionni et al. [2011] and the
others are based on a range of different methods and
datasets, which are listed in Table 1. Wilcox et al. [2013,
submitted to JGR-Atmospheres] show that the ozone
concentrations above Antarctica qualitatively follow the
changes seen in the Cionni et al. [2011] time series, but with
a relatively large spread in absolute concentrations and
differences in the rate of 21st century recovery.
[11] The observationally constrained European Centre for

Medium Range Weather Forecasts (ECMWF) ERA-Interim
reanalysis dataset [Dee et al., 2011] was used to assess the
skill of the models at reproducing present-day climate.
Recent studies have found ERA-Interim to be the most
reliable reanalysis over Antarctica [Bromwich et al., 2011;
Bracegirdle and Marshall, 2012]. Over the Southern Ocean
there are few observations and some uncertainty over the
comparative accuracy of near-surface wind datasets, but
with indications that ERA-Interim is the most reliable of
contemporary reanalyses [Kent et al., 2013; Swart and Fyfe,
2012]. We also compared the results with those derived from
other recent reanalyses, NCEP Climate Forecast System
Reanalysis (CFSR) [Saha et al., 2010] and the NASA
Modern Era Retrospective-Analysis for Research and

Figure 1. Climatological annual mean westerly 10m wind
from ERA-Interim for the period 1979–2010. The solid
straight lines indicate the divisions between the Atlantic,
Indian and Pacific sectors. The sectors are defined by longitude
ranges as follows: Atlantic sector (290�–20�), Indian sector
(20�–150�) and Pacific sector (150�–290�).
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Applications (MERRA) [Rienecker et al., 2011]. This gives
a measure of the uncertainty in estimates of the actual wind
that is probably a slight underestimate of the true observa-
tional uncertainty [Kent et al., 2013].
[12] Assessment of the skill of the atmospheric compo-

nent of the CMIP5 models included a comparison between
ERA-Interim and the “AMIP” atmosphere-only CMIP5
simulations. In the AMIP simulations, SST and sea ice con-
centration are specified based on monthly observations
[Hurrell et al., 2008]. For use as boundary conditions the
monthly mean SST data are interpolated to daily values
[Taylor et al., 2000]. In all other respects (such as GHG
and ozone concentrations) the AMIP runs are the same as
the historical coupled runs.

3. Results

3.1. Mean State Skill

[13] The climatological zonal mean annual mean westerly
10m wind from historical CMIP5 model runs is shown in
Figure 2a. Compared with ERA-Interim, the ensemble mean
position of the surface jet in the CMIP5 models shows an
equatorward bias of 3.3� 1.9� in latitude (where the range
shown is the inter-model standard deviation). Every ensem-
ble member shows an equatorward bias, ranging from 0.4�
in NorESM1-M to 7.7� in IPSL-CM5A-LR. There is a large
spread in climatological jet strength in the models, with
values ranging from 5.0 to 9.7m s�1. The weak negative
ensemble mean strength bias of �0.4� 1.0m s�1 is small
compared with the inter-model standard deviation. The skill
of the models in reproducing observed position and strength

varies: for example, the NorESM1-M model is the most
accurate in terms of position but shows the second largest
positive strength bias.
[14] For ocean-atmosphere interactions it is important to

consider how wind biases are distributed across the different
ocean basins; this is also useful to help elucidate the
processes leading to the biases. From Figure 2b–d it is clear
that the characteristics of position and strength vary across dif-
ferent sectors of the Southern Ocean. The most notable feature
is the contrast between large equatorward biases in surface jet
position over the Indian (3.4� 1.6�) and Pacific (3.3� 2.7�)
sectors (Figures 2c and 2d, respectively) and a small bias over
the Atlantic sector (1.4� 1.5�). Despite the large position bias
over the Indian sector, the ensemble mean jet strength agrees
closely with ERA-Interim (bias of 0.1� 1.0m s�1). Agree-
ment in jet strength is also good over the Atlantic sector (bias
of 0.3� 1.0m s�1), however it is too weak over the Pacific
sector (bias of �1.4� 1.2m s�1). Other recently produced
reanalysis datasets (MERRA and CFSR) show results in very
good agreement with those based on ERA-Interim (Figure 2).
Even taking into account the fact that the observational uncer-
tainties are probably larger than the inter-reanalysis differences
shown here [Kent et al., 2013], it is clear that the inter-CMIP5
differences dominate the comparisons.

3.2. Relative Skill of Coupled and Atmosphere-Only
Simulations

[15] The surface jet is associated with the mid-latitude
storm track, which is driven by baroclinic eddies. Many fac-
tors, both local and remote, can exert an influence on the

Figure 2. (a) Zonalmean annualmean 10mwesterlywind climatology for the period 1985–2004 as a function
of latitude. (b), (c) and (d) show the same but for the Atlantic, Indian and Pacific sectors, respectively (note the
different scales on the y axes). The colored solid and dashed lines indicate the CMIP5 models with overlaid star
symbols indicating high-top models. The black solid, dotted and dashed lines show output from ERA-Interim,
CFSR and MERRA, respectively. The arrows indicate double maxima exhibited by model 28 (MRI-CGCM3).
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climatological location and strength of the baroclinic eddies and
the associated jet. Thus determiningwhat aspects of the coupled
models might lead to the biases in the surface jet is not straight-
forward, particularly in a coupled modelling framework.
[16] To investigate the importance of lower boundary

effects in influencing surface jet biases we compared the
results from the atmosphere-only (AMIP) simulations of
the CMIP5 models with the coupled simulations for the “his-
torical” scenario. In general the AMIP simulations show
greater skill in reproducing the observed surface jet position
when compared with the coupled “historical” simulations
(Figure 3). For the subset of 18 AMIP simulations available
at time of writing, the ensemble mean equatorward bias of

the annual mean climatological surface jet is 28% smaller
than for the corresponding coupled historical simulations
(2.4� compared with 3.4�) (Figure 4a). The standard devia-
tion of the inter-model spread is also smaller, 1.9� compared
with 2.2�. However, the reduction in position bias in the
AMIP simulations is much greater in some models than
others (Figure 4a) and notably increases in model 22
(IPSL-CM5B-LR). As might be expected, the largest and
most significant differences between the AMIP and histori-
cal simulations occur over the Indian and Pacific sectors,
where the historical equatorward biases are large and signif-
icant (Table 2). Here, the ensemble mean AMIP biases are
21% and 31% smaller, respectively. In terms of the surface
jet strength, the differences between AMIP and historical
simulations are generally smaller (Figure 4b). The only
sector with a significant historical strength bias is the Pacific
sector and here the AMIP simulations also exhibit a smaller
difference (20% reduction in bias) compared to jet position
(Table 2). The most accurate of the AMIP simulations in
terms of jet strength is HadGEM2-A, with a root mean
squared bias of zonal mean westerly wind of 0.7m s�1 (for
grid-points between 80�S and 30�S).

3.3. Changes During the 20th and 21st Century in the
Zonal-Mean and in the Atlantic, Pacific and Indian
Ocean Sectors

[17] In most of the CMIP5 models the zonal mean annual
mean surface jet changes significantly over the period 1900
to 2100 (Figure 5, for which the historical and RCP8.5 simu-
lations were joined to create a continuous time series). Most
models show a poleward shift and all models show a
strengthening of the surface jet from the late 20th century
and through the 21st century following the RCP8.5 scenario.
However, in some models, the changes are small and insig-
nificant. There is no clear change in the width of the surface
jet in any of the models (dashed lines in Figure 5).

Figure 3. Data from atmosphere-only (AMIP) simulations
showing zonal mean annual mean 10m westerly wind cli-
matology for the period 1985–2004. Following Figure 2,
the colored solid and dashed lines indicate the AMIP models
with overlaid star symbols indicating high top models. The
black solid line shows output from ERA-Interim.

Figure 4. The surface jet position (a) and strength (b) in the subset of 18 AMIP simulations (triangles)
and in the fully coupled historical simulations of the same models (squares). High top models are shown in
blue and low top in red. The period 1985–2004 was used for calculations. The dashed line shows the mean
of the coupled simulations, the dotted line shows the mean of AMIP simulations and the solid line shows
the value derived from ERA-Interim.
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Table 2. Mean and Inter-model Standard Deviation of Biases in Jet Position and Strength for the Subset of 18 AMIP Models and the
Corresponding Coupled “Historical” Simulationsa

Zonal Mean Atlantic Sector Indian Sector Pacific Sector

Historical position bias (degrees) 3.4� 1.9 1.4� 1.6 3.3� 1.6 3.2� 2.3
[3.3� 1.9] [1.4� 1.5] [3.4� 1.6] [3.3� 2.7]

AMIP position bias (degrees) 2.4� 2.2 0.7� 2.3 2.6� 2.3 2.2� 1.8
Historical strength bias (m s�1) �0.5� 1.2 0.3� 1.1 0.0� 1.2 �1.5� 1.4

[�0.4� 1.0] [0.3� 1.0] [0.1� 1.0] [�1.4� 1.2]
AMIP strength bias (m s�1) �0.3� 1.2 0.4� 1.1 0.1� 1.1 �1.2� 1.4

aHere differences are for annual mean climatologies over the period 1985–2004 defined relative to ERA-Interim. For reference the equivalent diagnostics
for all 29 coupled CMIP5 models are shown in square brackets.

Figure 5. Latitude/time plots of annual mean zonal mean 10m westerly wind between 1900 and 2099.
The historical simulations are used up to 2005 and the RCP8.5 simulations are used from 2006 to 2099.
For each model the mean of all available ensemble members is used. The solid line shows the latitude of
the maximum. The dashed lines show the latitudes where the values are half of the maximum. The lines
are smoothed using a 10-year moving average.
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[18] The ensemble mean shifts in surface jet latitude are
shown in Figure 6 for RCP4.5 and RCP8.5. Three main
phases are seen in jet position shift. First, during the period
of ozone depletion from the 1960s to ~2000 [Cionni et al.,
2011] the annual mean jet position exhibits a poleward shift
across all three sectors (Figure 6a,d). The 1960–1999 linear
trends range from 0.18� decade�1 over the Indian sector to
0.27� decade�1 over the Atlantic sector, with a large but
not statistically significant trend of 0.30� decade�1 over the
Pacific sector (Figure 7a). Then, in the second phase, this
shift in annual mean jet latitude is reduced in the first half
of the 21st century in both RCP4.5 and RCP8.5 (Figures 6
and 7), during the period of most rapid simulated recovery
of stratospheric ozone. Finally in the third phase, after ap-
proximately 2050 there is a large divergence between the

jet shifts of the scenarios, with RCP4.5 still showing little
change and RCP8.5 showing large and significant poleward
shifts ranging from 0.18� decade�1 over the Indian sector to
0.33� decade�1 over the Atlantic sector (Figures 6 and 7). In
summer (DJF) (Figures 6b, e and 7) the jet shifts are qualita-
tively similar to the annual mean, with a halt in significant
poleward shift that coincides with the simulated period of
stratospheric ozone recovery in the future scenarios. A sim-
ilar summer cancellation between the effects of GHG
increases and ozone recovery is evident in previous studies
of other climate models and model inter-comparisons [Son
et al., 2010; Polvani et al., 2011; Arblaster et al., 2011]
and is seen in other jet position diagnostics of the CMIP5
models [Wilcox et al., 2013]. In winter (JJA) (Figure 6c,f)
the shifts broadly reflect changes in radiative forcing in the

Figure 6. Time series of the latitude of the Southern Hemisphere surface jet. The period 1900–2005 is taken
from historical simulations and the period 2006–2099 is taken from future scenarios RCP8.5 (a–c) and
RCP4.5 (d–f). Ensemble means are shown for the Atlantic sector (dotted lines), Indian sector (dashed lines)
and Pacific sector (dashed-dotted lines). Annual mean (a, d), summer (December–February) (b, e) and winter
(June–August) (c, f) values are shown. The lines are smoothed using a 10-year moving average.

Figure 7. Linear ensemble mean poleward trends in position with the model projections based on (a) the
RCP8.5 scenario and (b) the RCP4.5 scenario for annual mean (‘ANN’), summer (‘DJF’) and winter
(‘JJA’). For each time period and season the trends for each ocean sector are plotted with the specific time
period labelled below. Bold symbols indicate significant trends (significance indicates that the ensemble
mean trend is larger than the inter-model standard deviation). Before calculating trends, the period
1900–2005 (taken from historical simulations) and the period 2006–2099 (taken from the RCP projec-
tions) were joined into a continuous time series.
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RCP scenarios. However, the winter trends are not signifi-
cant in any sector or time period (Figure 7a), which is
probably a consequence of the fact that the winter time-mean
surface jet is wider and more difficult to define. In particular,
there is a double jet structure over the Pacific sector
(Figure 8), which makes it difficult to unambiguously iden-
tify a sub-polar jet in some models. In the annual mean
and summer season the poleward jet shifts are largest over
the Atlantic sector and smallest over the Indian sector.
[19] The characteristics of the ensemble mean 20th and

21st century changes in jet strength vary considerably across
the ocean sectors (Figures 9 and 10). In all sectors the
increases approximately reflect the radiative forcing scenar-
ios, with stabilisation by 2100 in RCP4.5 and continued
increases through 2100 in RCP8.5. Over the Pacific sector
the simulated linear trends for the period 2050–2098 follow-
ing RCP8.5 are dramatic (0.15m s�1 decade�1), about dou-
ble the trends seen over the Atlantic (0.07m s�1 decade�1)
and Indian (0.07m s�1 decade�1) sectors. The increases in
winter (JJA) are also consistent with radiative forcing by
GHGs, but with the strongest response over the Indian sector
(Figure 9c, f). Again, the response over the Atlantic sector is
considerably weaker and the trend is not significant in any of

the periods considered. As was seen in the jet position diag-
nostics, the periods of ozone depletion and recovery are
clearly evident in the summer season (DJF) (Figure 9b, e).
Over the historical period there is a distinct increase in
strength over the period 1960–1999 in the ensemble mean
(Figure 10), which is consistent with the observed increases
in polarity of the SAM over the same period [Marshall,
2003]. In the first half of the 21st century in summer (DJF)
the changes are not significant in either the RCP4.5 or
RCP8.5 simulations, whereas the winter (JJA) changes are
significant over the Indian sector. This indicates that the
stratospheric ozone recovery and GHG forcing responses
approximately cancel in summer. In the second half of the
21st century the RCP8.5 scenario results in a period of
further jet strengthening in both summer and winter as the
rate of ozone recovery diminishes and GHG concentrations
rapidly increase. As in the annual mean, the ensemble mean
trend over the Pacific sector for RCP8.5 in summer is
approximately twice as large as for the Atlantic sector.

3.4. High and Low-Top Models

[20] The projected changes documented in the previous
section show a wide range of responses among the different
models. Previous studies have shown clear differences in
circulation response to GHG forcing when models with an
upper boundary at or above 1 hPa (“high top” models) are
compared to those with a lower-altitude “low top”. Under
increased GHG concentrations, a stronger increase in the
Brewer Dobson circulation is seen in high top models,
which cannot be captured in low-top models [Scaife et al.,
2012; Karpechko and Manzini, 2012]. Scaife et al. [2012]
suggest that resulting differences in changes in vertical wind
shear (and, by thermal wind balance, the meridional temper-
ature gradients) at the tropopause influence the structure of
baroclinic eddies in the troposphere [e.g. Kushner et al.,
2001; Chen and Held, 2007; Wittman et al., 2007; Kidston
et al., 2011] and consequently the strength and position of
the tropospheric jet. Consistent with this, Wilcox et al.
[2013] have shown that those CMIP5 models with a largerFigure 8. As in Figure 2d, but for winter (June–August).

Figure 9. As in Figure 6 but for jet strength.
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increase in their upper-level equator-to-pole summer temper-
ature gradient also exhibit larger poleward shifts of the
summer tropospheric jet at 500 hPa. We therefore now
investigate whether there is a difference between the
high and low top models in their projections of both position
and strength of the surface jet across the Atlantic, Indian and
Pacific sectors.
[21] The results show that on average the high top models

exhibit a larger equatorward bias in present-day annual-

mean jet position and a larger 21st century poleward shift
(blue stars in Figure 11) compared to low top models (red
crosses in Figure 11). This difference is nominally statisti-
cally significant at the 5% level over the Pacific sector
(1.5�, p= 0.03). However, it should be noted that of the high
top models with large biases and shifts, two closely related
model groups, 20–21–22 and 23–24, could be considered
as single models. When taking this into consideration the dif-
ference is no longer statistically significant (0.7�, p=0.13).

Figure 10. As in Figure 7 but for jet strength.

Figure 11. (a) Scatter plot of historical annual mean surface jet position versus 21st century change in
the CMIP5 models. (b), (c) and (d) show the same but for the Atlantic, Indian and Pacific sectors, respec-
tively. For the CMIP5 model results the mean over period 1960–1999 is used for the historical time slice
and the mean over the period 2059–2098 is used for the future time slice, which is taken from the RCP8.5
scenario. The blue stars indicate high top models and the red plus signs indicate low top models. The solid
vertical line shows the jet position calculated from ERA-Interim over the period 1979–1999. The vertical
dashed line shows the CMIP5 historical ensemble mean and the horizontal dashed line shows the ensem-
ble mean change. The correlations are shown in the top right-hand corner of each plot.

BRACEGIRDLE ET AL.: CMIP5 SOUTHERN OCEAN SURFACE WINDS

555



Similarly, in terms of annual-mean jet strength a few high top
models show larger change but overall high-top/low-top dif-
ferences were found to be small in terms of present-day bias
or projected 21st century change (not shown).
[22] Consistent with analysis of the DJF zonal mean jet

position conducted by Wilcox et al. [2013], we find that
high/low top differences in jet shift are linked primarily to
differences in tropical upper-tropospheric temperature change,
which appear to influence the surface jet by altering the upper-
level meridional temperature gradient (followingWilcox et al.
[2013] we define this as the difference between temperature at
250 hPa between 25�S and 0� and temperature at 150 hPa
between 90�S and 75�S). This is seen in inter-model correla-
tions between jet shift and tropical temperature change, which
are significant across the ocean sectors (Table 3). However,
correlations between jet shift and polar temperature change
are insignificant over the Indian and Pacific sectors.
[23] More mixed results relating to high/low top differ-

ences in jet strength change are seen in Table 3, based on
21st century changes following the RCP8.5 scenario. Over
the Atlantic sector the results are similar to those based on
jet shift, whereby the high top models show a larger change
that is significantly correlated with tropical warming (and
the change in meridional temperature gradient). This can
be contrasted with the Pacific and Indian sectors, where
changes in strength are less strongly correlated with tropical
temperature change (Table 3).

3.5. Jet Shift and State Dependence

[24] In addition to inter-model differences in tropical
warming and stratospheric response, feedbacks within the
troposphere are likely to be an important source of inter-
model spread in projected jet shift. Such feedbacks have

been used to explain state dependence in jet position,
whereby larger future jet position changes are associated
with models with larger present day jet position bias
(Figure 11). A large negative correlation is clear in all basins
and has already been highlighted in assessments of zonal
mean diagnostics in previous coupled climate model com-
parisons [e.g. Kidston and Gerber, 2010]. The inter-model
correlation between present-day position and projected 21st
century change is �0.58 for the RCP8.5 scenario
(Figure 11a). For comparison with Kidston and Gerber
[2010] we define 21st century change as differences as
between 2059–2098 in the RCP8.5 scenario simulations
and 1960–1999 in the historical simulations. For the zonal
mean jet position we find similar correlations to Kidston
and Gerber [2010], with the largest correlation in winter
(r=�0.91), a weak correlation in summer (r =�0.23) and
strong correlations in autumn and spring (Table 4). How-
ever, this state dependence is not consistently evident in
annual mean jet position across the different ocean sectors.
Over the Atlantic sector the correlation is relatively weak
(r=�0.39) compared with the correlations over the Indian
sector (r=�0.50) and Pacific sector (r=�0.91). The Pacific
sector gives the strongest correlations in autumn, winter and
spring and all sectors show weak correlations in summer.
The weak spring and winter correlations over the Atlantic
are conditional on omitting model 28 (MRI-CGCM3),
which is an influential outlier due to jumps between two
maxima in westerly wind (which is indicated in the annual
mean shown in Figure 2b). For jet strength the state depen-
dence is generally weaker than for position (Table 4). The
only significant correlation occurs over the Indian sector
in winter (r =�0.49).
[25] The zonally varying state dependence characteristics

raise the question of whether different mechanisms might

Table 3. Correlations Between Northward Change in Annual Mean Surface Jet Position and Change in Annual Mean Temperature
Following the RCP8.5 Scenarioa

Zonal Mean Atlantic Sector Indian Sector Pacific Sector

Position Strength Position Strength Position Strength Position Strength

Tropical-polar �0.73 0.57 �0.77 0.65 �0.56 0.36 �0.26 0.59
(�0.52*)

Tropical �0.58 0.49 �0.58 0.80 �0.64 0.29 �0.38 0.46
Polar 0.56 �0.38 0.60 �0.14 0.24 �0.28 0.02 �0.45

aHere the tropical temperature is defined as the zonal or sector mean at 250 hPa between 25�S and 0� and the polar temperature is defined at 150 hPa between
90�S and 75�S. The changes are defined as time slice difference between the periods 2059–2098 in the RCP8.5 scenario and 1960–1999 in the historical forcing
simulations. Bold indicates significance at the 5% level based on a two-tailed test. The asterisk indicates a correlation coefficient with model 22 omitted.

Table 4. Correlations Between Present-day Mean and Projected 21st Century Change in Jet Position and Strengtha

Zonal Mean Atlantic Sector Indian Sector Pacific sector

Position Strength Position Strength Position Strength Position Strength

ANN �0.58 �0.04 �0.39 0.00 �0.50 �0.13 �0.91 �0.04
DJF �0.23 �0.08 �0.29 �0.00 �0.24 0.01 �0.29 �0.19
MAM �0.54 �0.14 �0.26 0.04 �0.55 �0.20 �0.63 �0.20
JJA �0.91 �0.11 �0.60 �0.17 �0.79 �0.49 �0.90 0.30

(�0.21*)
SON �0.70 �0.03 �0.58 �0.20 �0.40 �0.06 �0.67 0.09

(�0.41*)

aHere the zonal mean, Atlantic, Indian and Pacific sectors are shown for annual mean (ANN) and all four seasons. The changes are defined as time slice
difference between the periods 2059–2098 in the RCP8.5 scenario and 1960–1999 in the historical forcing simulations. Bold indicates significance at the 5%
level based on a two-tailed test. The asterisks indicate correlations with model 28 omitted.
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be responsible for the surface jet changes in different ocean
sectors detailed above. Inter-basin differences in the time
mean structure of the Southern Hemisphere westerly wind
field further emphasis this point. These differences are clear-
est between the Atlantic and Pacific sectors, which are there-
fore the focus of comparisons here. Over the Indian sector
(not shown) and Pacific sector (Figure 12), ERA-Interim
shows a clear sub-tropical jet (at ~30�S and ~200 hPa) and
a clear lower-tropospheric sub-polar jet at ~50�S. However,
over the Atlantic sector (Figure 13) ERA-Interim exhibits
nearly merged sub-polar and sub-tropical jets. Here agree-
ment with the CMIP5 models is relatively good in the sense
that they also exhibit nearly merged jets. However, over the
Pacific sector the CMIP5 models exhibit a wide range of
structures, with some models successfully capturing the

distinct sub-polar and sub-tropical jets and others showing
much more merged structures (Figure 12).
[26] To investigate the implications of these differences in

structure, simple indices based on two suggested mechan-
isms for state dependence in jet position are considered.
These mechanisms, put forward by Barnes and Hartmann
[2010] and Simpson et al. [2012], both relate shifts in the
jet to tropospheric eddy feedbacks that depend on the time
mean jet structure. Barnes and Hartmann [2010] suggest
that differences in eddy feedback could originate from
differences in wave breaking on the poleward side of the
sub-polar jet. According to this mechanism a poleward shift
occurs when poleward breaking is suppressed and the result-
ing wider jet extends to higher latitudes. The implication is
that models with jets that already exhibit weak poleward

Figure 12. Pacific sector annual mean westerly wind climatology from ERA-Interim and CMIP5
models. For the CMIP5 models output from the historical runs was used, averaged over the period
1985–2004. For ERA-Interim data were averaged over the period 1985–2004. The vertical dashed lines
define the latitude range of the PT-distance diagnostic and the vertical solid lines define the latitude range
of the P-width distance diagnostic (see text for details). Contour intervals are 10m s�1 with negative
contours indicated by dotted lines.
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wave breaking (and a wider, more poleward, structure) show
weak shifts under global warming, since wave breaking is
already suppressed in those models. An alternative mecha-
nism relating to eddy feedbacks on the equatorward side of
the jet was suggested by Simpson et al. [2012], who show
that the tropospheric eddy feedback (and poleward shift) is
stronger when the distance between the sub-polar eddy-
driven jet and the sub-tropical critical line is smaller. Higher
latitude jets with a larger distance exhibit a weaker poleward
jet shift due to a weaker latitudinal coherence of eddy
momentum flux convergence across the phase speed
spectrum. Their results are for a specific case of tropical
stratospheric heating in a simplified GCM (sGCM), but
may be relevant more generally.
[27] Simple indices were defined to assess consistency

with these theories. Indices of the distance between the
sub-polar jet and the sub-tropical critical line (PT-distance)
and the width of sub-polar jet itself (P-width) were defined
based on Simpson et al. [2012] and Barnes and Hartmann
[2010], respectively. The PT-distance is defined as the

distance between the surface jet position (i.e. the maximum
in 10m westerly wind) and the latitude of the 10m s�1

contour at 400 hPa on the equatorward side of the Southern
Hemisphere sub-tropical jet. A threshold of 10m s�1 was
used since this approximately defines the equatorward limit
of critical lines associated with the important eddy feedbacks
in the model used by Simpson et al. [2012] (similar results
were found using a smaller threshold of 5m s�1). The
400 hPa level was used by Simpson et al. [2012], since the
main eddy feedbacks occur at this height in the sGCM that
they used. Both latitudes for each model and sector are
marked by vertical dashed lines in Figures 12 and 13.
[28] Over the Indian and Pacific sectors the historical

PT-distance is dominated by the sub-polar jet position
and therefore correlations with surface jet shift largely
mirror the results seen for the sub-polar jet position alone
(Figure 14). However, over the Atlantic sector the sub-tropical
component of the PT-distance varies significantly. In fact var-
iations in the sub-tropical and sub-polar components of the
PT-distance are significantly correlated across the different

Figure 13. As in Figure 12, but for the Atlantic sector.
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models (r=0.38). This contrasts with the Indian and Pacific
sectors where there is no significant correlation (r=�0.06
and r=0.25, respectively). The implication of this is that in-
ter-model differences in jet position over the Atlantic sector
are more closely associated with latitudinal displacements of
the merged jet structure and differences in PT-distance are
smaller. The mechanism of Simpson et al. [2012] would not
therefore be expected to give significant state dependence over
the Atlantic sector.
[29] For P-width the results are rather different. The P-width

index is calculated from the time mean 10-m westerly wind
field and defined as the meridional distance between latitudes
where the westerly wind is half the value of the jet-core max-
imum. This therefore is a measure of the shape of the sub-polar
jet only and is not explicitly related to the sub-tropical jet. In
Figure 15 it can be seen that correlations between historical
P-width and projected jet shift are positive over the Atlantic
and Indian sectors (r=0.19 and r=0.34, respectively), but
negative over the Pacific sector (r=�0.53). Although not
significant, the positive sign of the correlations over the
Atlantic and Indian sectors is consistent with the predictions
of Barnes and Hartmann [2010], i.e. wider jets show
smaller shifts.
[30] The implications of this analysis are that over the

Atlantic and Indian sectors the correlations indicate a role
for the mechanisms suggested by both Barnes and
Hartmann [2010] and Simpson et al. [2012], whereas over
the Pacific sector they are more consistent with Simpson
et al. [2012]. More broadly, the different westerly wind
structures and correlation results emphasise that the

dynamics of the jet response seem to differ across different
sectors of the Southern Ocean.

4. Discussion and Conclusions

[31] In this paper an assessment of the CMIP5 models’
simulation of near-surface (10m) westerly winds over the
Southern Ocean (the surface jet) is presented. Their skill at
simulating both the surface jet and its response to future
forcing scenarios is assessed. In addition to zonal mean
diagnostics, the Atlantic, Indian and Pacific sectors are con-
sidered with the aim of characterising zonal asymmetries in
bias and response.
[32] An equatorward bias in the present-day zonal mean

surface jet position was found to occur in many of the
CMIP5 models (ensemble mean of 3.3� in latitude). Indeed
none of the models assessed here exhibit a surface jet that
is poleward of that derived from any of three contemporary
reanalysis datasets (CFSR, ERA-Interim or MERRA). The
zonal mean bias is mainly associated with biases over the In-
dian and Pacific sectors with the exception being the Atlantic
sector, for which the ensemble mean equatorward bias is
much smaller (1.4� in latitude). In terms of the zonal mean
surface jet, Wilcox et al. [2013] and Swart and Fyfe [2012]
also found a position bias in most of the CMIP5 models. It
is therefore apparent that the equatorward jet position bias
that was seen in many of the CMIP3 models [Kidston and
Gerber, 2010; Son et al., 2010; Swart and Fyfe, 2011] is still
a key issue in the CMIP5 multi-model ensemble.

Figure 14. As in Figure 11, but showing historical PT-distance along the x-axis.
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[33] The ensemble mean bias in the position of the jet in a
subset of nine available atmosphere-only AMIP simulations
was found to be 28% smaller than the historical CMIP5
simulations with corresponding atmospheric models. This
comparison suggests that an important contributor to the
CMIP5 bias is in coupling to the ocean and sea ice models,
which can amplify atmospheric biases and introduce biases
generated by the ocean/ice models themselves or by the cou-
pling procedure. We note that it is important to understand
the origin of surface jet biases to assess the robustness of
the atmospheric response in climate change scenarios, but
we leave further analysis for a future study.
[34] There is a clear zonal asymmetry in the response of

the surface jet over the 21st century following the RCP8.5
high emissions scenario. This is most apparent in jet
strength. For annual mean strength trends over the period
2050–2098 the response over the Pacific is very large
(0.15m s�1 (2.4%) decade�1) and approximately double that
of the Atlantic (0.07m s�1 (1.1%) decade�1) and Indian
(0.07m s�1 (0.8%) decade�1) sectors (percentages are rela-
tive to the ensemble mean jet strength at 2050). In terms of
annual mean jet position over the same period and scenario
the ensemble mean poleward shift is largest over the Atlantic
sector (0.33� decade�1), followed by the Pacific (0.28�
decade�1) and Indian (0.18� decade�1) sectors. This is con-
sistent with previous assessments of Southern Hemisphere
circulation response to GHG forcing [Brandefelt and Kallen,
2004; Arblaster and Meehl, 2006], although a quantitative
comparison is not possible since these studies do not show
jet strength and position diagnostics. We found three phases
in atmospheric jet shift and strength: a poleward shift and
strengthening over the latter period of the 20th century; a
plateau in the first half of the 21st century during the period

of most rapid stratospheric ozone recovery; and a shift and
strengthening more or less pronounced in the second half
of the 21st century depending on the intensity of the radia-
tive forcing. The reduced jet shift and reduced strengthening
in the first half of the 21st century occurs mainly in the sum-
mer season, which is the season of strongest influence of
stratospheric ozone recovery and therefore strongest offset
of the year-round influence of projected GHG increases.
This summer offset represents an approximate cancellation
between these two influences on surface jet shift, which is
in agreement with previous findings based on other models
and model inter-comparisons [Son et al., 2010; Arblaster
et al., 2011; Polvani et al., 2011] and other definitions of
jet position in the CMIP5 models [Wilcox et al., 2013]. An
implication of this cancellation is that ocean sectors with a
larger sensitivity in terms of jet position to GHG increases
also have a larger sensitivity to stratospheric ozone recovery.
[35] To investigate the causes of the large spread in

projected jet shifts, the possible role of the height of model
tops in the CMIP5 models was assessed. It was found that
on average high and low top models exhibit different 21st
century changes in annual mean jet position. Consistent with
the analysis of the summer season zonal mean jet position of
Wilcox et al. [2013], stronger responses in annual mean jet
position in the high top models were found across all
sectors. The results suggest that this is linked to stronger
upper-tropospheric tropical warming (and therefore stronger
increases in upper-level equator-to-pole temperature differ-
ence) in the high top models (as found by Wilcox et al.
[2013]). In contrast to the findings for jet position, high/
low top model differences in 21st century changes in annual
mean jet strength were found to be small over the Indian and
Pacific sectors. Here, inter-model correlations between jet

Figure 15. As in Figure 11, but showing historical P-width along the x-axis.
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strength change and tropical temperature change are weak
and the polar component of changes in upper-level meridio-
nal temperature gradient is more important. This further
emphasises the role of tropical upper-tropospheric warming
in high/low top differences. However, since the CMIP5
models differ in many ways other than model top, it is not
possible to directly attribute the differences between the high
and low top subsets to the height of the model lid. In partic-
ular, Santer et al. [2012] recently identified inter-model
differences in the treatment of ozone (e.g. see Table 1) as a
key influence on lower-stratospheric temperature trends in
the CMIP5 models.
[36] In addition to inter-model differences in tropical

upper-tropospheric warming and stratospheric response, the
theoretical implications of differences in historical mean-
state tropospheric jet structure for projected jet shift were
investigated. An inter-model relationship between present-
day mean-state bias and projected 21st century change (state
dependence) was found in annual mean zonal mean jet
position with a correlation of r =�0.58. This is slightly
smaller than the value obtained by Wilcox et al. [2013]
(r=�0.64) based on their assessment of 500 hPa jet position
in the CMIP5 models and smaller than the surface jet corre-
lations found in the CMIP3 models by Kidston and Gerber
[2010] (r =�0.77). The annual cycle of correlations is simi-
lar to that found by with Kidston and Gerber [2010], who
used the same diagnostic based on near-surface wind. When
the above analysis was extended to individual ocean sectors,
it was found that correlations are even stronger over the
Pacific sector (r=�0.91), but weaker over the Atlantic
sector (r =�0.39).
[37] The variations in state dependence reflect significant

differences in mean state structure across the different
sectors and help provide some insight into mechanisms for
projected shifts of the jet. The differences in structure
were captured with simple indices of the sub-polar jet width
(P-width) and the distance between the sub-polar and sub-
tropical jet (PT-distance), which are related to mechanisms
for state dependence suggested by Barnes and Hartmann
[2010] and Simpson et al. [2012], respectively. The clearest
differences are between the Atlantic and Pacific sectors.
Over the Atlantic sector the reanalysis and models show a
consistent merged jet structure, with no clear separation
between the sub-polar and sub-tropical jets (i.e. small
PT-distance). Here projected jet shifts are not significantly cor-
related with either P-width (r=0.19) or PT-distance (r=0.31).
In contrast over the Pacific sector the CMIP5 models exhibit a
wide range of structures, with some models successfully cap-
turing the distinct sub-polar and sub-tropical jets seen in the
re-analyses and others showing much more merged structures.
Inter-model correlations with projected shifts are much larger
for PT-distance (r=0.85) than P-width (r=�0.28 with outlier
model 22 excluded). The implication of these results is that
different dynamical regimes in the different ocean sectors lead
to contrasting mechanisms for projected jet shift. The extent to
which the above mechanisms emerge in full GCMs is not
proven here and consistency with these and other theories
across the different sectors would require further diagnostics
relating to baroclinic eddy life cycles and length scales
[Wittman et al., 2007; Kidston et al., 2011], internal jet
variability [Kidston and Gerber, 2010; Barnes and Hartmann,
2012] and phase speed [Chen and Held, 2007; Simpson et al.,

2012]. It is anticipated that a more comprehensive understand-
ing of jet bias and shift across the Southern Ocean may be
possible by not only considering the zonal mean, but focussing
on sectors across individual ocean basins.
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