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ABSTRACT 
 

High detection probabilities with low false alarm rates, even in the presence of as much as – 28 dB signal to 

clutter can be obtained, if use is made of the coherence information contained in the input signal. Such a 

detection system is described and its Receiver Operating Curves (ROC) characterized from a reduced 

experimental set of data. The system has an input filter with a rectangular passband, an interferometer and a 

photodetector. The filter gives rise to a sinc function shaped interferogram envelope in optical path difference. 

The position of the interferogram´s first null depends on the effective bandwidth of the scene in the 

instrument’s field of view. The detection system is sensitive to the degree of coherence of the scene. The 

amount of the shift of the position of the first null is found to be a highly sensitive measure of the presence of 

a very narrow-band target within the instrument’s input bandpass filter. An important characteristic of this 

system is that the shift is still detected even when an intense wideband incoherent source, which may be 

considered to be clutter, is introduced into the input. We measured the ROC curves for the optical detection 

system using a He-Ne laser narrowband coherent source target with a tungsten halogen bulb wideband 

incoherent background clutter. We show that the target source can be detected even when it is substantially 

weaker than the clutter at – 28 dB signal to clutter. We compare the predictions of our theoretical model with 

the experimental results and show good agreement.  
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1. INTRODUCTION 
 

Most detection systems currently employed in military applications use the radiant intensity contrast between 

target and background as a discriminating feature. The recent widespread availability of cheap, simple use 

anti-aircraft weaponry led to the development of low observable (LO) technology
1
, comprising signature 

control and the use of active countermeasures
2
. This development, allied to the wish of obtaining longer 

detection ranges in order to increase reaction times, created a special interest in enabling technologies for the 

detection of low observable targets (counter low observable – CLO). In the quest for more sensitive detection 

systems, different figures of merit have been used, some examples being presented in table 1. Usually, these 

figures present the minimum detectable signal, or the amount of clutter that can be rejected, corresponding to 

a signal-to-clutter ratio (SCR) gain, some times neglecting or not mentioning the probabilities of detection 

(PD) and false alarm (PFA) that are found under the stated conditions. A more comprehensive way of 

describing a receiver’s performance is the use of the Receiver Operating Characteristic (ROC)
11
, in which 

signal-to-noise or clutter ratio, probability of detection and probability of false alarm are directly related. The 

ROC curves have been used for the characterization of optical detection systems by some authors (see, for 

example, refs. 9,10,12 and 13). 

 

This paper presents the characterization of an optical detection system, based on the coherence properties of 

the radiation from target and background, using the ROC curves, and is organized as follows: section two 

describes the detection system used to acquire experimental data; section three presents the results obtained 

with such system; in section four the modus faciendi of  the generation of the ROC curves from the 

experimental data is given; section 5 presents the ROC curves of the system under study and assesses its 

sensitivity in comparison with results published in the literature; and section 6 summarizes the achievements 

and limitations of the work described here. 
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Reference Figure-of-Merit Result Conditions 

3 Clutter rejection 16.5 dB Simulated data 

4 Minimum SNR 5 dB Simulated data 

5 Minimum SCR 8.2 dB Simulated data, single frame 

5 Minimum SCR 6 dB Simulated data, 4 frames, target maximum speed 1 

pixel/frame 

6 Minimum SNR -6.6 dB Simulated target, real background, Pfa=0.017, 20 frames, 

20 sec delay 

7 Minimum SCR 0 dB Laboratory data, 16 frames averaged 

8 SNR gain 52 dB Field data – spatial, temporal and dual-band algorithm 

9 SCR gain 15.5 dB Not clear 

10 SCR gain 8 dB Two bands 

10 SCR gain 17 dB Three bands 

10 SCR gain 21 dB Four bands 

Table 1 - Examples of figures of merit of detection systems 

 

 

2. DETECTION SYSTEM DESCRIPTION 
 

The detection system whose performance is assessed in this paper was described elsewhere
14,15
. It is an 

optical, interferometric system, implemented in the visible band, although any band where components are 

available can be used. The radiation from the scene is passed through a narrowband interference filter with a 

steep roll-off characteristic, resembling a top hat frequency response. The filtered radiation is fed to a 

Michelson interferometer, producing interference fringes modulated by a sinc (sin(x)/x) function, 

corresponding to the Fourier transform of the rectangular power spectrum. One of the interferometer’s mirrors 

is scanned longitudinally as happens in Fourier transform spectroscopy
16
, but limiting the length of the scan to 

the region of the first minimum of the sinc-shaped interferogram. The insertion of a target whose degree of 

coherence is higher than that resulting from the filtering process results in an increase in the target-filtered 

background net degree of coherence, causing a displacement in the path difference at which the first minimum 

of the interferogram occurs. By converting the optical interferogram signal continuously into an electrical 

signal using a photodetector, and calculating this displacement, a detection discriminant can be obtained. The 

sensitivity of the approach is increased as the accuracy in the position of this minimum is improved, and this 

is done by using an algorithm run in a computer, which operates an event marker that pinpoints this position 

by locating a steep phase transition that happens in the interferogram in the region of its minimum 

amplitude
15
. The algorithm calculates the instantaneous phase and frequency of the recorded interferograms 

and stores the position of the phase (or frequency) feature in the path difference axis with no target in the 

FOV as a reference, then repeats the process in any test interferogram, to decide whether a target is present or 

not. To obtain the phase, the algorithm uses a Matlab language built-in function that applies a Hilbert 

transform to the data to obtain its analytic signal, converts the result to baseband by multiplying it by a 

complex exponential with the fringe carrier frequency to obtain the complex envelope, calculates the phase 

angle of this envelope, and differentiates it to find the instantaneous frequency. The analytic signal
17
 is a 

complex function having the real part a replica of the original real signal, and the imaginary part the Hilbert 

transform of the same signal. In the time domain, the Hilbert transform of a sequence is a 90 degrees delayed 

version of the signal; in the frequency domain it represents the signal as a one sided spectrum with positive 

frequencies only, not presenting the redundant negative spectrum.  
 

3. EXPERIMENTAL RESULTS 
 

An experimental system was implemented
15
 to record, in the laboratory, the displacement of the feature in the 

coherence interferogram as a target with increasing power is inserted in the field of view (FOV) of the optical 

system. The coherent target was simulated using a He-Ne laser with a beam expander, and the background 

using a 20W tungsten halogen bulb, with a blackbody temperature of 3220 K and collimating optics. These 

two collimated beams were combined in a non-polarizing cube beamsplitter, from where they entered the 

detection system. Neutral density filters were placed in the laser beam path in order to obtain variable SCRs. 



A silicon photodetector was placed at the exit of the interferometer, and its signal was sent for digitization in 

an oscilloscope, which recorded interferogram sections consisting of 1024 samples. The computer algorithm 

to measure the phase transition displacement was implemented in Matlab language, and produced the data 

presented in table 2. This table also contains a Student’s “t” parameter, which is explained later. With 

different neutral density filter combinations, ten different SCRs where achieved. For each SCR, five 

interferogram pairs where acquired, one with the target present in the FOV, another without the target, 

generating five displacements. The average and standard deviation of these five samples were calculated, and 

plotted in fig. 1, with one standard deviation vertical error bars. Two additional error bars are included in the 

plot to the sides of the vertical error bars, to indicate the uncertainty in the measurement of the SCR. The 

horizontal distance between the bars were calculated from the combination of factors that caused uncertainties 

in the target and background power measurements, which add to 1.47 dB. The dominant factor, of 1.34 dB, 

was caused by light losses within the interferometer, or light that, although measured in the power 

measurement plane (an iris placed at the entrance of the detection system), did not reach the interferometer’s 

mirrors due to the residual divergence of the beam caused by the finite length of the tungsten halogen bulb 

and imperfections in the collimating optics. Other factors were the power meter resolution (0.03 dB) and the 

combined effect of power fluctuation of the tungsten halogen bulb and He-Ne laser, detector and electronic 

noise (0.61 dB), calculated from three independent power measurements. The SCRs indicated in fig.1 were 

measured after optical filtering by the interference filter, which increases the SCR at the input of the detection 

system by approximately 18 dB. Thus, in order to obtain the system input SCRs, one has to subtract 18 dB 

from the number read in the abscissa axis. The reason for the use of this filtered SCR in the plot is to allow 

comparison with the theoretical plot, also included in fig. 1 and described later. 

 

  

SCR (dB) 
Sample average ( d ) 

(µm) 

Standard Deviation  (sd) 

(µm) 

Student’s “t” (t4) 

-50 0.0226 0.1307 0.7618 

-45 -0.3035 1.9605 -0.0692 

-40 -0.0391 0.1202 -0.1453 

-35 -0.1607 0.6340 -0.1134 

-30 0.8052 0.7241 0.4973 

-25 0.9374 0.9585 0.4374 

-20 1.0787 1.0216 0.4722 

-15 2.3787 1.4723 0.7226 

-12 7.1479 1.0005 3.1950 

-10 13.7611 0.9464 6.5023 

Table 2 - Results of the experiment of detection of a He-Ne laser in a tungsten halogen bulb background 

 

The designer, manufacturer or even the prospective buyer of a detection system wants to answer the question 

of how good is the system under consideration. As previously mentioned, usually this figure of merit is a 

minimum detectable signal (sensitivity), or, when studying the advantages of a particular detection algorithm, 

the increase in SNR or SCR it can provide. One simple way of stating the sensitivity, which we have used in a 

previous publication
15
 is the minimum SCR for which all the one standard deviation error bars are above zero. 

Using this figure of merit, and referring to fig. 1, the sensitivity of our detection system would be –48 dB. 

However, this figure of merit, as well as the others mentioned, does not characterize the detection system 

completely, as no consideration is given to the probabilities of detection and false alarm, parameters that will 

ultimately determine the field performance of the system. In fig. 1 a theoretical curve is also depicted, which 

was obtained using the theory described in ref. 15, with improvements. The first is the insertion of a factor 

multiplying the SCR axis by 1.12, accounting for the different degrees of polarization between target and 



background, which produce different fringe visibilities in the interferometer. The need for this factor is 

understood if one recalls that interference only occurs between the components of the interfering beams that 

have the same polarization
18
. Another improvement is the  insertion in the theoretical model of the actual 

interference filter transmission response, as supplied by the manufacturer. It can be seen in fig. 1 that there is 

a reasonable agreement between the experimental results an the theory, although for higher SCRs the 

agreement is only marginal. 
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Figure 1 - Displacement of the phase transition as a function of SCR 

 

 

4. CONSTRUCTION OF R.O.C. CURVES FROM EXPERIMENTAL DATA 
 

In the detection theory field, the Receiver Operating Characteristic (ROC)
11
 is a set of curves usually 

employed to characterize a receiver, understood here as a decision rule, not as the physical device that 

implements it. It finds application in statistics, risk management and communication or detection systems. In 

this paper we will concentrate on the detection systems application, whose purpose is to decide whether a 

target is present (in the field of view of our optical system) or not. Furthermore, we will use the Neyman-

Pearson decision criterion
11
, commonly applied to detection systems. This criterion consists in establishing an 

acceptable probability of false alarm, and adjust the detection threshold in order to maximize the probability 

of detection. In order to build a decision rule, the first step is to formulate the following set of hypothesis 

about a measured set of displacements in the interferogram phase transition: 

H0: ,0=d  it cannot be said that the displacement was caused by the presence of a target in the FOV; or 

H1:  ,0>d it can be said that the displacement was caused by the presence of a target in the FOV. 

 

Notice that although some negative displacements where measured, the test is one sided, because, from 

knowledge of the physics of the detection process, only positive displacements can be caused by the detection 

of an emission source. The next step in the ROC building process is to determine the probability distribution 

function (PDF)
19
 that best matches the available data. The changes in the position of the phase transition in 

the interferogram, not due to the presence of a target, come mainly from the lack of repeatability of the 

translation stage that moves the interferometer mirror, intensity fluctuations in the two light sources (laser and 

light bulb), variations of the interference filter response with temperature, and phase noise created in the 

photodetector and signal recording electronics. Apart from the interference filter contribution, considered 

negligible due to the short duration of the experiments (a few seconds) when compared to the temperature 



change cycle, the other components combine without any dominating contribution. Although no specific 

experiments were performed to assess this distribution, it is believed that a Gaussian distribution can 

reasonably be assumed in this case. 

 

Following the selection of an appropriate PDF, a test parameter has to be selected. As the data was acquired in 

pairs, under the same conditions and almost at the same time, given the reduced number of samples, and 

considering the use of the sample variance as an estimator of the population variance, it is appropriate to use 

the Student´s t parameter with four degrees of freedom, given by
19
: 

 

5

4

ds

d
t =                                                         

 

where d and sd are, respectively, the average and standard deviation of the five displacements measured per 

SCR. A program in Matlab language was written to plot the ROC curves from the experimental data. The 

program uses the Gaussian distributions of target and background (built-in functions), with widths given by 

the calculated standard deviations, and separated by d , given in table 2. It creates a variable threshold, and 
calculates the probabilities of detection and false alarm as a function of this threshold, by integration in the 

Gaussian curves, for each of the ten different SCRs. The two most popular types of ROC curves are plotted as 

follows: by eliminating the threshold, a curve displaying PFA versus PD can be plotted for each SCR; and re-

parametrizing the data by PFA, curves of SCR versus PD are plotted for different PFAs.  

 

5. DETECTION SYSTEM SENSITIVITY ASSESSMENT 
 

The ROC curves calculated for the detection system object of this paper are shown in figs. 2 and 3. In fig. 2, 

the probability of detection is presented as a function of the probability of false alarm, just for four filtered 

SCRs for clearliness (-10, -12, -30 and –45 dB). The performance of the receiver is as better as the curve 

approaches the upper left corner, in the limit corresponding to a PD of 1 (detection of all targets) with a null 

PFA.  In fig. 2 it can be seen that the higher the SCR, the better the performance. Fig. 3 shows PD as a function 

of SCR for PFA=0.1, 0.01 and 0.001. Additionally, it can be seen in fig. 2, as expected, that the higher the PFA 

one can tolerate, the higher the PD. In fig. 3 we have replaced the t4 parameter, which usually appars in 

textbooks as the signal-to-noise ratio (SNR) with the signal-to-clutter ratio experimentally measured. It is 

exactly this mapping process, from a phase transition displacement, dealing with path difference, to a standard 

detection problem, dealing with the amplitude of those displacements, that gives the detection system under 

study a very high sensitivity. 

 

Finally, a more comprehensive statement about the performance of the detection system under investigation 

can be made by looking at the measured ROC curves. The point analyzed previously, where the error bars 

firstly depart from zero (input SCR=-48 dB) can be found in figs. 2 and 3 to correspond to a PD of 18%, and a 

PFA of 0.1, unacceptable for a detection system.  A better figure of merit of the system would be formulated 

by saying that, if a probability of false alarm of 0.002 (or 0.2%) is acceptable, the system is able to detect a 

target with an input signal-to-clutter ratio of –28 dB, with a probability of detection of 70%. This figure 

compares favourably with the one from most systems presented in table 1, although, in many cases, a direct 

comparison cannot be made due to the lack of information about probabilties of detection and false alarm, and 

measurement conditions. If, otherwise, a PFA of 0.01 is acceptable, then this PD is increased to 97%. Although 

the results presented were obtained in the laboratory, the highly sensitive response of the system is 

encouraging, and are still comparable with current detection benchmarks, even allowing losses of, for 

example, 20 dB in the atmosphere.  
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Figure 2 - Interferometric detection system ROC curves, with SCR as a parameter. The filtered SCRs 

are, from the left to the right: -10, -12, -30 and –45 dB. 
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Figure 3 - Interferometric detection system ROC curves, with PFA as a parameter. The PFAs are, from 

top to bottom: 0.1, 0.01 and 0.001. 



 

 

6. CONCLUSION 
 

A simple, quick method of calculating the ROC curves for a detection system from a reduced number of 

experimental samples was presented. The method was adapted from the literature, and allows a more 

comprehensive characterization of a detection system, giving its sensitivity and its relationship with the 

probabilities of detection and false alarm. An optical, interferometric detection system developed by the 

authors was characterized using the aforementioned method, showing very high sensitivities, allied to high 

probabilities of detection and low false alarm rates. These figures compare favourably with most detection 

systems reviewed, although the performance on the field has not yet been studied. It is expected that the 

system studied in this paper will, if prototyped for field use, display very good performances, even in spite of 

the expected degradation from the atmosphere. The experimental results presented showed good agreement 

with the theory.   
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