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State-of-the-art experiments and calculations are used to record and assign the data obtained in
the weakly absorbing blue energy region of the H2O spectrum. Continuous wave cavity ring down
absorption spectroscopy with Doppler resolution is used to probe the range from 25195 to 25470 cm ™!
with an absorption sensitivity of ~ 1 ppb/cm. 62 lines of the polyad vou = 8 are reported, of which
43 are assigned using variational nuclear calculations. The study includes absorption line intensities
(in the range 1072® — 1072¢ cm/molecule) for all lines and self-broadening pressure coefficient for a
few lines. Newly obtained energy levels are also reported.
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I. INTRODUCTION

Water is of predominant importance for terrestrial life and its spectrum has therefore been subject of numerous
studies, both experimental and theoretical. It is a key molecule in the earth’s climate system and its spectrum is
now determined over a large frequency range. However, since water vapor is both the most abundant greenhouse
gas and the major absorber of incoming sunlight, the precise determination of its absorption properties is crucial. In
determining the energy balance between solar irradiance and the earth’s infrared emission absorbed by the atmosphere,
missing absorption lines in atmospheric models may cause serious discrepancies with the observed data[l]. Although
this statement has been contradicted[2], there is still a clear need for studies of weak water vapor transitions. The
maximum solar emission is in the blue part of the spectrum which makes the absorption by water vapor in this
wavelength region a key issue. The complexity of atmospheric models, which include huge quantities of data from
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laboratories, requires reliable data bases. Improving the quality of these bases (such as HITRANJ[3]) is a major aim
of this paper.

Fourier Transform Spectroscopy (FTS) has been the traditional experimental source of water data. It is well known
that the rotation-vibration spectrum of water, with its characteristics polyad structure[4-8] extends across the entire
visible region. However, laser based techniques can now successfully compete with FTS instruments as the challenge of
observing weak transitions resides in long absorption equivalent path lengths or multipass absorption cell. Among laser
techniques, the Cavity Ring Down Spectroscopy (CRDS) offers several advantages and its potential is mainly limited
by the quality of the mirrors constituting the optical cavity. Moreover, line intensity can be determined without any
additional calibration procedure. The use of a continuous wave (CW) source allows to investigate line profiles even
at a moderate pressure (~ 10 Torr). For example, our study shows that the water vapor line profiles exhibit a great
variation in pressure dependence as a function of the studied transition. Water transitions as weak as 10~2° cm/mol.
have been observed in the near IR region of the spectrum (1.48 — 1.63 um) by CW-CRDS (equivalent absorption
length: ~ 27km)[9]. Note that an equivalent absorption length of ~ 120 km has been obtained by intracavity laser
absorption spectroscopy (ICLAS) around 9600 cm™1[10].

The simplicity and sensitivity of the CRDS technique was demonstrated using water vapor, for example, around
1.1 ym, by Ramponi and coauthors who obtained a sensitivity of 5 x 1078 /cm[11], and around 833 nm by Zare’s group
who demonstrated a sensitivity of 1.7 x 107? /cm using heterodyne detection[12, 13]. The pulsed-CRDS technique
has been used by two groups for water spectroscopy purposes, at ~ 810nm in flame environment [14], and in the
555-606 nm range in bulk cell[15, 16]. In conjunction with a slit supersonic jet expansion, Saykally’s group observed
multiple water clusters in the IR domain.[17-21]

The present work extends previous FTS studies which reported 7 lines (Sg > (0.4626 cm/mol.) in the near-
ultraviolet[22-25]. It provides complementary data to the Double photon excitation, Quantum Beat detection of
Photofragment Laser-Induced Fluorescence spectrum[26] which probed the J = 1 and 2 levels of the 8 polyad. That
study provided the value of the dipole moment of the various excited states using Stark effect.[27]

Assignment of the quantum numbers to the lines in the frequency range studied here represents quite a challenge.
The relatively small range of frequencies probed means that, in the majority of cases, it was not possible to confirm
assignments of new energy levels by using combination differences. This means that the only practical approach for
assigning the spectrum is by direct comparison with variational calculations. A new linelist based on a previously
published potential[28] is employed for this purpose. However, at the high frequencies probed here this analysis is by
no means straightforward.

In this paper, section IT introduces the experimental set-up, and section III is devoted to the data analysis. Section
IV presents the theoretical work, and compares the data and the calculations. The results are discussed in final the
section.

II. EXPERIMENTAL

The CRDS technique is an absorption based spectroscopy tool which offers the major advantage of self intensity
calibration (it is insensitive to the source amplitude fluctuations): it does not require the knowledge of the source
intensity, or of the sensitivity of the detector. However, a linear response of the medium under study is required
to readily obtain quantitative information.[29] Several review papers[30-37] have been devoted to this technique and
only the relevant aspects will be presented here.

If optical cavities are ideal to reach long equivalent absorption pass, the Cavity Enhanced Absorption Spectroscopy
(CEAS) technique and the CRDS technique could be considered as equivalent techniques ; however, at the opposite of
the CRDS technique which is based on a time decay measurement, the CEAS technique suffers from the disadvantage
of the sensitivity to the source amplitude fluctuations. On the other hand, when it is coupled to a broadband source,
it can be a multiplex technique whose spectral resolution is limited by the dispersive device.[38-46]

The CRDS technique is based on the measurement of the additional losses induced inside a high quality optical
cavity (in other words, a Fabry-Perot filter) by the absorption of the medium under investigation. Because the quality
coefficient of such a cavity can be very high (Q ~ 2 x 10'!), the photon trapping time (ie. relaxation, characteristic[47],
or ringdown (RD) time 7gp) inside the cavity may reach several hundreds of microseconds even for relatively short
cavities[48-52]. Thus, the equivalent absorption length can reach several hundreds of kilometers, which is unreachable
with multipass laboratory cells. Moreover, when the cavity is fully occupied by the absorber, the CRDS technique
yields access directly to the Beer-Lambert law coefficient of absorption («), and not to the absorbance itself («l) as
most other absorption techniques do.

The formal description of the time response of a cavity is straightforward, even if it has been the object of some
controversy[53]. However, the exact time response of a cavity to a given source is not necessarily well understood in
the presence of an absorber because of the difficulties of modeling the spatial coupling of the incoming beam with



the cavity eigen modes. For example, if the absorber susceptability is not linear, or if the spectral linewidth of the
source and of the absorber cannot be neglected, additional complications arise[54]. Reference[29] provides the required
Fourier Transform-based formalism for any kind of laser sources (if that can be modeled). Based on a pure energetic
argument (no interference), it is easy to establish the time behavior of the electromagnetic (EM) field trapped inside
a cavity: exponential decay (characterized by the RD time) of the EM since the cavity losses linearly depend upon
the intensity of energy trapped. Assuming an ideal linear absorption (in the angular frequency domain):

1 1
TRD(W) = T_e + cao(w) (1)

where ¢ is the light speed, ap(w) the linear absorption, 7. the RD time of the empty cavity (weakly depending on w),
and, diffraction losses are neglected.

There are some experimental difficulties in observing such a behavior which can only be achieved with good control
on the cavity alignment and on the beam/cavity coupling. Assuming that the alignment of the optical cavity is
reached, then, the beam injection needs to be controlled as: i) for a pulsed source, the incoming EM may not exhibit
the same response for all of its Fourier components when interacting with the cavity modes (superimposition of eigen
transverse cavity modes, ie. TEM;;); ii) the interferences between the different transverse and/or longitudinal modes
can result in beating. Under such conditions, the global behavior will be a non exponential decay which exhibits
beating, bi- or multi-exponential decays. To offset these problems, a concept of modeless or multimode cavity has
been introduced[55-60].

One way to approach the ideal response of the cavity (exponential decay following eq. 1) is to use a CW source
whose spatial and spectral “purities” are usually significantly higher than any nanosecond pulsed source can provide.
This kind of source gives good control, of the coupling of the incoming beam to a TEMg, cavity mode, and of rejection
of the higher order transverse modes. Exponential decays over 4 decades may be observed[29], and may even reveal
some non linear response of the acquisition device chain. Under such conditions, the sensitivity of the technique is
limited by the precision of the measurement of the RD time: Argp/7rp (from equation 1):

Aag(w) _  Atgpp(w)
ao(w) o 2 TRD((.U) (2)

It can be demonstrated that the minimum of sensitivity (per decay) is given by:

1 ATRD 1 A’TRD
aonzin = =7 (3)
CTe TRD leg TRD

Ideally, a laser source can be characterized, by its spectral bandwidth, or by its coherence time assuming that the
source is Fourier transform limited. The use of a single mode CW source (laser or diode) exhibiting a narrow bandwidth
(Avyqs ~ 1 MHz) prevents the simultaneous excitation of several longitudinal modes since the FSR of any usual cavity
is a lot larger than Avj,s.

The observation of pure exponential decays using a CW source has a price in terms of complexity. It requires
the matching of the laser source mode to one cavity mode, and an efficient optical switch to quickly interrupt the
incoming EM field, and start the time decay acquisition. Less sophisticated set-ups have been proposed to avoid such
a complexity,[61-71] for example, by periodically sweeping the source frequency through a cavity mode allowing the
sweeping to act as a switch. Such set-ups do not allow for the control of the EM beam intensity injected inside the
cavity, and the interference of the source modes with the intracavity mode at a slightly different frequency, leads to
chirp beating[68, 72, 73]. Because the matching of the source and cavity modes is crucial, several kinds of servo loop
have been proposed.[74-79] Furthermore, heterodyne detections have been recently proposed|[12, 13, 80-85], and these
methods have demonstrated the best sensitivities, which are close to the shot noise.

The set-up used for the water data acquisition is displayed in figure 1. The laser chain is based on a scanable,
externally stabilized Ti:Sapphire laser source (Coherent model 899-21) delivering up to 2.5 W in a single mode
(stability: ~ 0.5 MHz rms) when it is pumped (~ 15 W) by an Ar™ laser source (Spectra Physics, model 2045). By
using beamsplitters (uncoated BK7 plates) small fractions (~ 1 %) of the outgoing laser beam are directed to: i)
a Fabry-Perot etalon (Eksma, finesse ~ 20) associated with a photodiode for linearization purpose, ii) a 1 m long
iodine quartz cell (thanks to the University of Géttingen) warmed up to a temperature of 450° C (and including a cold
finger at a lower temperature) for calibration purposes, and iii) a home made (interferometer) lambdameter[86] for
pre-selection of the wavelengths of interest. Frequencies in the blue are obtained by an external intracavity frequency
doubling unit using a LBO crystal (Wavetrain, Laser Analytical System) generating up to 350 mW (Héansch-Couillaud
servo control).
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FIG. 1: Schematic diagram of the experimental set-up. The abbreviations are as follows: BS beamsplitter, FP Fabry-Perot
etalon, PD photodetector, APD avalanche PD, PH pinhole, D diaphragm, AOM Acousto Optic Modulator, PZT cylindrical
piezo-electric actuator, L; and Lo (micro translatable) lenses of the spatial filter, HR High Reflector Mirror, M;and M,
constitute a periscope

The high finesse cavity is constituted by a cell supporting two high reflectance (R ~ 0.999973) superpolished plano-
concave mirrors (ROC ~ 1m) from Research Electro Optics 0.35 m apart. The output mirror sits on a cylindrical
piezo-electric actuator (PI) which allows the control of the cavity length. The incoming laser beam is "cleaned” by a
spatial filter (lens L;, pinhole PH, lens Ly and diaphragm D). The central lobe of the diffraction figure is close to the
Gaussian shape of a pure TEM transverse mode. The adjustable position of lens Lo complemented by the periscope
(mirrors M; and Ms) provides a good overlap between the laser beam and a TEMyo mode of the cavity: rejection of
the higher order modes of 100:1 has be routinely observed inside an evacuated chamber. The beam size at the center
of the cavity (waist HWHM) has been estimated at 260 um, at the mirrors, the beam size increase is limited to ~ 10%.
This excludes any significant diffraction losses due to the limited size of the mirrors (diameter: ~ 7.75 mm). The
beam transmitted through the cavity is collected on a thermally controlled fast silicon avalanche photodiode (APD
Hamamatsu model S6045-04) feeding a home-made large bandwidth transimpedance amplifier (Rp = 50k2).

The APD detector is used for two purposes: to servo-control the cavity length (the maximum of transmission)
and to acquire the RD time. This is possible by setting two different voltage thresholds (the acquisition can only
happen after an efficient tracking of the cavity length for a maximum of transmission). The control of the cavity
length stems from a home-made control box based on a modulation (100 — 500 Hz) of the cavity length whose
amplitude induces a modulation of a few percent of the cavity bandwidth[29, 74]. Due to the finesse of the cavity
(~ 140000), the bandwidth of the longitudinal mode is very narrow (~ 3.1kHz HWHM) compared to the short
time-averaged laser spectral linewidth (~ 0.5 MHz). The required mode matching is obtained by slightly modulating
the high voltage applied to the PZT crystal actuator through a servo controlled DC high voltage obtained by the
amplitude symmetrization of the modulation around the maxima of transmission. This “crude” control does not allow
a continuous injection of the EM field inside the cavity (since the modulation is larger than the laser bandwidth and,
of course, of the cavity mode bandwidth), however, it does provide the required tracking of the cavity, even when
the laser is frequency scanned. When a mode matches the incoming EM field, the intensity of the trapped EM field
increases (buildup) until it reaches a pre-determined threshold which delivers a trigger signal for: i) first switching
off the laser beam through the Acousto-Optic Modulator (AOM from AA Opto-Electronique) and its driver, ii) then
triggering the RD decay acquisition, and, iii) stopping the cavity modulation during the acquisition time. The AOM
is activated by a RF signal at 110 MHz and diffracts in the order -1 (the zero diffraction order is blocked). The
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FIG. 2: Example of decays which shows the time evolution for i) the empty cavity and ii) the cavity filled by 1.32 kPa (9.9 Torr)
of water at room temperature. The laser source was fixed at the center of the transition 431 < 312, (8,0)70 (25259.3524 cm™ ).
Te = 25.36 (8) us, 7o = 23.56 (8) us, with 1024 averages. Intracavity power was estimated from the transmission of the mirrors
and from the the responsivity of the detector.

switching time is estimated to be less than 200 ns, and the rejection rate is higher than 70 dB (Mini-Circuits device).
The threshold intensity for the RD acquisition is estimated ~ 3 W.

The entire set-up is driven by a personal computer, the interface software was built with Labview (National In-
struments) including “c” optimized additional routines. The RD signal is acquired on a PCI, 5 MHz, 12-bit data
acquisition card (Natlonal Instruments). The RD decays can be accumulated before analysis, and then possibly av-
eraged. At each scan step, the RD time is determined from the acquired data after correction of the non-linearities
of the ADC converter, and by running a linear regression on the (pre-tabulated) logarithm of the offset freed data.
This regression is carefully weighted to take into account a constant technical noise (1-2 mV), since the intensity of
the collected signal (a few tens of uW) provides a negligible photon noise in comparison to all other noise sources.
In addition, the algorithm has the capability of self rejecting a decay, which would have an unexpected decay time,
usually when a non-TEMg, mode is excited (such a mode exhibit a shorter decay time). A typical averaged decay is
given in figure 2 for both, an empty, and a non-empty cavity at the center of an absorption line. The linearity of the
absorption of the water lines versus the intensity of the trapped EM field has been checked inside the energy region
under study and up to an EM field of 5 W. This check shows that the value of the acquisition trigger threshold is not
important ; however, after we have determined the mirror transmission and the responsivity of the detector, a linear
relation has been established between the recorded voltage, and the intensity of the trapped intracavity EM field.

The decays are very close to a pure exponential shape over more than 3 orders of magnitude. However, a great
number of averaged decays reveal small distortions due to residual unidentified non linearities showing residual oscil-
lations of about 0.1%. These oscillations can be eliminated by fitting with a tri-exponential decay (not shown on the
pictures and not performed in our analysis), the residual signal then exhibits a quasi-gaussian noise intensity whose
relative standard error is ~ 0.25 x 1073, Finally, we note that the decays, obtained at the end of a running day, exhibit
a slightly shorter RD time because the slight surface adsorption of the water vapor on the mirrors, slightly reducing
the finesse of the cavity.

The scan of the Ti:Sa laser is externally controlled by the PC through a 16-bit DAC. Each scan is usually on the
order of 2.2cm™! (after frequency doubling) with 8196 step points. The effective average acquisition rate is on the
order of 50 Hz (Pentium II at 333 MHz), and is mainly limited by the data transfer rate on the PCI bus and by the
fitting process. The resulting rms normalized sensitivity is ~ 5.7 x 1072 cm ™! /v/Hz.

In this set-up, the main problem stems from the relatively poor stability of the water pressure (~ 10 Torr) inside
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FIG. 3: Part of the CW-CRDS spectrum which mainly shows the transition (8,0)"0, 423 « 312 at a pressure of ~ 10 Torr
(~ 1.3kPa). For visual inspection purposes, the crude data has been smoothed. Using a Voigt profile fit (assuming vp =
0.0368 cm™" HWHM), the following information was deduced: oo = 25196.0280 (20)cm™*, So = 1.45(12) 10~2¢ cm/mol.,
Yeor = 0.0043 (12) cm ™! (HWHM).

the chamber monitored by a Baratron gauge whose actual values were used in the data analysis.

III. DATA ANALYSIS

The linear corrections required by the scan are obtained by determining, after smoothing (usually 16 points),
the maxima of the transmission of the 5 cm long Fabry-Perot solid etalon, and by fitting these maxima to a 5"-
order, polynomial. Reference iodine lines are used for calibration purposes. The experimental iodine line centers
are determined by fitting a Gaussian profile and used as inputs with a Newton polynomial shape. The reference
line positions are obtained, either from the line centers published in the I atlas[87], or, by fitting a Gaussian line
profile calculated from IodineSpec[88] by including the hyperfine structure and assuming a temperature of 500 K. The
different scans overlap each other so that, at least, 2 calibration lines can be used for all of them. After a complete
calibration of the stepwise spectrum, the steps are put side to side by averaging the multiscanned areas. The offset
frequency, introduced by the AOM, is also removed from the data.

An absorption spectrum results from the conversion of the data based on formula (1). For each line, the absorption
cross section is deduced by calculating the line integral (obtained by fitting) and from the pressure measured during
the scans. When the signal-to-noise is large enough, a Voigt profile is used by constraining the Doppler contribution
(vp) to the value determined by the temperature of the experiment, see example figure 3. In other cases, a simple
Doppler profile is assumed. Two algorithms are used: either multiline[89] based on the “root” package (root.cern.ch),
or a package developed by one of the authors[90]. Figure 3 shows a minimum detectivity of the cross-section of
~ 5 x 10727 cm? /mol.. In this analysis the possibility of more complex line profiles is excluded.

To calibrate the data given in Table I, an absolute intensity is obtained from the strongest line 455 < 312, (8, 0)+ 0
at 25196.028 cm ™!, see Fig. 3, of 1.41 x 1072% cm/mol., in excellent agreement with the FTS value of Coheur et al.
[24]. The absolute intensity of the other line is determined as a ratio from this value. This procedure was checked by
refitting 3 other lines to obtain direct intensities and found to reproduce the result within 10%. Overall, our intensities
are accurate to better than 20%, except for the weakest lines where a larger error is to be expected.
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FIG. 4: Comparison of the simulated spectra between 25195 and 25337 cm ™' at 300 K (see Table 1 for more details). The
spectrum is dominated by the R branch i) of the band (8,0)"0 (AK, = 2) at low energy, and, ii) by the band (8,0)"0 (AK, = 1)
at high energy.

IV. CALCULATIONS: LINE ASSIGNMENT AND INTENSITY

Despite recent significant advances in the ab initio calculation of water rotation-vibration spectra[91], such calcula-
tions are not accurate enough to match spectra at the high excitation energies probed here. Similarly, linelists based
on spectroscopically determined potentials do not necessarily perform well at these frequencies. For example Partridge
and Schwenke’s linelist[4], which has been widely used to analyze spectra at near-infrared and visible wavelengths, is
of no help at these frequencies. This is unsurprising as it is well established that calculations based on spectroscopi-
cally determined potentials do not extrapolate reliably to regions for which there was no data in the original fit.[92]
Recently, Shirin et al.[93] have obtained a new spectroscopically determined potential for H,'®0. This potential was
constructed by starting from high quality ab initio electronic structure calculations augmented by explicit inclusion of
corrections due to electronic relativistic effect, the Lamb shift, and the inclusion of both adiabatic and non-adiabatic
non-Born-Oppenheimer corrections. Spectroscopic data covering the entire range of observed water spectra was used
to refine the potential which was found, particularly, to give significantly more reliable results for the higher frequen-
cies used than previous studies. We use an extended version of the variational linelist based upon this potential which
was computed previously for transition with visible frequencies.[2§]

The intensities were calculated using the carefully fit dipole moment surface of Schwenke and Partridge.[94] As can
be seen from Table I, the calculated and measured intensities are generally in good agreement.

Making assignments without the aid of combination differences is difficult and often unreliable. However, there are
aspects which aided the procedure in this case. First there are fewer strong lines in this frequency range than at lower
frequencies. Second, as can be seen from Figure IV and Tables II and III, there is a systematic shift between our
predicted line positions and observations.

The good agreement between the predicted and observed intensities of the individual lines is a tribute to the dipole
moment surface of Schwenke and Partridge which is far superior to other available water dipole surfaces for this region.
In fact the Stark-induced quantum beat experiments of Callegari et al.[27] provides an extremely stringent test of
calculated dipoles. These experiments show that, at least for highly excited states, that variational calculations are
able to reproduce the observed dipole moments to within a few percent.



There is one further difficulty with interpreting the spectra which concerns the use of approximate quantum numbers.
Variational calculations only use rigorous quantum numbers which, in the case of H,O, correspond to the rotational
angular momentum, N, the parity, p, and the ortho/para symmetry. The standard vibrational labels, in either
normal mode or local mode form and the asymmetric top quantum numbers K, and K. are only approximate. There
are several schemes for matching calculated states and approximate quantum numbers for highly excited states of
water[4, 95, 96]. Previous assignments in the present region have only involved transitions to the (8, O)i 0 states.
Assigning vibrational labels to the further transitions involving these states was straightforward but left us with a
number of candidate transitions to previously unobserved vibrational states. Vibrational labels for these states could
be approximately determined using a procedure based on analysis of energy levels[95] and confirmed by plotting the
vibrational wavefunctions. In practice, no more than a single transition to any vibrational state other than the (8, O)jE 0
states could be made, so it was not possible to assign transitions to other vibrational states with any confidence.

V. DISCUSSION

The line-by-line analysis of the spectrum from 25195 to 25395 cm~! is presented in Table I and Figure IV. Only
the lines with an intensity higher than the noise level, usually about 2 x 10728 cm ™!, are reported with the additional
constraint for weak lines that their profile has to be compatible with a Doppler profile. If the lines are strong enough
a pressure self-broadening coefficient was determined from the Lorentzian contribution to the profile (y.0;). Although
the spectrum was scanned from 25195 to 25470 cm ™! but some regions were not carefully analyzed because a visual
inspection showed that no lines were observable; the existence of additional lines in the intensity range from 2 x 10~2%
to 5 x 10728 cm/mol. cannot be entirely excluded.

The analysis of the experimental data using our new variational calculations allowed us to assign 37 new energy
levels and 38 new transitions; 19 observed transitions stay unassigned. The assignment of the previously observed
transitions are confirmed. Our data show an averaged difference between the observed and calculated transition energy
of ~ 0.19 cm ™! slightly less than the standard error (~ 0.27 cm~!) for the transition (8,0)" 0, and of ~ 0.25 cm~! with

a standard error of ~ 0.18 cm~! for the transition (8,0)” 0. These differences are more than an order of magnitude
larger than the experimental accuracy. The intensities of the calculated and observed lines are in good agreement
since the relative difference is, on average, equal to 29%, and, always less than 80%. Some unassigned transitions, are
relatively strong; the strongest one is 0.13 x 10726 cm/mol.; their assignment will require a future work.

Our data and the recent FTS measurements|[25] are in reasonable agreement for the intensities and the pressure
self-broadening coefficients. The only discrepancy concerns the line frequencies which show a small, systematic shift.
Neglecting one pair of blended lines, which are therefore problematic, the remaining 5 lines common to both spectra are
found at slightly lower wavenumbers in our spectrum. The average shift is 0.0141 cm™! with a standard deviation of
only 0.0023 cm~!. This shift is outside the calibration errors of both experiments. However the lines we are comparing
are at the edge of the F'TS spectrum and are also very weak in this spectrum, so it would seem more likely that this
small error arises from that experiment. Furthermore we note that, for the few transitions available, our data give
better agreement with the measurements of Camy-Peyret et al.[22] than the more recent FTS measurements[23].

The energy levels observed in both (8,0) 0 and (8,0)” 0 bands with the same rotational quantum numbers are
very close (< 1 cmfl), as is expected in strongly local mode states. However, the levels 55¢ and 551 do not follow this
and are separated by about 2cm ™! as they undergo a strong resonance interaction. Our calculations suggest that the
perturbing state is a vibrational state (3,5,2) which has a calculated separation of about 1.7 cm~!. The PES needs to
be improved further to accurately model this resonance interaction.

VI. CONCLUSIONS

A total of 62 near-ultraviolet water vapor transitions are observed, including 55 newly observed transitions. As-
signment of the experimental data is based on new variational nuclear motion calculated using a spectroscopically
determined potential energy surface. 43 of these transitions are assigned, 4 as blends. All assigned transitions belong
to the 8v polyad, either to the (8,0)" 0 or the (8,0)” 0 stretching modes. They are all R branch transitions. Following
our assignments, 43 energy levels of the band (8, O)+ 0 are now determined, 17 for the first time, and 39 energy levels
of the band (8,0) 0 are determined, 19 for the first time. These energy levels are given in Table IIL.

The measurement of weak transitions is made possible because the intrinsic qualities of the CW-CRDS technique,
mainly the absolute absorption determination and the long equivalent absorption length. However, this technique can
be pushed further to gain another order of magnitude in the line intensity limit, mainly by decreasing the detection
noise level.



The reported lines are weak but not necessarily insignificant for atmospheric purposes given the long pathlength of
the sunlight through the earth’s atmosphere and the higher energy carried by photons in the near-UV than in regions
where water absorptions are stronger.
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Pressure

Line Center (Cmil) So Self-Broadening™ N;(' K’ N;;” K Band
Exp. Cal. (10_26 cm/mol. ) (10~%cm ™! /Pa) ’ c
Exp. Cal.
25196.0281 (20) |25195.61| 1.45(12)" |1.71 3.2 (9) 4o3 312 (8,0070
25196.0385¢ 4o3 312 (8,0070
25196.0363 (53)° 1.42 (25) NA 4o3 312 (8,000
25196.024° NA NA NA
25197.0075 (35) |25197.09| 0.034 (14) | 0.04 NA T70 661 8,0)70
25197.4670 (35) |25198.05| 0.061 (25) | 0.10 NA T35 624 (8,0070
25197.5656 (35) 0.056 (24) NA
25205.7407 (18) |25205.29| 0.19 (4) |0.23 4.4 (2.2) 220 lo1 (8,0)70
25206.3465 (60) |25260.81| 0.05 (2) |0.06 NA 845 T34 (8,0070
25212.0531 (16) |25211.76| 0.95 (9) |0.58 19 (6) 634 523 (8,0070
25211.63 0.38 331 220 (8,0)%0
25212.050° 331 220 (8,0070
25212.0440 (56)° 1.53(34) 18.7 (9.7) 331 220 (8,0)70
25213.5068 (16) |25213.12| 1.01 (9) |1.07 3.7 (1.1) 330 221 (8,0070
25313.5265 (55)° 1.54 (36) 9.3 (7.5) NA NA NA
25313.498° NA NA NA
25215.3880 (16) |25214.95| 0.46 (5) |0.50 2.2 (9) 321 219 (8,0070
25215.3992 (57)° 0.58 (24) NA NA NA NA
25215.8825 (18) |25215.86| 0.28 (5) |0.14 13 (7) 661 550 8,0)70
25215.84 0.05 660 551 (8,0)%0
25216.9321 (30) 0.076 (20) NA
25218.4079 (30) 0.080 (20) NA
25219.0878 (15) |25218.71| 1.40 (12) |1.10 11 (3) 432 321 (8,0070
25218.78 0.29 533 42 (8,0)%0
25219.0955° 439 321 (8,0070
25219.0926 (54)° 1.73 (31) 6.2 (5.2) 432 321 (8,0)%0
25219.072¢ NA NA NA
25221.4198 (60) 0.07 (3) NA
25222.1052 (60) 0.07 (3) NA
25222.2001 (55) 0.11 (5) NA
25224.4880 (60) 0.09 (4) NA
25224.8736 (50) |25224.58| 0.99 (9) |0.81 11 (3) 441 330 8,0)70
25224.36 0.16 321 202 8,0)70
25224.8963“ 441 330 (8,0)"0




Pressure

Line Center (Cmil) So Self-Broadening™ N;(' K’ N;;” K Band
Exp. Cal. | (107 cm/mol.) (10~%cm ™! /Pa) T
Exp. Cal.

25224.9093 (62)° 0.43 (32) NA 441 330 (8,0)%0
25225.1095 (50) |25224.81| 0.29 (6) |0.26 6 (4) 440 331 (8,000
25226.2031 (50) |25226.05| 0.41 (7) |0.27 4 (3) 431 322 (8,0)*0
25226.4146 (50) |25226.13| 0.30 (6) |0.30 9 (5) 550 441 (8,000
25226.5280 (60) |25226.11| 0.09 (4) |0.10 NA 551 440 (8,000
25227.4455 (50) |25227.33| 0.17 (5) |0.23 NA 652 541 (8,000
25228.3494 (60) 0.08 (5) NA
25229.2490 (60) 0.07 (4) NA
25229.4544 (60) 0.09 (5) NA
25229.9079 (55) 0.09 (3) NA
25230.3729 (50) |25230.10| 0.16 (5) |0.20 2.0 (1.4) 542 431 8,0)*0
25230.7014 (50) |25230.70| 0.26 (6) |0.23 2.5 (1.5) 643 532 (8,000
25231.2254 (60) 0.07 (3) NA
25231.4148 (50) 0.13 (4) NA
25231.9886 (50) |25231.71| 0.46 (8) |0.56 NA 541 43 (8,0)*0
25232.0041 (58)° 0.63 (31) NA NA NA NA

25231.999° NA NA NA
25232.3158 (60) 0.09 (4) NA
25233.0893 (60) 0.08 (4) NA
25236.7819 (60) |25236.61| 0.12 (5) |0.09 NA 642 533 (8,0)*0
25237.8884 (60) 0.06 (3) NA
25238.1514 (60) 0.07(4) NA
25239.8446 (50) |25239.49| 0.48 (8) |0.38 NA 532 4o3 (8,000
25241.0863 (60) 0.03 (2) NA
25241.6670 (60) |25241.26| 0.06 (3) |0.06 NA 4o 313 (8,000
25247.1905 (50) |25246.78| 0.35 (7) |0.49 NA 4o 303 (8,0)70
25259.3524 (50) |25258.98| 0.42 (7) |0.43 NA 431 312 (8,0)70
25264.7105 (50) |25264.36| 0.17 (5) |0.17 7(3) 532 413 (8,0)70
25268.6938 (55) [25268.30| 0.11 (4) |0.14 NA 331 219 (8,0)70
25272.4294 (50) |25272.10| 0.30 (7) |0.39 2.7 (1.5) 633 514 (8,0)70
25273.8919 (60) |25273.51| 0.08 (4) |0.11 NA 523 404 (8,0)70
25294.1111 (50) [25293.91| 0.17 (5) |0.26 NA 642 523 (8,0)70
25298.1939 (50) |25297.87| 0.14 (5) |0.17 NA 440 321 (8,0)70
25298.7198 (60) |25298.44| 0.05 (3) |0.09 NA 541 4o (8,0)70




Pressure
Line Center (Cmil) So Self-Broadening”* N;((/l K N;;,, K" Band
Exp. Cal. (107°° cm/mol.) (10 cm™1/Pa) o KK
Exp. Cal.

25303.8590 (55) [25303.53| 0.12 (4) |0.16 NA 624 505 (8,0)70
25304.0127 (60) [25303.71| 0.04 (2) |0.06 NA 441 322 (8,070
25309.9988 (50) [25309.72| 0.18 (5) |0.21 6 (3) 533 414 (8,070
25313.8524 (50) [25313.58| 0.17 (5) |0.24 NA 542 423 (8,070
25328.7718 (60) 0.02 (1) NA

25329.4484 (55) |25329.28| 0.11 (4) |0.11 NA 651 | bBao (8,070
25329.8629 (60) [25329.70| 0.025 (12) | 0.04 NA 550 431 (8,070
25331.2073 (60) [25331.03| 0.08 (3) |0.11 NA 551 439 (8,070
25331.9473 (60) [25331.64| 0.03 (2) |0.05 NA 634 515 (8,070
25332.8719 (60) [25333.11| 0.055 (25) | 0.08 NA Ta4 625 (8,070
25334.1439 (60) [25334.05| 0.03 (2) |0.05 NA 652 533 (8,070
25335.0717 (60) [25335.19| 0.07 (3) |0.08 NA Ts3 634 (8,0)"0
25336.5546 (60) |25336.53| 0.025 (12) | 0.04 NA 862 Tas (8,070

*assuming a Voigt profile with a Doppler linewidth of 0.0368 cm™" (HWHM), NA indicates that a Doppler profil was
used (see text).

“from reference[23]

bfrom reference[25]

“from reference[22]

"Intensity used for reference

The uncertainties are expressed in the unit of the last digit.

When there are no additional indication, the rotational and vibrational assignements refer to the same authors

TABLE I: Analysis of the H>O spectrum between 25195 and 25337 cm ™!
at 300 K, lower vibrational state: (0,0, 0)




Level Energy

Obs. — Cal.

Nk, k. Level! |Ref.
(cm™) (cm™)
lo1 | 25140.597 (50) c 0.50
111 | 25150.120 (50) c 0.46
lio | 25154.610 (50) c 0.46
202 | 25179.990 (50) c 0.48
210 [25180.0119 (22)| 4 a 0.49
211 | 25199.780 (50) c 0.48
21 | 25228.250 (50) c 0.41
20 | 25229.510 (50) c 0.43
303 |25236.4598 (27)| 3 a 0.45
312 [25266.4814 (27)| 3 a 0.46
300 |25289.2417 (31)| 2 a 0.45
321 [25294.8844 (16)| 1 b 0.43
331 [25348.2312 (31)] 2 |ab 0.43
330 |25348.4084 (16)| 1 b 0.38
414 |25308.6551 (31)| 2 a 0.46
403 |25369.3955 (20)| 5 |ab 0.42
400 |25383.9337 (31)| 2 |ab 0.38
435 |25431.2457 (27)| 3 |ab 0.38
431 |25432.5045 (50)| 1 b 0.15
441 |25510.3149 (27)| 3 |ab 0.32
440 |25510.3288 (50)| 1 b 0.30
505 |25396.7352 (31)| 2 a 0.42
515 |25396.7455 (31)| 2 a 0.43
514 |25458.1293 (31)| 2 a 0.41
524 |25467.9783 (31)| 2 a 0.36
533 |25534.8673 (15)| 1 b 0.32
532 [25540.2069 (50)| 1 b 0.35
5ao |25614.2154 (50)| 1 b 0.28
541 |25614.5055 (50)| 1 b 0.28
551 |25714.6622 (60)| 1 b 0.43
550 |25714.5223 (50)| 1 b 0.29
6o [25499.1201 (31)| 2 a 0.16
616 |25499.3807 (22)| 4 a 0.38
615 |25578.7382 (31)| 2 a 0.26
634 |25658.5638 (16)| 1 b 0.29
643 |25739.5135 (50)| 1 b 0.01
642 |25740.7500 (60)| 1 b 0.17
650 |25837.7867 (50)| 1 b 0.13




Nic. . Level Energy Level! |Ref. Obs. — Cal.
fem™) (o)
661 |25957.9589 (18) 1 0.03
660 |25957.9556 (18) 1 b 0.05
Tor |25617.6268 (31) 2 a 0.44
Tre |25714.6131 (31)| 2 0.45
T35 |25800.2405 (35)| 1 | b -0.58
Ts3 [25984.0504 (60) 1 -0.11

a from reference[7]

b this work

c from reference[97]

TNumber of Levels used to characterize the level

The uncertainties are expressed in the unit of the last digit.

TABLE II: Energy levels of the (8,0)"0 or (800) vibrational state. Level
energies for the ground state are available in ref.[7].



Level Energy

Obs. — Cal.

Nk, k. Level |Ref.
(em ) (em )
0oo |25120.2779 (31) 2 a 0.52
lon |25140.6174 (40)| 1 | a 0.51
11, |25150.1626 (22)| 4 | a 0.50
110 |25154.6436 31)| 2 | a 0.48
211 | 25199.7888 (18) 6 a 0.48
221 | 25228.3020 (31) 2 a 0.46
220 |25229.5380 (20) 5 a,b 0.45
303 | 25236.4406 (31) 2 a 0.43
315 |25239.8522 (31)| 2 | a 0.47
312 | 25266.5047 (31) 2 a 0.48
320 |25280.2211 (23)| 4 | a 0.43
32, |25204.9014 (26)| 3 |ab 0.45
331 | 25348.1911 (35) 3 a,b 0.39
330 |25348.3827 (31)| 2 | a 0.35
dos4 |25310.1427 (20)| 5 | a 0.44
413 |25353.2988 (27) 3 a 0.44
4y, |25383.9522 (50)| 1 | b 0.41
431 |25432.7182 (50)| 1 | b 0.37
41 |25510.6141 (60)| 1 | b 0.31
440 |25510.3489 (27) 3 a,b 0.31
505 |25396.1282(60)*| 1 | b 0.44
515 |25396.1282 (22)| 4 | a 0.44
514 | 25458.2018 (40) 1 a 0.50
5a4 | 25468.2278 (31)| 2 | a 0.63
525 | 25495.9446 (60)| 1 | b 0.38
533 | 25534.8372 (50) 1 b 0.28
532 | 25540.2075 (50) 1 b 0.35
5.2 |25614.2147 (50)| 1 | b 0.27
5.1 |25614.4993 (60)| 1 | b 0.27
551 | 25713.7242 (60) 1 b 0.18
550 |25713.7054 (60) 1 b 0.16
624 |25629.2069 (55)| 1 | b 0.34
634 |25658.5727 (60) 1 b 0.32
653 |25671.8869 (50)| 1 | b 0.32
642 |25740.6217 (50)| 1 | b 0.21
652 |25838.1120 (60) 1 b 0.10
651 |25838.2605 (55)| 1 | b 0.18




Level Energy Obs. — Cal.
Nk, k. Level |Ref.
(cmfl) (cmfl)
Ti4 | 25885.7833 (60) 1 b -0.23
862 |26267.7918 (60) 1 b 0.03

a from reference[7]

b this work

tdegenerescence assumed with the level 51 5

TNumber of Levels used to characterize the level

The uncertainties are expressed in the unit of the last digit

TABLE III: Energy levels of the (8,0) ™0 or (701) vibrational state. Level
energies for the ground state are available in ref.[7]



