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We investigate the effective interaction between two microwave fields, mediated by a transmon-type

superconducting artificial atom which is strongly coupled to a coplanar transmission line. The interaction

between the fields and atom produces an effective cross–Kerr coupling.We demonstrate average cross–Kerr

phase shifts of up to 20 degrees per photon with both coherent microwave fields at the single-photon level.

Our results provide an important step toward quantum applications with propagating microwave photons.
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In recent years, there has been great interest in using
photons as quantum bits for quantum information process-
ing [1]. The implementation of quantum logic gates using
photons requires interactions between two fields [1,2]. One
possible coupling mechanism is the Kerr effect, where the
photons interact via a nonlinear medium. By means of the
Kerr effect, quantum logic operations such as the controlled
phase gate [3], the quantum Fredkin gate [4] and the condi-
tional phase switch [5] can be realized. Moreover, quantum
nondemolition (QND) detection of propagating photons
using the Kerr phase shift has been discussed in the litera-
ture [6]. Superconducting qubits provide a very strong
nonlinearity [7,8] that might be suitable for this purpose.

In cavity QED experiments, Kerr phase shifts on the
order of 10 degrees have been measured at the single-
photon level [9]. However, in this configuration, the pres-
ence of the cavity limits the bandwidth, which constrains
its usefulness over a wide range of frequencies. Therefore
an open quantum system without a cavity is advantageous.
An example of such a system is atoms coupled to a one-
dimensional electromagnetic environment. A Kerr phase
shift is also present in these systems, but so far the mea-
sured phase shift has been very small. In nonlinear pho-
tonic crystal fibers, for instance, an average Kerr phase
shift of 10�2 degrees per photon has been measured
[10,11]. A new class of open quantum systems has been
made possible by progress in circuit QED, providing a
fascinating platform for engineering light-atom interac-
tions [12–19] and testing fundamental aspects of quantum
physics [20]. For instance, the generation of nonclassical
states exhibiting photon antibunching has recently been
demonstrated in such an open quantum system [21–23].

In this Letter, we realize a cross–Kerr interaction
between two microwave fields by coupling a superconduct-
ing artificial atom, known as a transmon [24], to an open
transmission line. We employ two device configurations:

device 1 [Fig. 1(a)] has a transmon in an open transmission
line [7,8,21], and device 2 [Fig. 1(b)] has a transmon at
the end of a transmission line. Due to the strong coupling
between atom and field, we achieve average phase shifts up
to 10 and 20 degrees per photon at the single-photon level
for devices 1 and 2, respectively. This is several orders of
magnitude larger than in optical systems [10,11]. We stress
that the Kerr effect demonstrated here is purely due to the
coherent interaction between the fields and the transmon.
This differs greatly from what has previously been dem-
onstrated in superconducting devices where utilization
of the kinetic inductance of a superconducting film [25]
or the Josephson inductance of a superconducting quantum
interference device (SQUID) [26] requires a pump tone
power at least several orders of magnitude higher than
those used in this experiment.
The transmon is strongly coupled through a capacitance

Cc to a one-dimensional transmission line with a character-
istic impedance of Z0 ¼ 50 �. An external magnetic flux
allows us to tune the frequencies !10 ¼ E1 � E0 and
!21 ¼ E2 � E1 of the allowed dipole transitions of the
transmon. From a theoretical point of view, devices 1 and
2 are essentially the same, with one difference: the emitted
field from the transmon can propagate in two directions for
device 1, but only in one direction for device 2 since it is
placed at the end of the transmission line. In the context of
quantum measurement, we anticipate that it may be bene-
ficial to have all information confined to a single channel
(device 2), instead of distributed between two (device 1).
Moreover, as we will show later, we find that device 2 is a
better Kerr medium. For both devices, the photon-photon
interaction is mediated by the three-level transmon. We
apply two continuous tones, the probe at !p � !10 and

the control at !c ¼ !21 [see Fig. 1(c)]. We observe the
induced amplitude and phase shift of the probe as the
control tone is turned on and off. The response depends
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on the powers and the detunings of the probe and the
control tones. In the following, we quantify the effect of
these parameters on the response.

The electromagnetic field in the transmission line can be
described by the complex voltage amplitudes for the incom-
ing field, Vin, and the resulting transmitted and reflected
fields, VT and VR respectively. For device 1, we then define
the complex transmission and reflection coefficients as
tp ¼ hVTi=hVini and rp ¼ hVRi=hVini, respectively, where
hxi ¼ T�1

m

RTm

0 d�xð�Þ denotes averaging over the measure-

ment time, Tm. Thus, tp and rp measure the phase coherent

signal. Some of the input signal is incoherently transmitted
or reflected, such that jrpj2 þ jtpj2 < 1. Importantly, this

does not necessarily imply any power dissipation in the
device. In particular, the portions of the reflected and trans-
mitted signals resulting from spontaneous emission average
to zero in hVTi and hVRi.

We first characterize the devices spectroscopically. The
response of both devices is qualitatively similar, so for
clarity, we describe that of device 1 in more detail. Results
for device 2 are presented in the Supplemental Material.
Device 1 is characterized by measuring tp as a function of

probe frequency, !p, at low probe power, Pp. The extinc-

tion dip provides the j0i $ j1i transition frequency. The
j1i $ j2i transition can then be directly measured using
two-tone spectroscopy [8]. We extract !10=2�¼7:10GHz
and !21=2� ¼ 6:38 GHz, giving an anharmonicity of
�=2� ¼ 720 MHz between the two transitions.

We can then explore the two-tone response in more
detail. A coherent probe (control) signal will drive coherent

oscillations of the j0i $ j1i (j1i $ j2i) dipole at a Rabi
frequency, �p (�c), which is linear in the probe (control)

amplitude. Figure 2(a) shows the magnitude (top) and phase

(bottom) of tp for device 1 with control on, t
ðonÞ
p , and control

off, tðoffÞp . We can clearly see the formation of the Autler-

Townes doublet in jtðonÞp j [28,29]. The doublet states appear
as a pair of minima in the black curves of Fig. 2(a) with a
separation given by �c.
Figure 2(b) shows the measured amplitude response,

�tp, defined as the difference between the magnitude of

the probe transmission �tp ¼ jtðonÞp j � jtðoffÞp j. Figure 2(c)

shows the corresponding phase response, �’p. For these

measurements the probe Rabi frequency, �p, is much less

than the 1-0 decoherence rate, �10. The solid curves in
the lower panels are calculated using a Lindblad master
equation for an open, driven, three-level system [28,30].
This model includes parameters representing the relaxation
rates �10, the pure dephasing rate ��;10 for the coherence

between j0i and j1i, and the 2-0 decoherence rate, �20

[28,30]. The values for these parameters are given in the
caption. From these, we calculate the decoherence
rate �10 ¼ �10=2þ ��;10. As expected, the maximum in-

duced amplitude response occurs when the probe is on
resonance, and the induced phase response is maximized
when the probe is detuned from resonance by an amount
�!p ¼ !p �!10 � 2�� 20 MHz.

Quantum applications of cross–Kerr media typically
require large phase shifts at the single-photon level.
Therefore, we now quantify the cross–Kerr phase shift in
the limit of low control power [31]. In this limit, the cross–
Kerr phase shift is given by�’p ¼ kPc, where k is the Kerr

coefficient. To convert this to a phase shift per control
photon, we note that the average number of control photons
hNci per interaction time, 2�=�21, is given by hNci ¼
2�Pc=ð@!c�21Þ, so �’p is proportional to hNci. For refer-
ence, hNci¼1 corresponds toPc ¼ �122 dBm (¼0:64fW)
and hNpi¼1 corresponds to Pp¼�124:5dBm for device 1,

with Pc¼�123:4dBm and Pp ¼ �126 dBm the corre-

sponding numbers for device 2.
Figure 3(b) shows the probe phase response, �’p, as a

function of probe frequency for several very weak probe
powers (with a control power of Pc ¼ �127 dBm, i.e.,
hNci ’ 0:3). As in Fig. 2(c), the maximum phase shift
occurs at a probe detuning of �!p=2� � 20 MHz. At

this point, we measure �’p as a function of hNci, with
the results shown in Fig. 3(c). For hNci ¼ 1, we observe a
phase shift of approximately 20 degrees for device 2 and
10 degrees for device 1 [32].
To further characterize the response of device 2, Fig. 3(d)

shows the corresponding magnitudes jrp;2j and jrc;2j as a
function of hNci. Here we use the additional subscript ‘‘2’’
to distinguish the coefficients for device 2, which have a
different functional form than for device 1. The dependence
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FIG. 1 (color online). A micrograph of device 1 in (a) and
device 2 in (b) with measurement setup using heterodyne detec-
tion (HD). Devices 1 and 2 have an artificial atom, a transmon
qubit, embedded in a one-dimensional open transmission line and
at the end of a transmission line, respectively. In (b), we measure
the reflection coefficient of the probe and control fields simulta-
neously. (c) The three-level artificial atom driven by a probe tone
at!p (red) and a control tone at!c (blue). The artificial atom acts

as a Kerr medium, which enables photon-photon interaction.
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FIG. 3 (color online). Probe phase shift, �’p, induced by a weak control pulse. Solid curves are theoretical fits to the data,
including additional data in the Supplemental Material. The fitting parameters for each device are �20 and the control field coupling.
Other parameters are measured independently through spectroscopy. All parameters are listed in Table I. (a) The control pulse
induces a phase shift, �’p, of the continuous probe in the time domain. The length of the pulse is 1 �s for device 1 and 7 �s for

device 2. (b) �’p as a function of !p for three different probe powers and hNci ’ 0:3, for device 1. Note that here the j0i $ j1i
transition is 7.26 GHz (due to a different external magnetic flux, �). (c) �’p as a function of hNci for a weak probe at a probe

frequency that maximizes the probe phase shift. Each data point is an average over 2 million control pulses. An average phase shift
of 10 degrees per control photon is observed in device 1, and 20 degrees per control photon in device 2. (d) jrp;2j and jrc;2j as a
function of hNci. The dashed (blue) line indicates jrc;2j ¼ 0:9. Extensive measurements of rp;2 are presented in Fig. S4A of the

Supplemental Material [27].

7.47.27.06.8

7.47.27.06.8

-20

0

20

-115

-120

-125

-130

-115

-120

-125

-130

7.47.27.06.8

0.6

0.4

0.2

0.0

-0.2

0.4

0.3

0.2

0.1

0.0

-0.1

(b)

Pc

∆ϕp

Pc

(c)

-116 dBm
-123 dBm
-130 dBm

 -116 dBm
 -123 dBm
 -130 dBm

∆ϕ p

7.47.27.06.8

∆ tp

∆ tp

[        ] [        ]

[Deg.]

[Deg.]

ωp /2π [GHz] ωp /2π [GHz]

-30

-20

-10

0

10

20

1.0

0.9

0.8

0.7

0.6

0.5  
 

0.4

-30

-20

-10

0

10

20

7.47.27.06.8

 
 

 

(a)

ϕp

ωp /2π [GHz]

[Deg.]

t p

( on )

t p

( off )

FIG. 2 (color online). Transmission coefficient for the probe, as a function of !p and control power, Pc, for low probe powers,
�p � �10 in device 1 (see the Supplemental Material for device 2). (a) Top: measured transmission coefficient with Pc ¼ �116

dBm, jtðonÞp j (black), and Pc turned off, jtðoffÞp j (gray). Bottom: corresponding phase response. (b) Measured amplitude response, �tp.

(c) Measured phase response, �’p. Top panels: as a function of probe frequency and control power. Bottom panels: horizontal line

cuts (dots) and theory curves (solid lines). The (brown) arrows along the bottom axes show the frequency that maximizes the phase
response. The theory curves [28,30] are fit simultaneously to extract �20=2� ¼ 150 MHz along with the control field coupling. The
following other parameters, also used in the calculations, are independently measured with single-tone and two-tone spectroscopy:
!10=2� ¼ 7:10 GHz, !21=2� ¼ 6:38 GHz, �10=2� ¼ 74 MHz, �10=2� ¼ 60 MHz and the probe field coupling.
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of jrp;2j and jrc;2j on hNci can be understood in terms of

dephasing. For device 2 (Fig. 1(b)), the reflection coeffi-
cient is defined as rp;2 ¼ hVRi=hViniwhere VR is the sum of

the incoming field and the field emitted by the transmon.
We then find rp;2¼1þ2ið�10=�pÞh��i, where��¼j0ih1j
is the atomic lowering operator. The factor of 2 in the
2nd term is a consequence of having only one emission
channel for the atom. For a weak resonant probe (!p¼!10,

�p � �10), we find the following expression [33]:

jrp;2j ¼
��������
1� 2

1þ 2��;10=�10

��������
: (1)

In Fig. 3(d), for a fixed �!p=2� � 9 MHz, the low

control-power limit of jrp;2j � 0:4 is determined by ��;10

and �10. As hNci increases, we see that jrp;2j decreases.
This effect is due to the power broadening of the linewidth
of state j1i induced by the control tone, which effectively
increases the dephasing rate. Therefore, with phase-
sensitive detection, the coherent signal jrp;2j becomes

weaker as hNci increases. We also see jrc;2j � 0:90 is

relatively constant, though it increases to unity as the
transition saturates at high power, �c � �21. With a
weak probe, �p � �10, there is a low probability of the

atom being in the first excited state. As a result, the proba-
bility of the atom scattering a control photon is very low,
and the dephasing is small. Note that the reduction of jrp;2j
and jrc;2j in Fig. 3(d) is not due to dissipation but instead

due to a loss of phase coherence in the signal. Indeed, both
hNci and hNpi are conserved, which has been confirmed in

our previous work [21,34].
We have demonstrated a Kerr medium working in the

semiclassical regime, showing good performance and good
agreement with theory. Cross–Kerr media have long been
proposed for quantum applications such as the QND mea-
surement of photon number [6]. Therefore, it is interesting
to estimate what the performance of the device would be
in this application. To achieve QND photon counting, the
phase shift of the probe produced by a single photon in
the control mode (i.e., the signal) must be resolved above
the probe phase noise, that is, the signal-to-noise ratio
(SNR) should be greater than 1. Following the approach
of Ref. [35] (see the Supplemental Material), we calculate
the optimum SNR using the parameters of device 2.

We consider also whether the performance is enhanced
by exchanging the role of probe and control. In fact, we
find this arrangement (!p � !21 and !c � !10) to be

best, giving a SNR of 0.38 measuring a single-photon
Fock state and assuming the only noise is vacuum noise.
(With the probe and control as in Fig. 3, the SNR is about a
factor of 2 lower.) However, as discussed in Ref. [35], due
to a subtle interplay between transmon saturation and
vacuum noise, the probe phase noise for a single transmon
always dominates the cross–Kerr-induced phase shift, and
it is found that SNR& 0:6 under very general assumptions.
Thus, our device is quite close to the theoretical optimum
for cross–Kerr phase shifts. It, therefore, potentially offers
an important platform on which to test proposals for cross–
Kerr based protocols.
In conclusion, we have investigated the nonlinear inter-

action between two microwave fields at the single-photon
level induced by a three-level superconducting transmon.
In particular, we observed an average cross Kerr phase shift
of 20 degrees per photon between two coherent microwave
fields. Compared to cavity-based systems [36], this system
has the advantage of being tunable in situ over a wide range
of frequencies. Such giant Kerr phase shifts may find
applications in quantum information applications.
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