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The work presented'in this thesis was carried out in the Department of Mathematics of the University of Durham between October 1971 and August 1974 under the supervision of Professor E.J.Squires. The material herein has not been submitted previously for any degree in this or any other university, No claim of originality is made for the first part of chapter one. Much of the remainder has been published in three papers by the author in collaboration with Professor Squires. Relevant unpublished work by the author is also included.
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This thesis concerns the strong interactions of elementary particles and in particular the scattering of particles at the highest measured energies.

Chapter one is divided into two parts, of which the first is an introduction to those aspects of the strong interaction with which we are concerned. The ideas introduced are then discussed in the second part of the chapter in the context of antiproton production in high energy proton interactions. An approximate calculation of the production cross-section is presented which gives some insight into the unexpected features of this process.

Chapter two is a calculation of the multiplicity distribution produced in proton interactions in a two component model based on Regge pole exchange. With a view to reducing the number of free parameters, the multiplicity distribution arising from reggedn-particle collisions is assumed to be independent of which reggeon is involved (including, notably, the pomeron). Features of the model are discussed as they arise and finally a flt is performed to the observed multiplicity distribution.

In chapter three this model is discussed in the context of momentum dependent measurements. The observed correlation between two mesons is seen to be in agreement with the model, as is the multiplicity distribution in all but one of the particles produced when the momentum of one is measured. Particular attention is also paid to the correlation between a forward proton and a charged particle in the central region, which is well described without any free parameters.

In chapter four the proton inclusive distribution is discussed with regard to the triple pomeron coupling. Particle production from a model with a non-zero triple pomeron coupling is discussed in relation to the preceding chapters.

Finally a brief summary of the findings of these chapters
is presented.
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### 1.1 What does the strong interaction look like at high energy?

Before going on to perform calculations in an attempt to describe the strong interaction, it seems natural to present a description of the broader features found empirically. ${ }^{1}$

Picture, then, two particles colliding in their centre of momentum frame. As the strong interaction has a short range, then they behave like free particles until they achieve close proximity. What happens then is impossible for us to see. What we do see is that two or more particles emerge from the interaction, (again behaving like free particles by the time we see them) in such a way that their total charge, momentum, energy, and a number of other quantities are conserved.

Having taken these conservation laws into account one finds that this is a remarkably gentle process. To illustrate this let us consider a few of the possible interactions. If both the initial and final states consist of two protons, they have the freedom to come out at any angle (in opposite directions) relative to the initial direction. As shown in figure 1.1, they prefer overwhelmingly not to change their direction very much. The momentum of the final state particles transverse to the initial direction is limited. This phenomenon is not only observed in elastic interactions but is far more general. If we observe an interaction and don't bother to count the number of particles that are produced, but merely measure the momentum of one of them, we find that it too prefers to emerge without much momentum transverse to the initial direction. (e.g. figure 1.2).

Once we know that these interactions can produce more particles than went into them, it is natural to ask how many. Before we examine the experimental data here, we shall note how many the conservation laws allow. Conservation of energy-momentum requires at least two. If we take an interaction with a total centre of mass energy squared equal to $s$, then the maximum number of particles which could emerge is
$n_{\max }=\sqrt{s} / m_{\pi}$, where $m_{\pi}$ is the mass of the lightest known hadron, the pion. Even though an event where the whole energy is converted into a mass at rest is somewhat extreme and even at first glance may be a little improbable; the average number of particles produced is still a surprisingly small number compared to this, as shown in figure 1.3. Most of the initial energy, then, comes out in the form in which it went in, as kinetic energy. And energetic particles emerge in a direction not very different from the initial direction of the colliding particles. Furthermore, a large fraction of an initial particle's momentum is often carried by just one of the outgoing particles. This is thus often thought of as a 'fragment' of the initial particle. The frequent occurrence of a very fast outgoing particle is known as the 'leading particle effect', (see figure 1.4). These effects taken together provide a basic picture of the scattering of two particles into two or more.
1.2 Amplitudes and cross-sections
(a) The total cross-section

For the scattering of particles from an initial state |i> to an n particle final state $|\mathrm{f}\rangle$, we have a scattering amplitude $\langle f| A|i\rangle$ and we take the measured cross-section at a total squared energy of $s$, to be

$$
\begin{equation*}
\left.\sigma_{n}=\frac{1}{2 \lambda^{n}\left(s, s_{2} m_{1} m_{n}^{2}\right)} \int d \Phi_{n}|\langle f| A| i\right\rangle\left.\right|^{2} \tag{1.1}
\end{equation*}
$$

and the total cross-section is

$$
\begin{equation*}
\sigma(s)=\sum_{n} \sigma_{n}(s) \tag{1.2}
\end{equation*}
$$

We use here the conventional factors as in reference 2. $d \Phi_{n}$ is the $n$ particle Lorentz invariant phase space element. $\lambda$ is the triangle function.
(b) Unitarity and the optical theorem

The probability of producing any final state including the possibility that they remain in the initial state must be identically one. This provides us with a constraint on the amplitude. ${ }^{3}$ This is expressed as the unitarity condition

$$
\begin{equation*}
s s^{\dagger}=s^{\dagger} s \cdot 1 \tag{1.3}
\end{equation*}
$$

on the operator '

$$
\begin{equation*}
S=1+i A \tag{1.4}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\text { Disc }\langle i| A|i\rangle=\sum_{n} \int d \Phi_{n}\langle n| A\left|i^{i}\right\rangle^{*}\langle n| A|i\rangle \tag{1.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{Disc}\left\langle i^{\prime}\right| A|i\rangle=i\left(\langle i| A\left|i^{\prime}\right\rangle^{*}-\langle i| A|i\rangle\right) \tag{1.6}
\end{equation*}
$$

In particular for $\left.|i>=| i^{\prime}\right\rangle$ we have using (1.1) and (1.2)

$$
\begin{equation*}
\sigma_{\text {tot }}(i \rightarrow \text { anything })=\quad \frac{\operatorname{Im}\langle i| A^{\prime}|i\rangle}{\lambda^{1 / 2}\left(s, m_{a}^{2}, m_{b}^{m}\right)} \tag{1.7}
\end{equation*}
$$

This last is known as the optical theorem. Later we shall discuss a hypothesis due to Mueller ${ }^{4}$, which is analogous to this equation, and has formed the basis of one approach to the phenomenology of manyhadron problems.
(c) The Froissart bound

A bound on the total cross-section at high energy was deduced by Froissart, the prime ingredient of which is unitarity ${ }^{5}$. The bound is

$$
\begin{equation*}
\sigma_{\text {tot }}(s) \leqslant c[\ln s]^{2} \tag{1.8}
\end{equation*}
$$

where $c$ is a constant. It is valid for s larger than some constant $s_{0}$. As we shall see later, this bound is extremely useful in that it rules out a number of phenomenological ideas which might seem to be desirable with respect to some of the recent data on high energy proton-proton scattering.
(d) Inclusive and exclusive cross-sections

If one is performing an experiment to look at a specific interaction with a limited number of particles produced, then one can measure all their momenta and obtain more or less complete information on every event. However, this exclusive approach would clearly be a rather difficult task when one wants to look at a typical event at high energy. As seen from figure 1.3 , the average number of particles pro-
duce at the highest accelerator energies is in excess of a dozen. Most of the experiments carried out at these energies are therefore inclusive in nature. In an inclusive experiment one only measures a certain number of the outgoing particles' momenta. Clearly complete information could be achieved by a knowledge of all exclusive experiments

$$
a, b \rightarrow 1,2,3, \ldots \ldots, \ldots, n
$$

for all $n \geqslant 2$. However it is also true that complete information can be obtained from a knowledge of all inclusive experiments

$$
a, b \rightarrow 1,2,3, \ldots \ldots, n+\text { anything unobserved }
$$

for a. ll $n \geqslant 0$. This is pointed out clearly in reference 6. Whereas exclusive measurements have a complexity which rises directly with the number of produced particles, all inclusive measurements will reveal something of many particle production.

A class of experiments which do not perhaps fall neatly into either of these categories is that in which the number of particles are counted but momenta are not measured. Thus we can find $\sigma_{n} / \sigma_{\text {tot }}$, $\langle n\rangle,\langle f(n)\rangle$ for some function $f$, at least for the case where $n$ denotes the number of outgoing charged particles.
(e) Correlations

If we ask what the possibility is of a particle emerging from an interaction with a certain momentum $p$, then what we wish to measure is the inclusive cross-section

$$
\begin{equation*}
N_{1}(p)=\frac{1}{\sigma} \frac{d v}{d p} \tag{1.9}
\end{equation*}
$$

We use the notation $d p$ for the Lorentz invariant phase space element $d^{3} p / 2 E$ and have normalised to the total cross-section so that

$$
\begin{equation*}
\int N_{1}(p) d p=\langle n\rangle \tag{1.10}
\end{equation*}
$$

For the probability of producing $k$ particles with specified momenta, and
any others, we wish to know the inclusive cross-section

$$
\begin{equation*}
N_{k}\left(p_{1} \cdots p_{k}\right)=\frac{1}{\sigma} \frac{d \sigma}{d p_{1} \ldots d p_{k}} \tag{1.11}
\end{equation*}
$$

For identical particles

$$
\begin{equation*}
\int N_{k}\left(p_{1} \cdot p_{k}\right) d p_{p} \ldots p_{k}=\langle n(n-1) \ldots(n-k+1)\rangle \tag{1.12}
\end{equation*}
$$

It is perhaps more interesting to ask how much more or less probable it is to find particles with momenta $p_{1}, p_{2}, \ldots, p_{k}$ than it would be to find them individually from different events. We construct the quantity

$$
\begin{equation*}
C_{2}\left(p_{1}, p_{2}\right)=N_{2}\left(p_{1}, p_{2}\right)-N_{1}\left(p_{1}\right) N_{1}\left(p_{2}\right) \tag{1.13}
\end{equation*}
$$

which is called the two particle correlation. We then successively construct the $k$ particle correlation by writing

$$
\begin{align*}
N_{3}(1,2,3)= & N_{1}(1) N_{1}(2) N_{1}(3)+N_{1}(1) N_{2}(2,3)  \tag{1.14}\\
& +N_{1}(3) N_{2}(2,1)+N_{1}(2) N_{2}(3,1)+C_{3}(1,2,3)
\end{align*}
$$

and so on. The possibility $C_{n}=0$ is referred to as uncorrelated production. (This is technically ruled out by momentum conservation ${ }^{7}$ but may be approximately true in that $C_{n}$ can be much smaller than $N_{1}$. ) A measuse of the overall size of the correlation is provided by the integrated correlation

$$
\begin{align*}
& f_{k}(s)=\int d p_{1} \ldots d p_{k} C_{k}\left(p_{1} \ldots i p_{k}\right)  \tag{1.15}\\
& f_{1}(s)=\int d p_{1} N\left(p_{1}\right)=\langle n\rangle \tag{1.16}
\end{align*}
$$

(f) The multiplicity distribution

Perhaps the most basic measurement that can be made of a particle interaction is just to count the multiplicity of particles emerging from it. By doing this experiment one can find the fraction $\sigma_{\mathrm{n}} / \sigma$, of the total interaction cross-section which goes into the production of $n$ particles. We define the generating function for the multiplicity distribution (first introduced to particle physics in reference 8) by

$$
\begin{equation*}
\phi(s, z)=\sum_{n} z^{n} \frac{\sigma_{n}}{\sigma} \tag{1.17}
\end{equation*}
$$

We have that

$$
\begin{equation*}
\sigma=\sum_{n} \sigma_{n} \tag{1.18}
\end{equation*}
$$

and so

$$
\begin{equation*}
\phi(s, 1)=1 \tag{1.19}
\end{equation*}
$$

It will also be convenient later if we define

$$
\begin{equation*}
I(s, z)=\sum z^{n} \sigma_{n}=\sigma \cdot \phi(s, z) \tag{1.20}
\end{equation*}
$$

Clearly

$$
\begin{equation*}
\sigma_{1 / \sigma}=\left.\frac{1}{k}\left(\frac{1}{g_{2}}\right)^{n} \phi\left(s_{z}\right)\right|_{2,0} \tag{1.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\langle n(n-1) \ldots(n-k+1)\rangle=\left.\left(\frac{\partial}{\partial z}\right)^{k} \phi(3, z)\right|_{z=1} \tag{1.22}
\end{equation*}
$$

The generating function can also be expressed in the form

$$
\begin{equation*}
D(s, z)=\exp \left\{\sum_{n=1}^{\infty} \frac{(z-1)^{n}}{n!} f_{n}(s)\right\} \tag{1.23}
\end{equation*}
$$

where it turns out ${ }^{8}$ that the $f_{n}$ are just the integrated correlations that we have already introduced. Considering, for now, identical partidles we have

$$
\begin{align*}
f_{1} & =\langle n\rangle  \tag{1.24}\\
f_{2} & =\langle n(n-1)\rangle-\langle n\rangle^{2} \tag{1.25}
\end{align*}
$$

The standard deviation $D$ of the distribution is defined by

$$
\begin{equation*}
D^{2}=\left\langle n^{2}\right\rangle-\langle n\rangle^{2} \tag{1.26}
\end{equation*}
$$

and so

$$
\begin{equation*}
f_{2}=D^{2}-\langle n\rangle \tag{1.27}
\end{equation*}
$$

If the multiplicity distribution is a singly peaked distribution, then one may expect that the sum in (1.23) is the most rapidly convergent description of the generating function, as $f_{1}$ gives the mean, $f_{2}$ the width, and then $f_{3} \ldots \ldots f_{\infty}$ are more subtle quantities to do with the shape of the distribution.

From this generating function approach Le Bella ${ }^{9}$ has derived an interesting theorem. It says essentially that if the correlations $f_{n}$ are assymptotically like $\ln (s)$ then the quantities $\sigma_{n} / \hat{\sigma}$ fall assymptotically like a power of $s$. This is interesting primarily because many models suggest that $f_{n} \sim \ln (s)$.
(g) The generalised optical theorem

The simplest inclusive reaction is the one which may be described as

$$
\begin{equation*}
a, b \rightarrow X \tag{1.28}
\end{equation*}
$$

which is the measurement of the total cross-section.

This is related by the optical theorem to the forward elastic process $a, b \rightarrow a^{\prime}, b^{\prime}$, where $p_{a^{\prime}}=p_{a}, p_{b^{\prime}}=p_{b}$. This is illustrated in


DIAGRAM 1.1 : The optical theorem
diagram 1.1. The discontinuity referred to is

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0^{+}}\left[A_{z \rightarrow 2}(s+i \varepsilon)-A_{2 \rightarrow 2}(s-i \varepsilon)\right] \tag{1.29}
\end{equation*}
$$

Mueller ${ }^{4}$, hypothesised that the inclusive cross-sections might be treatable in a similar way. For the reaction

$$
a, b \rightarrow c, x
$$

we observe $c$ and sum over all possible X . The corresponding diagram is diagram 1.2. The discontinuity here is




DIAGRAM 1.2 : The generalised optical theorem

The discontinuity is only across the cut in one of the variables (the squared missing mass), but the hypothesis rests, on the possibility of the analytic continuation in the variables shown. The higher order inclusive cross-sections can then be hoped to satisfy a similar relation shown in diagram 1.3. In each case the discontinuity is taken


DIAGRAM 1.3
The optical theorem for $a, b \rightarrow c_{1}, c_{2}, \ldots \ldots, c_{n}, X$
in the forward direction, $\quad p_{a}=p_{a^{\prime}}, p_{b}=p_{b},, p_{c_{1}}=p_{c_{2}^{\prime}}$, etc. This hypothesis has been used extensively in conjunction with Regge phenomenology, (See for example references 6,10).

### 1.3 Regge theory

(a) Regge trajectories

So far we have merely defined the quantities which one might wish to discuss to gain some understanding of physics at very high energies. No mention has been made of how one might go about working out what these quantities might look like. 'Regge analysis ${ }^{21}$ provides a framework in which to discuss such calculations, at least for the high energy behaviour of amplitudes. For two body reactions, briefly, Regge theory involves expanding the scattering amplitude for large $\dot{s}$ and small $t$ in a $t$ channel partial wave series and continuing to complex values of $t$ channel angular momentum, $f$. The analytic structure of the amplitude in the complex $j$ plane determines the high energy (large s ) behaviour of the amplitude. A (Regge) pole'at $j=\alpha(t)$ implies a high energy behaviour like $s^{\alpha(t)} \alpha(t)$ is known as a Regge trajectory and in the positive $t$ region when $\alpha$ takes on physical values (integral or half integral), it will correspond to the existence of a particle of mass $m$ and spin $\sigma$ such that $\alpha\left(m^{2}\right)=\sigma$. (For reasons that we shall not go into here, these particles are expected to be spaced at intervals of $2^{\prime \prime}$ units in angular momentum - e.g. the proton may have recurrences of spins 5 , $\%$, etc.). The high energy s channel scattering is of course determined by the trajectory when $t$ is negative. These Regge trajectories have the advantage that the same trajectories should appear in different processes with the same $t$ channel quantum numbers. Diagram 1.4 gives a pictorial representation of the Regge



DIAGRAM 1.4 : Regge behaviour of amplitudes
trajectory in two body scattering. Although more complicated singularities in the $j$ plane are now generally thought necessary to explain the detailed features (e.g. polarisation) found in two body interactions, the data for many body interactions are generally less precise in the information given about amplitudes, and so one may seek to use a phenomenological extension of the simple Regge pole ideas to describe particle production processes. This of course will be based upon the knowledge of trajectories gained from two body scattering.
(b) The pomeron

It has long been clear from the data that total crosssections do not fall with energy. The optical theorem implies that if the elastic two particle cross-section is dominated by a simple pole trajectory $\alpha(t)$ then

$$
\begin{equation*}
\sigma \sim_{s \rightarrow \infty} S^{\alpha(0)-1} \tag{1.32}
\end{equation*}
$$

The Froissart bound then implies that

$$
\begin{equation*}
\alpha(0) \leqslant 1 \tag{1.33}
\end{equation*}
$$

The approximate constancy of the total cross-section indicated a trajectory having $\alpha(0)=1$. As, all the known mesons with vacuum quantum numbers seem to lie on lower trajectories '(which appear roughly linear in $t$ with a slope of approximately $1 \mathrm{GeV}^{-2}$, see figure 1.5 ), this trajectory was something new. It was named after Pomeranchuk and is now generally referred to as the pomeron. The recent observation of rising total cross-sections indicate that the pomeron is perhaps something more complicated than a simple pole. The cross-sections may reach a. constant from below or may not. The Froissart bound may or may not be saturated assymptotically. If cross-sections do rise assymptotically, then complete s channel unitarity which provides the Froissart bound
will presumably be crucial to any model for particle production. In any event the existence of a trajectory having $\alpha(0)=1$ gives rise to certain difficulties when one tries to use it in a simple way in particle production processes. ${ }^{0,12,16}$
(c) Duality

The statement of duality ${ }^{13}$ is that a sum of $s$ channel resonances or a sum of $t$ channel Regge exchanges form alternative descriptions of an amplitude, rather than the amplitude being a sum of both. A further conjecture ${ }^{24}$ would have the resonances 'dual' in this way to Regge exchanges other than the pomeron, whereas the pomeron should be 'dual' to the background. This is extremely attractive in two body scattering as reactions in which the total s channel quantum numbers are exotic should have no resonances and therefore only the pomeron in the $t$ channel of the imaginary part of the elastic amplitude. The cross-section should thus display, a more rapid approach to the assymptotic pomeron behaviour, whether it be constant or otherwise. This is clearly displayed for $p p$ and $K^{+} p$ interactions. (See figure 1.6)

### 1.4 Regge tdeas in particle production

(a) The single Regge limit

Just as Regge behaviour in an elastic amplitude gives, via the optical theorem, information about the total cross-section, we can gain information about inclusive reactions if we assume that the discontinuity (unphysical though it is) of the three to three elastic amplitude also has Regge behaviour.

Consider the reaction $a, b \rightarrow c, X$ with $c$ in the fragmentation region of $b$, (that is $c$ is slow in the rest frame of $b$ ). In the optical theorem diagram we can think of a 'pseudoparticle' with the quantum numbers of $b \bar{c}$, and assume Regge behaviour for $M^{2}$ large. ( $M$ is the total mass of the unobserved $X$. See diagram 1.5)


DIAGRAM 1.5 : Fragmentation region of $\mathrm{a}, \mathrm{b} \rightarrow \mathrm{c}, \mathrm{X}$.

If we define $t=\left(p_{b}-p_{c}\right)^{2}$, then a pole contribution will lead to an expression

$$
\begin{equation*}
\sum_{i} B_{i}\left(t, \frac{\mu^{2}}{3}\right) \cdot\left(\mu^{2}\right)^{\alpha_{i}(0)-1} \tag{1.34}
\end{equation*}
$$

for the inclusive distribution in this region, or equivalently

$$
\begin{equation*}
\sum_{i} \tilde{B}_{i}\left(t, \frac{M^{2}}{3}\right) \cdot s^{\alpha_{i}(0)-1} \tag{1.35}
\end{equation*}
$$

Pomeron dominance of this process at high energy immediately gives the scaling criterion suggested by Feynman that

This is also equivalent to Yang's statement of limiting fragmentation. Ideas concerning the exoticity of quantum numbers may again lead via duality to some expectation of how rapidly scaling should occur. After a. long discussion by various authors ${ }^{15}$, no absolute agreement upon any exact criterion was reached. Reference 6 does however draw the tentative conclusion that if $b \bar{c}$ is not exotic, thus allowing small $t$ dominance, and $a b \bar{c}$ is exotic, then the pomeron should dominate the amplitude depicted in diagram 1.5 , leading to rapid scaling. It is also pointed out there, that in the fragmentation region, the singularities (especially the pomeron) seem to factorise extremely well. ( It is easier totest factorisation here than in elastic two to two scattering as the quantum numbers of the 'pseudotarget' be can be varied easily at will.)
(b) The_double_Regge_limit

In the case where the particle $c$ is slow in neither of the rest frames of the colliding particles, diagram 1.6 may be thought more


DIAGRAM 1.6 : The double Regge limit
appropriate. The inclusive cross-section in this case will have the form

$$
\begin{equation*}
\frac{d \sigma}{d p_{0}}=\left.\sum_{i j} \beta_{i j}(k)| |\right|^{\mid j(t)-1} \cdot|u|^{\alpha(0)-1} \tag{1.37}
\end{equation*}
$$

where

$$
\begin{equation*}
K=\frac{u t}{s} \quad \approx \quad p_{e_{2}}^{2}+m_{c}^{2} \tag{1.38}
\end{equation*}
$$

and

$$
\begin{equation*}
s+t+u \approx M^{2} \tag{1.39}
\end{equation*}
$$

Assymptotically as $s \rightarrow+\infty 0$ with $p_{c_{~}}$ fixed we now have the prediction that out of the possible three variables this quantity only depends upon one, the transverse momentum of the observed particle. The approach to scaling is slower here however than in the fragmentation region. If $p_{c}^{c} / / \sim 0$ in the centre of mass frame, then $u, t \sim s^{\frac{1}{2}}$ and so the first non leading terms are like $\mathrm{s}^{\frac{1}{2}\left(\alpha_{m}(0)-1\right)}$, rather than $\mathrm{s}^{\alpha_{m}(0)-1}$ as in the fragmentation region.
(c) The triple Reggae limit

The triple Rage limit is a special case in which we can say a' little more about the single Rage limit. It is appropriate in the region of phase space where $M^{2}$ is large ( $M^{2}>m_{0}^{2}$ say), and $s / M^{2}$ is also large, $\left(\mathrm{s} / \mathrm{M}^{2}>\left(1-\mathrm{x}_{0}\right)^{-1}\right.$ say). 'We define as usual the variable x to be the longitudinal momentum of the observed particle in the centre of mass frame, normalised so that $-1 \leqslant x \leqslant 1$, i.e. $x_{\left.2=2 p_{c}^{c . m} / / \sqrt{s}\right) \text {. For }}^{c}$ s large then

$$
\begin{equation*}
x=1-\frac{M^{2}}{S} \tag{1}
\end{equation*}
$$

In terms of this variable we are now discussing the region

$$
\begin{equation*}
x_{0} \leqslant x \leqslant 1-\frac{m_{0}^{2}}{s} \tag{1.41}
\end{equation*}
$$

(The central (double Regge) region is confined in this variable to a very small area $|x|<0(1 / \sqrt{s})$ and so it is not very suitable for discussing the details of the central region.)

$$
\text { For } \mathrm{s} / \mathrm{M}^{2} \text { large the amplitude for } \mathrm{a}, \mathrm{~b} \rightarrow \mathrm{c}, \mathrm{X} \text { is expanded as }
$$

in diagram 1.7 before taking the square modulus. Then doing this and summing over the missing $X$ one finds

where $S_{i}(t)$ is the unit modulus phase (signature) factor predicted by
 DIAGRAM 1.7

Regge theory. The diagram corresponding to this limit is diagram 1.8. In this region we have the dependence on the $s$ and $M^{2}$ variables and the only arbitrary dependence is that on $t$, in each of the terms in equation (1.42). The advent of the CERN Intersecting Storage Rings and the NAL accelerator which allow us to study the otherwise inaccessible region where $s \gg \dot{M}^{2} \gg 1 \mathrm{GeV}^{2}$, has made this triple Rage expansion very popular amongst phenomenologists. We shall discuss it in greater detail in the following chapters.

(d) The multi-Regge_limit

We have so far considered the single particle inclusive distribution in a number of different limits. The many particle inclusive distribution can be treated in a similar way. In chapter three we shall look in detail at the two particle correlation, so here we shall point out the broad features indicated by Regge phenomenology. Consider diagram 1.9. We shall take the limit where all the sub-energies are at least large enough for the amplitude to be


DIAGRAM 1.9 : The multi-Regge limit of the
two particle inclusive distribution
approximated by a sum of Regge terms. If we assume factorisation (which seems to be good in the fragmentation region), then the leading Regge term ( $\left.\alpha_{i}=\alpha_{j}=\alpha_{k}=\alpha_{p}\right)$ in the sum

$$
\begin{equation*}
\sigma N_{2}\left(p_{c}, p_{d}\right)=\sum_{i j k} \beta_{i j k}\left(k_{c}, k_{d}\right) s_{a i}^{\alpha_{j}-1} s_{s d}^{\alpha_{j}-1} S_{d b}^{\alpha_{k}-1} \tag{1.43}
\end{equation*}
$$

becomes

$$
\begin{equation*}
\sigma N_{2} \sim \gamma_{a P} \gamma_{p p}\left(k_{c}\right), \gamma_{p d p}\left(k_{d}\right) \cdot \gamma_{b p} \tag{1.44}
\end{equation*}
$$

where

$$
K_{c}=\frac{S_{a i} S_{c d}}{S_{a \bar{d}}} \quad, \quad K_{d}=\frac{S_{c d} S_{\bar{d} b}}{S_{\bar{i} b}}
$$

The $\gamma$ are the vertex factors relating to diagram 1.9. From the optical
theorem for a pomeron dominated cross-section $\sigma \sim \gamma_{\mathrm{aP}} \gamma_{\mathrm{Pb}}$ where factorisation gives the same $\gamma$ factors.

Therefore

$$
N_{2} \sim \gamma_{P c P} \gamma_{P d P}
$$

Similarly (see diagram 1.6)

$$
\mathbb{N}_{1} \sim \gamma_{\mathrm{PcP}}
$$

Hence

$$
c_{2}\left(p_{c}, p_{d}\right) \sim 0
$$

Thus when $s_{a \bar{c}}, s_{c d}$, and $s_{d b}$ are large we expect no correlation. This is the statement of no long range correlation. (Long range implying very different momenta and hence large sub-energies.) Putting lower singularities $\alpha$ into the cd channel will result in a behaviour like $s_{\mathrm{cd}}^{\alpha-1}$. In terms of the longitudinal rapidities of the particles, defined from their momenta by

$$
\begin{equation*}
P=\left(m_{2} \operatorname{Cosh} y, \overrightarrow{P_{L}}, m_{\perp} \operatorname{Sinh} y\right) \tag{1.45}
\end{equation*}
$$

with

$$
\begin{equation*}
m_{1} \cdot\left(m^{2}+p_{2}^{2}\right)^{\frac{1}{2}} \tag{1.46}
\end{equation*}
$$

this gives

$$
\begin{equation*}
c_{2} \propto\left[\cosh \left(y_{e}-y_{\alpha}\right)\right]^{\alpha-1} \tag{1.47}
\end{equation*}
$$

which is clearly a typical short range correlation vanishing rapidly for $\left|y_{c}-y_{d}\right|$ large. The correlation length may be thought of as $L=(1-\alpha)^{-1}$ units of rapidity.

### 1.5 An idealised picture or inclusive reactions

The previous sections give us a very nice picture of what inclusive distributions should look like, and show the Mueller hypothesis combined with Regge phenomenology to be a very powerful pair of ideas. The world viewed this way should provide us with inclusive distributions which scale in the fragmentation region, and which in the fragmentation region of one of the colliding particles should be independent of the nature of the other. In the central region the inclusive distribution should also scale (albeit more slowly) and depend only upon the transverse momentum of the observed particle. This should result in a plateau when plotted against the rapidity variable which has a range of $\ln (s)$. The fragmentation region, we picture as being where observed particles are within a correlation length or the end of the rapidity distribution. The central region, we thus expect, should be clearly visible when $\ln (s) \gg 4$. (The scale of $s$ is set by the transverse masses involved.) Correlations should fall rapidly as the particles' momenta become separated on the rapidity plot, and should not depend on absolute rapidities but only on differences of rapidities.' These ideas are depicted in figure 1.7 . The integrated correlations should thus be linear in $\ln (s)$, as should the mean multiplicity.

Empirical observation provides a tantalising combination of confirmation and denial of our efforts. The mean multiplicity is excellently consistent with $\ln (s)$, however the integrated correlations would prefer a more rapid $s$ dependence. (See figures 1.8-1.11). Factorisation in the fragmentation region, as discussed, seems good. There is also evidence for a rapidity plateau. (See figure 1.12). Short range correlations are not necessarily the only ones present as indicated by the integrated correlation data. One of the more interesting problems is the difficulty of incorporating the pomeron into manyparticle problems in a consistent way. (For instance the triple Regge region produces rather strange results for the three pomeron case ${ }^{2 \theta}$ )

We shall discuss these problems further. The objects of the following chapters are to try to realise why this short range correlation approach is not sufficient in certain respects, and to test certain models which might, in these respects, improve on the basic short range correlation idea.

## PARTI II

The reaction_pp $\rightarrow \bar{p} X$

INTRODUCTION
The reaction $\mathrm{pp} \rightarrow \overline{\mathrm{p} X}$ is discussed. Its interest lies in that it satisfies a number of exoticity criteria. The data do not scale as expected. A calculation is presented which, whilst being somewhat simplistic, takes more carefully into account what we believe to be the more important of the kinematic features of this process when the antiproton is observed to be slow in the centre of momentum frame.

### 1.6 Antiproton production: the Mueller-Regge approach

Whilst the Mueller-Regge phenomenology works very well in the fragmentation region, certain difficulties appear when specific applications are made in the central (double Reggae) region. As pointed out by Chan et $a . .^{17}$, the process $p p \rightarrow \bar{p} X$ ought, at first glance, to provide an excellent testing ground for phenomenology in the double Rage region. In the notation of the previous sections the channels $a b \bar{c}, a \bar{c}, b \bar{c}$ gre all exotic and so one might justifiably expect that the inclusive cross-section should rapidly become independent of energy.


DIAGRAM 1.10 : The double Rage limit

Furthermore for the amplitude shown in diagram 1.10, the kinematic relation

$$
\begin{equation*}
K=\frac{u t}{s}=m_{1}^{2} \tag{1.48}
\end{equation*}
$$

holds when $u, t, s \rightarrow \infty$. In the central region then

$$
\begin{equation*}
u \sim m_{c_{1}} \sqrt{s}, ; \quad t \sim m_{c_{1}} \sqrt{s} \tag{1.49}
\end{equation*}
$$

and so it might be considered better to have a heavy particle c so that at smaller $s$ we have large $u, t$. Antiproton production, then, is ideal in this respect. However the inclusive distribution for $\mathrm{pp} \rightarrow \mathrm{pX}$ in the central region continues to rise, even at I.S.R. energies. (The rise is even more difficult ${ }^{17}$ for dual ideas in the Mueller-Regge approach than would be a fall.) In reference there is introduced a
singularity with vacuum quantum numbers, in addition to the pomeron and usual meson terms. It has to couple negatively to give the rising distribution and its intercept is tentatively set at around zero.

### 1.7 Antiproton production :_a direct approach

In this section we shall perform a simple calculation which illustrates that the rise in antiproton production is a kinematical effect. I This conclusion stems essentially from the fact that the lowest multiplicity event which contributes to this process is $p, p \rightarrow p, p, p, \bar{p}$. If one takes this to be definitive of the energy scale, then one should expect that the features of the $s$ dependence will be present when $s$ is a factor of four or so, higher than in the total crosssection (which depends upon $\operatorname{Im} A(p p \rightarrow p p)$ ). Whilst this is undoubtedly a contributing factor, far more important is the size of any of the momentum transfers involved. Owing to the massive particles in the final state, the invariant momentum transfer from an initial proton to a final one can only become small at large s. This problem is aggravated by demanding that, if the antiprotion is observed with small momentum in the centre of mass frame, there should be two small momentum transfers as suggested by diagram 1.11. We take this to be our model for antiproton production.


DIAGRAM 1.11 : A model for $\mathrm{p}, \mathrm{p} \rightarrow \overline{\mathrm{p}}, \mathrm{X}$

It is suitable for production in the central region, as for $X_{\bar{p}} \infty$ with fixed momentum transfers and transverse masses and with small $s_{3_{4}}$


The central vertex is taken with a proton-antiproton pair so that the assymptotically non-vanishing pomeron contribution can be calculated. To illustrate the kinematic effect we set $m_{1}=m_{2}=m_{3}=m_{4}=m$, and take the two reggeons to be zero slope pomerons. Thus we write the amplitude for the process as

$$
\begin{equation*}
A=N \cdot \frac{s_{134}}{s_{34}} \cdot \frac{s_{234}}{s_{34}} \cdot e^{\beta t_{1}} \cdot e^{\beta t_{2}} \tag{1.51}
\end{equation*}
$$

This is the simplest phenomenological prescription where we take all the 'pomeron mass' dependence of the $P P \rightarrow p \bar{p}$ amplitude into $\beta$ and assume no dependence on the variable $\eta=\left(s_{104} \cdot s_{234} / s\right)$. We expect the dominant contribution to be that where $s_{34}$ is small as this not only allows $s_{134} / s_{34}$ to become large more rapidly, but also allows smaller $|t|$. Also the amplitude for $P P \rightarrow \bar{p} \bar{p}$ as $s_{34}$ becomes large might be expected to involve baryon exchange and thus become small. We therefore regard it as a reasonable approximation to set $s_{34}=4 \mathrm{~m}^{2}$, and calculate the contribution to the amplitude here. Thus

$$
\left.E_{4} \frac{d v}{d^{2} p_{4}}=N^{2} \int \frac{d^{3} p_{1} d_{1}^{3}}{E_{1}^{3}} \cdot \frac{s_{134}^{2}}{E_{2}} s_{234}^{2} e^{2 \beta\left(\epsilon_{1}+t_{2}\right)} \delta\left(s_{r}-E_{1} \varepsilon_{2}-2 E_{4}\right)\right)^{2}\left(p_{1}+p_{2}+2 p_{4}\right)((1.52)
$$

where we have set $p_{3}=p_{4}\left(s_{34}=4 m^{2}\right)$ and absorbed all constant factors into $N^{2}$.

$$
\left.\begin{array}{l}
s_{134}=S+m^{2}-2 \sqrt{8} E_{2} \\
s_{234}=S+m^{2}-2 \sqrt{S} E_{1} \\
t_{1}=2 m^{2}-2 p_{m}^{\mu} P_{1}^{\mu} \\
t_{2}=2 m^{2}-2 p_{B}^{\mu} p_{2}^{\mu}
\end{array}\right\}
$$

We now integrate over the phase space in (1.52) keeping the exact
kinematical limits on the momenta. The assumptions that we have made simplify the remaining integrals a great deal. We write

$$
\begin{equation*}
\frac{d^{3} p_{1}}{E_{1}} \cdot \frac{d^{3} p_{2}}{E_{2}}=\left|p_{1}\right| d E_{1} d x d \phi \frac{d^{3} p_{2}}{E_{2}} \tag{1.55}
\end{equation*}
$$

$X$ is the cosine of the angle made by $p_{1}$ with the as yet unspecified
z axis.
The integration $d^{3} p_{2} d E_{1}$ now serves to remove the 8 -functions. Integrating $d^{3} p_{2}$

$$
\left.\begin{array}{rl}
P_{2} \rightarrow-p_{1}-2 p_{4} \\
E_{2} \rightarrow & {\left[E_{1}^{2}+4\left|p_{4}\right|^{2}+4 p_{4} \sqrt{E_{1}^{2}-m^{2}} \cos \theta_{14}\right]^{\frac{1}{2}}} \tag{1.56}
\end{array}\right\}
$$

and the remaining delta function (after some algebra) becomes

$$
\begin{gather*}
\delta\left(\left[E_{1}^{2}+4 p_{4}^{2}+4 p_{4} \sqrt{E_{1}^{2}-m^{2}} \cos \theta_{14}\right]^{\frac{1}{2}}+E_{1}+2 E_{4}-\sqrt{s}\right) \frac{p_{1} d E_{1}}{E_{2}} \\
=\frac{\delta\left(E_{1}-\Omega\right)\left(E_{1}^{2}-m^{2}\right) d E_{1}}{\left(\sqrt{5}-2 E_{4}\right) \sqrt{E_{1}^{2}-m^{2}}+2 E_{1} p_{4} \cos \theta_{14}} \tag{1.57}
\end{gather*}
$$

where $\Omega$, the root of the argument of the delta function on the left of equation (1.57) is given by

$$
\Omega=\frac{\left(\sqrt{5}-2 E_{4}\right)\left(s+4 m^{2}-4 E_{4} \sqrt{s}\right)-2 p_{4} \cos \theta_{14} \sqrt{\left(s+4 m^{2}-4 E_{4} \sqrt{5}\right)-4 m^{2}\left(\left(\sqrt{5}-2 E_{4}\right)-4 p_{4}^{2} \cos ^{2} \theta_{4}\right)}}{2\left(\left(\sqrt{5}-2 E_{4}\right)^{2}-4 p_{4}^{2} \cos ^{2} \theta_{14}\right)}(1.58)
$$

The remaining integration is now

$$
E_{4} \frac{d^{3} \sigma}{d p_{4}^{3}}=N^{2} \int d X d \phi \frac{s_{134}^{2} s_{234}^{2}}{\sqrt{s\left(s-4 m^{2}\right)}} e^{2 \beta\left(t_{1}+t_{2}\right)} \frac{\left(\Omega^{2}-m^{2}\right)}{\left(\sqrt{\left.s-2 E_{4}\right)} \sqrt{\Omega^{2}-m^{2}}+2 \Omega \beta_{4} \cos \theta_{14}\right.}
$$

where now

$$
\begin{align*}
& s_{234}=\left[s+m^{2}-2 \sqrt{3} . \Omega\right] \\
& s_{134}=\left[s+m^{2}-2 \sqrt{s}\left(\sqrt{s}-2 E_{4}-\Omega\right)\right] \tag{}
\end{align*}
$$

and

$$
\left.\begin{array}{c}
t_{1}=2 m^{2}-\Omega \sqrt{s}+\sqrt{\left(s-4 m^{2}\right)\left(\Omega^{2}-m^{2}\right)} \cos \theta_{A 1} \\
t_{2}=2 m^{2}-\sqrt{s}\left(\sqrt{s}-2 E_{4}-\Omega\right)+\sqrt{\left(s-4 m^{2}\right)\left(\Omega^{2}-m^{2}\right)} \cos \theta_{A 1}+2 \sqrt{s-4 m^{2}} p_{44} \cos \theta_{A 4} \tag{1.61}
\end{array}\right\}
$$

We also have

$$
\begin{equation*}
\cos \theta_{A 1}=\cos \theta_{A 4} \cos \theta_{14}-\sin \theta_{A 4} \sin \theta_{14} \cdot \cos \left(\phi_{1}-\phi_{4}\right) \tag{1.62}
\end{equation*}
$$

$\theta_{\text {A4 }}$ is of course known. For ${\underset{\sim}{4}}_{4}=\neq 0$ we choose the $z$ axis along ${\underset{\sim}{p}}_{4}$ and so $X=\cos \theta_{1_{4}}$, and the $x$ axis such that $\phi_{=\phi_{1}-\phi_{4}}$. The remaining expression is integrated numerically* for various values of $s$ and ${\underset{m}{4}}^{p}$. The constant $\mathbb{N}$ was chosen to normalise the model to the data at the point $s=1100 \mathrm{GeV}^{2}, p_{\perp}=.95 \mathrm{GeV} / \mathrm{c}, \mathrm{x}=0$, and $\beta=0.7 \mathrm{GeV}^{-2}$ was found to give the observed $p_{\perp}$ dependence for $x=0$ at I.S.R. energies. (See figure 1.13). Away from $x=0$ the cross-section falls rather too rapidly with x . This perhaps is not too surprising in view of the fact that the whole central region is concentrated into a very small region of $x$ and outside this region we do not expect the Regge amplitude in diagram 1.11 to be so good. The s dependence is now completely determined and is shown in figure 1.14. Although this is a little too rapid over I.S.R. energies, it extrapolates very well down to con-

[^0]ventional accelerator energies. The transverse momentum dependence at the lower energy is also remarkably good (see figure 1.15). Notice here that the data are over a somewhat dirferent range from the I.S.R. data. The small value of $\beta$ (as compared with the $t$ dependence in proton-proton elastic scattering for example) must presumably be ascribed to a rising $P P \rightarrow p \bar{p}$ amplitude as the 'masses' of the pomerons go away from zero. Although the model is clearly oversimplified, it does provide an illustration of the points made in the first paragraph of this section.

We should like to refer to two other calculations relevant to this process. Humble, ${ }^{18}$ uses a model similar in spirit to ours but instead of producing a proton-antiproton pair, couples the antiproton directly to meson and baryon Regge poles.

Jengo et a.l. ${ }^{19}$ have related the $\mathrm{pp} \rightarrow \mathrm{p} X$ process to pion production by assuming that the production of a $\pi^{+} \pi^{-}$pair and that of $\mathrm{p} \overline{\mathrm{p}}$ pair are the same if the two pairs have the same total 4 -momentum. Our model demonstrates this feature as it is not important what we call the particle antiparticle pair at the central vertex.

We conclude, then, that we are not yet observing high enough energies to apply the Nueller-Regge phenomenology successfully in the central region for antiproton production. The lower singularity needed in reference 17 is thus not too surprising.


FIGURE 1.1a : The elastic differential crosssection for proton-proton scattering. $\sqrt{\mathrm{s}=} 23 \mathrm{GeV}$. (Data are show Yn-reference 1c)


FIGURE 1.1b : The elastic differential cross-section for proton-proton scattering. $\quad \sqrt{\mathrm{s}}=53 \mathrm{GeV}$.


FIGURE 1.3 : The mean multiplicity of charged particles from proton-proton interactions. Also shown for comparison are the minimum and maximum kinematically allowed.


FIGURE 1.4: The inclusive cross-section for $\mathrm{pp} \rightarrow \mathrm{pX}$ near the forward direction showing the leading particle effect. $p_{t}=0.8 \mathrm{GeV} / \mathrm{c}, \sqrt{\mathrm{s}}=23 \mathrm{GeV}$. Data from reference 43. The line is solely to guide the eye.


FIGURE 1.5 : A Chew-Frautschi plot showing the leading meson resonances. (For further evidence regarding linearity of trajectories see references 11)


FIGURE 1.6 : Total cross-sections for various processes illustrating that non-exotic processes have a more significant falling contribution at' small s. Data are summarised in reference 44 .


FIGURE 1.7 : The inclusive distribution and short range correlations predicted by the Mueller-Regge model. The arrows in the upper figure indicate the behaviour as s increases.


FIGURE 1.8 : The mean multiplicity from proton-proton collisions. The data in this and the following two figures is summarised in reference 1 b , where references to the original papers may be found.


FIGURE 1.9: The integrated two particle correlation $\backslash$ in proton-proton interactions.,


FIGURE 1. 10 : The integrated three particle correlation in proton-proton interactions.


FIGURE 1.11 : The mean to width ratio for the multiplicity distribution in proton-proton interactions.


FIGURE 1.12 : The inclusive distribution for $\mathrm{pp} \rightarrow \pi$ in the central region with $\sqrt{s}=30.4 \mathrm{GeV}$, for various values of $p_{t}$. Data are shown in reference 1 b .


FIGURE 1.13 : Our fit to the antiproton production
inclusive cross-section at $x=0$ over the I.S.R.
energies. Data are from reference 45.


FIGURE 1.14 : The $s$ dependence of the antiproton production cross-section at $x=0$ and $p_{t}=0.65 \mathrm{GeV} / \mathrm{c}$, showing the extrapolation down to lower energy. The low energy datum is from reference 46.


FIGURE 1.15 : The antiproton production cross-section.
at $p_{1 a b}=24 \mathrm{GeV} / \mathrm{c}$, and $\mathrm{x}=0^{\circ}$. The line is the
prediction of our model and the data ${ }^{46}$ are represented by the shaded region -

## A two component model

## INIRODUCTION

This chapter concerns general features of the multiplicity distribution of particles produced in high energy collisions of protons, in particular with regard to a two component model. The model in its most general form $j s$ defined and discussed in the first section. The rest of the chapter is devoted to the formulation of a specific model $I I$ based on factorisable Regge pole exchange. The basis for the model is introduced in section two. In section three one possible mechanism (essentially multiperipheral) is introduced and an integral equation for the generating function of the multiplicity distribution is derived. Its solution is presented and discussed in sections four and five. The second, diffractive, mechanism is introduced in section six and the two mechanisms are compared in section seven. In section eight we discuss . the features of the model arising from a fit to the proton-proton multiplicity distribution. In section nine we show that our fundamental assumption, that the multiplicity distribution is independent of the nature of the projectile, is in fact vexy restrictive. The final section discusses our model in the context of contemporary literature.
2.1 Features of the two component model

Before going on to describe our model, we shall in this section discuss the definitive features of the two component model and why such a model seems desirable.

The essence of the two component model lies in the supposeition that particles may interact through two mechanisms which must be mutually distinct and must both (in any energy range one wishes to consider - usually assymptotically) give a non zero contribution to the total cross section. (Clearly if one of these conditions fails to hold, then one is back to having only one component.) The two mechanisms are usually supposed not to interfere, either on the grounds that their contributions are to different regions of phase space, or that their amplitudes are ninety degrees out of phase, one mechanism arising due to the pomeron which in the forward direction is purely imaginary, and the other to a purely real sum of exchange degenerate meson exchanges. We can now, even without further definition of the components, make some observations concerning some of the features of particle interactions according to this model.

To do this we write down the generating function for the multiplicity distribution of particles produced by each mechanism. (We shall denote the mechanisms $a$ and $b!$ )

$$
\begin{aligned}
& \Phi_{a}(s, z)=\sum_{n} z^{n} \frac{\sigma_{n}^{(a)}(s)}{\sigma^{(a)}(s)}=\exp \left\{\sum_{n=1}^{\infty} \frac{(z-1)^{n}}{n!} f_{n}^{(a)}(s)\right\} \\
& \phi_{b}(s, z)=\sum_{n} z^{n} \frac{\sigma_{n}^{(b)}(s)}{\sigma^{(b)}(s)}=\exp \left\{\sum_{n=1}^{\infty} \frac{(z-1)^{n}}{n!} f_{n}^{(b)}(s)\right.
\end{aligned}
$$

And the generating function for the resultant multiplicity distribution :

$$
\begin{equation*}
\phi(s, z)=\sum_{n} z^{n} \frac{\delta_{n}(s)}{\sigma(s)}=\exp \left\{\sum_{n=1}^{\infty} \frac{(z-1)^{n}}{n!} f_{n}(s)\right\} \tag{2.2}
\end{equation*}
$$

$\sigma_{n}^{(a)}, \sigma_{n}^{(b)} ; \sigma_{n}$ are the cross-sections for producing $n$ particles from each mechanism and the resultant ; $\sigma^{(a)}, \sigma^{(b)}$ are the total contributions of each mechanism, and $\sigma$ is the total contribution of both. The $f_{n}$ are the correlations defined in chapter one.

If there is no interference between the mechanisms we have

$$
\begin{equation*}
\sigma_{n}=\sigma_{n}^{(a)}+\sigma_{n}^{(b)} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma=\sigma^{(a)}+\sigma^{(b)} \tag{2.4}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\phi(s, z)=\alpha_{a} \Phi_{a}(s, z)+\alpha_{b} \phi_{b}(s, z) \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{a}=\sigma^{(a)} ; \quad ; \quad \alpha_{b}=\sigma^{(b)} / 0 \tag{2.6}
\end{equation*}
$$

and so

$$
\begin{equation*}
\alpha_{a}+\alpha_{b}=1 \tag{2.7}
\end{equation*}
$$

For quantities which are solely dependent on the total available energy $\sqrt{s}$ and the multiplicity of the final state, equations (2.5) and (2.7) form the basic statement of the two component model. From (2.5) we can see how to sum the distributions in terms of their means and integrated correlations. Recovering these with

$$
\begin{equation*}
f_{m}=\left.\left(\frac{\partial}{\partial z}\right)^{m} \ln \phi\right|_{z=1} \tag{2.8}
\end{equation*}
$$

one finds (with some algebra in the case of the higher moments)

$$
\begin{gather*}
f_{1}=\alpha_{a} f_{1}^{(a)}+\alpha_{b} f_{1}^{(b)}  \tag{2.9}\\
f_{2}=\alpha_{a} f_{2}^{(a)}+\alpha_{b} f_{2}^{(b)}+\alpha_{a} \alpha_{b}\left(f_{1}^{(a)}-f_{1}^{(b)}\right)^{2} \tag{2.10}
\end{gather*}
$$

$$
\begin{align*}
f_{3}=\alpha_{a} f_{3}^{(a)}+\alpha_{b} f_{3}^{(b)}+3 \alpha_{a} \alpha_{b} & \left(f_{1}^{(a)}-f_{1}^{(b)}\right)\left(f_{2}^{(a)}-f_{2}^{(b)}\right. \\
& -\alpha_{a} \alpha_{b}\left(\alpha_{a}-\alpha_{b}\right)\left(f_{1}^{(b)}-f_{1}^{(b)}\right)^{3} \tag{2.11}
\end{align*}
$$

$$
\begin{align*}
f_{4}= & \alpha_{a} f_{u}^{(a)}+\alpha_{b} f_{4}^{(b)}+4 \alpha_{a} \alpha_{b}\left(f_{3}^{(a)}-f_{3}^{(b)}\right)\left(f_{1}^{(a)}-f_{1}^{(b)}\right)+3 \alpha_{a} \alpha_{b}\left(f_{2}^{(a)}-f_{2}^{(b)}\right)^{2} \\
& -b \alpha_{a} \alpha_{b}\left(\alpha_{a}-\alpha_{b}\right)\left(f_{2}^{(a)}-f_{2}^{(b)}\right)\left(f_{1}^{(a)}-f_{1}^{(b)}\right)^{2}+\alpha_{a} \alpha_{b}\left(1-b \alpha_{a} \alpha_{b}\right)\left(f_{1}^{(a)}-f_{1}^{(b)}\right)^{4} \tag{2.12}
\end{align*}
$$

Inspecting these equations we see that the mean multiplicity $f_{1}$ is, as one would perhaps have guessed, just the weighted sum of the mean multiplicities of each component mechanism. The correlations $f_{n}(n>1)$ are, however, not quite so simple. There are in addition to the expected weighted sum of $f_{n}^{(a)}$ and $f_{n}^{(b)}$, extra terms. To illustrate the importance of these terms it is interesting to see what happens if a and b are Poisson distributions. In this case

$$
\begin{equation*}
f_{n}^{(a)}=f_{n}^{(b)}=0 \quad n \geqslant 2 \tag{2.13}
\end{equation*}
$$

and hence

$$
\begin{align*}
& \bar{n}=\alpha_{a} \bar{n}_{a}+\alpha_{b} \bar{n}_{b}  \tag{2.14}\\
& f_{2}=\alpha_{a} \alpha_{b}\left(\bar{n}_{a}-\bar{n}_{b}\right)^{2}  \tag{2.15}\\
& f_{3}=-\alpha_{a} \alpha_{b}\left(\alpha_{a}-\alpha_{b}\right)\left(\bar{n}_{a}-\bar{n}_{b}\right)^{3}  \tag{2.16}\\
& f_{4}=\alpha_{a} \alpha_{b}\left(1-b \alpha_{a} \alpha_{b}\right)\left(\bar{n}_{a}-\bar{n}_{b}\right)^{4} \tag{2.17}
\end{align*}
$$

Thus in the case where we add uncorrelated distributions $f_{2}$ is positive ;
$f_{3}$ is negative if the stronger component, (the one with the larger $\alpha$ ) has the higher mean and positive if otherwise ; $f_{4}$ is positive unless $\alpha_{a}$ and $\alpha_{b}$ are sufficiently near to $\frac{1}{2}$. This illustrates clearly how the two component model can generate significant correlations from weakly correlated interaction mechanisms. But more than that, it prediets a particular form for the energy dependence of the correlations. To see what this is let us look again at the simple case where the individual mechanisms have weak correlations. From equations (2.9) (2.17) we see that the two component effect will be most clearly dominant when the mean multiplicities of the components are very different. Let us examine how the width $D$ of the multiplicity distribution varies, under the assumption that at high energies $\bar{n}_{a} \gg \bar{n}_{b}$. Recalling that

$$
\begin{equation*}
D^{2}=f_{2}+\bar{n} \tag{2.18}
\end{equation*}
$$

we expand $\bar{n} / D$ in inverse powers of $\left(\bar{n}_{a}-\bar{n}_{b}\right)$ and find that

$$
\begin{equation*}
\bar{n} / D=\sqrt{\frac{\alpha_{b}}{\alpha_{b}}}+\frac{1}{\left(\bar{n}_{a}-\bar{n}_{b}\right)}\left\{\frac{\bar{n}_{b}}{\sqrt{\alpha_{a} \alpha_{b}}}-\frac{\sqrt{\alpha_{a}}}{2 \alpha_{b} \sqrt{\alpha_{b}}}\right\}+O\left(\frac{1}{\left(\bar{n}_{a}-\bar{n}_{b}\right)^{2}}\right) \tag{2.19}
\end{equation*}
$$

This equation is true even if $f_{2}^{(a)}$ and $f_{2}^{(b)}$ are non-zero, provided that they are small compared to $\left(\bar{n}_{a}-\bar{n}_{b}\right)^{2}$. We can compare this. expression directly with the data. This is shown in figure 2.1*. The comparison is remarkably encouraging as $\bar{n} / D$ may well have reached a constant at as low an energy as $p_{\text {LAB }}=50 \mathrm{GeV} / \mathrm{c}$. The immediate suggestion is that $\alpha_{a} / \alpha_{b} \sim 4$, or $\alpha_{a} \sim 80 \%, \alpha_{b} \sim 20 \%$. Putting these values into equation (2.19) we have

$$
\begin{equation*}
\frac{n}{D}=2+\frac{1}{\left(\bar{n}_{a}-\bar{n}_{b}\right)_{c h}}\left[\frac{\left(\bar{n}_{b}^{c h}-2\right)}{0.4}\right]+O\left(\frac{1}{\left(\bar{n}_{a} \bar{n}_{b}\right)^{2}}\right) \tag{2.20}
\end{equation*}
$$

[^1]We note that we are comparing the model with the multiplicity distribution for charged particles arising from proton-proton collisions and so $\bar{n}_{b}^{c h} \geqslant 2$. Hence we are again encouraged in that the second order. term. in (2.19) and (2.20) has a positive sign in agreement with the data. We may also speculate from the rapid scaling behaviour of $\bar{n}^{c h} / D^{c h}$ that the second order term is sma11.* This is clearly ensured if $\bar{n}_{b}^{c h}$ remains small (near to 2) whilst $\bar{n}_{a}$ xises with energy. This is indeed a feature that will be necessary to our model, as will be seen in the following sections of this chapter. This feature also occurs in references 20-22.

At this point we could go on to discuss the momentum dependence of correlation functions in the two component model, but we postpone this until the next chapter, which is concerned specifically with this. We shall now proceed to formulate our model which gives us most naturally the integrated correlations discussed above. To summarise this section, then, we have seen that the two component model can generate significant correlations from weakly correlated mechanisms. If the two mechanisms have different mean multiplicities, the model has a very characteristic prediction for the correlations and in particular, with no further assumptions, it predicts very well the qualitative form of, the mean to width ratio of the multiplicity distribution. We should like to note in passing that if the mean multiplicities of the two mechanisms are the same, then irrespective of any differences in their distributions, the two component effect would not occur in correlations lower than $f_{4}$, and so we stress that the two component effect is in essence due to a difference in the mean multiplicities of the mechanisms.

[^2]Although the model has the characteristic features discussed above, it still has of course an enormous amount of freedom remaining in a.ll that we have not said about the nature of the components. One of the objectives of the following sections is to reduce this freedom by constructing a model for the components, and by comparison with the measured multiplicity distribution from proton interactions to find what properties are required of our model.

We shall now discuss the form of the multiplicity distribution generating function for a model in which interaction's proceed through the exchange of a factorising Regge pole trajectory $\alpha(t)$. Factorisability allows us to talk of reggeon-particle scattering amplitudes and crosssections etc., and we shall do so freely as it considerably simplifies discussion of the model. We factorise the scattering amplitude for particle-particle scattering as shown in diagram 2.1.


We write, therefore,

$$
\begin{equation*}
A_{n}\left(s ; p_{1} \ldots p_{n}\right)=V(t)\left(\frac{S}{M^{2}}\right)^{\alpha(t)} \tilde{A}_{n-1}\left(M_{1}^{2}, t ; \beta_{2}, \ldots p_{n}\right) S(t) \tag{2.21}
\end{equation*}
$$

The notation here is as in chapter one. $V(t)$ is the vertex function on the left of diagram 2.1. $A_{n}$ is the particle scattering amplitude for $a, b \rightarrow n$ particles $; \tilde{A}_{n-1}$ is the reggeon-particle scattering amplitude for the production of $n-1$ particles ; $\left(s / M^{2}\right)^{\alpha(t)}$ is the reggeon propagator factor in the large $s$ limit when $M^{2}$ may also be large. $S(t)$ is the signature factor defined such that $|S|=1$. We now factorise the phase space ${ }^{2}$ in accord with 2.21.

$$
\begin{equation*}
d \Phi_{n}\left(s_{j} p_{1} \cdot \ldots p_{n}\right)=\frac{d t d M^{2} d \Phi_{n-1}\left(M^{2} ; p_{2} \ldots p_{n}\right)}{16 \pi^{2} \lambda^{2}\left(s, m_{1}^{2} m_{b}^{2}\right) \mu^{2}} \tag{2.22}
\end{equation*}
$$

where

$$
\begin{equation*}
d \Phi_{n}\left(s_{j} p_{1} \ldots p_{n}\right)=\mu^{2-2 n}(2 \pi)^{4-3 n} \delta^{4}\left(p-\sum_{i}^{n} p_{i}\right) \prod_{i=1}^{n} \frac{d^{3} p_{i}}{2 E_{i}} \tag{2.23}
\end{equation*}
$$

$\mu$ is a unit mass solely to keep $\mathrm{d}_{\mathrm{n}}$ dimensionless, and $P^{\mu} P_{\mu}=s . m_{a_{1}}$ and $m_{b}$ are the masses of the incoming particles a and $b$. $\lambda(a, b, c)$ is the usual triangle function. The cross-section $\sigma_{n}(s)$ for $a, b \rightarrow n$ is just

$$
\begin{equation*}
\sigma_{n}(s)=\frac{1}{2 s} \int\left|A_{n}\left(s ; p_{1} \ldots p_{n}\right)\right|^{2} d \Phi_{n}\left(s ; p_{1} \ldots p_{n}\right) \tag{2.25}
\end{equation*}
$$

Inserting (2.21) and (2.22) into here we have

$$
\sigma_{n}(s)=\frac{1}{16 \pi^{2} s} \int \frac{d t a M^{2}}{\mu^{2}}\left(\frac{S}{M^{2}}\right)^{2 \alpha(t)-1}|V(t)|^{2} \tilde{\theta}_{n-1}\left(M^{2} ; t\right) \quad \text { (2.26) }
$$

where we have again assumed $s \gg m_{a}^{2}, m_{b}^{2}$, and have done the integration over the n-1 particle phase space to get the cross-section for the scattering of a particle and a reggeon of mass $t$ at total energy $M$ into n-1 particles. The tilde in this chapter and the following ones will always distinguish quantities which refer to reggeon-particle (including pomeron-particle) scattering. $\quad \tilde{\sigma}_{1}\left(M^{2}, t\right)$ must clearly be defined as

$$
\begin{equation*}
\tilde{\sigma}_{1}\left(\mu^{2} ; t\right)=\pi \frac{s_{0}}{\mu^{2}}|V(t)|^{2} \delta\left(M^{2}-s_{0}\right) \tag{2.27}
\end{equation*}
$$

with the normalisation so as to give

$$
\begin{equation*}
\frac{1}{\pi} \frac{d \sigma_{2}}{d t}=\frac{|N(t)|^{4}}{16 \pi^{2} u^{4}}\left(\frac{S}{S_{0}}\right)^{2 \alpha(t)-2} \tag{2.28}
\end{equation*}
$$

This is just the usual form for the differential cross-section for two particle scattering with Regge pole exchange. Equation (2.27) implies
that $s_{0}$ should be interpreted as the average mass squared of one of the final state particles.

We next define the generating function discussed in the previous section. It is convenient here to have it normalised to the cross-section and so we write

$$
\begin{equation*}
I(s, z)=\sum_{n=2}^{\infty} z^{n} \sigma_{n}(s)=\sigma_{t o t}(s) \cdot \phi(s, z) \tag{2.29a}
\end{equation*}
$$

and so

$$
\begin{equation*}
I(s, 1)=\sigma_{\text {tot }}(s) \tag{2.29b}
\end{equation*}
$$

We also define

$$
\begin{equation*}
\tilde{I}_{+}(s, t ; z)=\sum_{n=1}^{\infty} z^{n} \tilde{\sigma}_{n}(s ; t) \tag{2.30}
\end{equation*}
$$

(The subscript + will later be useful to indicate that the $n=1$ term is included) Thus from (2.26) we readily obtain

$$
\begin{equation*}
I(s, z)=\frac{z}{16 \pi^{2} \mu^{2}} \int d t \frac{d M^{2}}{M^{2}}\left(\frac{s}{M^{2}}\right)^{2 \alpha(t)-2}|V(t)|^{2} \tilde{I}_{+}(s, t ; z) \tag{2.31}
\end{equation*}
$$

This equation just takes us from the generating function for the multiplicity distribution in reggeon-particle scattering to that in particle-particle scattering. We have written it down in this section as we shall. refer back to it to use it more than once in the following sections. We note here that because of the integral over the $M^{2}$ variable, we must assume that the factorised Regge form is a reasonable average of what is happening when the $t$ channel scattering angle is small ( $\mathrm{M}^{2}$ large). This is an assumption of some form of global duality. (Note that we are not discussing the resonance region, but have s large throughout and are discussing the large $M^{2}$ region). Our results should not in any event be very sensitive to this as we expect $V(t)$ to contain a cut-off at large $|t|$, thus stressing the small $M^{2}$ region strongly.

The last section made the statement that if we assume that interactions at high energy proceed through the exchange of a factirisable Regge pole and we know the reggeon-particle multiplicity distribution, then we can calculate the particle-particle multiplicity distribution. In this section we calculate the reggeon-particle generating function by assuming that reggeon-particle interactions proceed by Rage pole exchange. If, at sufficiently high energy we continue to apply this hypothesis we generate the multiperipheral model. This is shown diagrammatically in figure 2.2. We factorise the reggeonparticle amplitude exactly as in the last section.


DIAGRAM 2.2 : $t$ and $t$ ' are the 'masses' of the reggeons.

Instead of 2.26 we have now
$\tilde{\sigma}_{n}\left(s ; t^{\prime}\right)=\frac{1}{16 \pi^{2} \mu^{2}} \int d t \frac{d M^{2}}{M^{2}}\left(\frac{s}{M^{2}}\right)^{2 \sim(t)-2}\left|\tilde{V}\left(t^{\prime}, t\right)\right|^{2} \tilde{\sigma}_{n-1}\left(M^{2} ; t\right)$
$\tilde{\mathrm{V}}\left(\mathrm{t}^{\prime}, \mathrm{t}\right)$ is the vertex on the left of diagram 2.2. If we assume that $\left|\tilde{V}\left(t^{\prime}, t\right)\right|^{2}$ takes the form

$$
\begin{equation*}
\left|\tilde{V}\left(t^{\prime}, t\right)\right|^{2}=g\left(t^{\prime}\right) g(t) \tag{2.33}
\end{equation*}
$$

it follows that $\tilde{\sigma}_{n}$ has the form

$$
\begin{equation*}
\bar{\sigma}_{n}\left(s ; t^{\prime}\right)=g\left(t^{\prime}\right) \tilde{\sigma}_{n}(s) \tag{2.34}
\end{equation*}
$$

leaving

$$
\begin{equation*}
\tilde{\sigma}_{n}(s)=\frac{1}{16 \pi^{2} \mu^{2}} \int \frac{d M^{2}}{M^{2}} d t\left(\frac{s}{M^{2}}\right)^{2 \alpha(t)-2} g^{2}(t) \tilde{\sigma}_{n-1}\left(M^{2}\right) \tag{2.35}
\end{equation*}
$$

and thus the $t$ d dependence is removed.
It will be convenient to define the variable

$$
\begin{equation*}
e=\frac{M^{2}}{s} \tag{2.36}
\end{equation*}
$$

We also define

$$
\begin{equation*}
K(\rho)=\int_{-\infty}^{t_{\min }(\rho, s)} \frac{d t}{16 \pi^{2} \mu^{2}} g^{2}(t) e^{2-2 \alpha(t)} \tag{2.37}
\end{equation*}
$$

(We have not, here, made explicit any s dependence of $K$ other than through $\rho$ but we shall return to this point later.) Equation (2.35) now becomes

$$
\begin{equation*}
\tilde{\sigma}_{n}(s)=\int \frac{d p}{e} K(\rho) \tilde{\sigma}_{n-1}(p s) \tag{2.38}
\end{equation*}
$$

We now multiply by $z^{n}$ and sum, obtaining in exactly the same way as in the previous section

$$
\begin{equation*}
\tilde{I}(s, z)=z \int \frac{\operatorname{def}}{C} k(\rho) \tilde{I_{+}}(\rho s, z) \tag{2.39}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{I}_{+}(s, z)=\sum_{n=1}^{\infty} z^{n} \tilde{\sigma}_{n}(s) \tag{2.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{I}(s, z)=\tilde{I}_{+}(s, z)-z \tilde{\sigma}_{1}(s) \tag{2.41}
\end{equation*}
$$

Equation (2.39) thus forms an integral equation which will determine the generating function for the reggeon-particle multiplicity distribution. The multiplicity distribution for particle scattering can then be obtained using (2.31).* This integral is a generalisation of that obtained for the cross-section in multiperipheral models by Chew et al. ${ }^{24}$

[^3]2.4 Solution of the integral] equation

We now solve the equation (2.39) arrived at in the previous section and discuss some of the properties of the solution. First let us note that if we assume that the vertices shown in diagram 2.3 have the same $t$ dependence, then comparison of equations (2.31) and (2.39), (neglecting any difference in $t_{\text {min }}$ for exchanges at different points in the multiperipheral chain), shows us that the only difference between the particle scattering generating function, $I(s, z)$, and $\tilde{I}(s, z)$, the reggcon-particle scattering generating function for at least two particles in the final state, is a constant factor. Thus the normalised generating functions $\phi(s, z)=I(s, z) / I(s, 1)$ and $\tilde{\phi}(s, z)=\tilde{I}(s, z) / \tilde{I}(s, 1)$ are the same and hence so are the multiplicity distributions. We could of course relax this assumption concerning the $t$ dependence, but we should like to stress that we are interested in minimising the number of free parameters remaining when we come to fit the data, and the above is the most natural assumption to make. The conclusion it leads


DIAGRAM 2.3 : Dashed lines are reggeons, full lines are particles.
to (ie. that reggeon-particle and particle-particle multiplicity . distributions are the same) is discussed further in the following chapters. Thus we put

$$
\begin{equation*}
I(s, z)=C \cdot \tilde{I}(s, z) \tag{2.42}
\end{equation*}
$$

and so (2.39) becomes

$$
\begin{equation*}
I(s, z)=z \int_{\frac{y^{2}}{s}}^{1} \frac{d e}{e} K(\rho)\left\{I(\rho s, z)+z \cdot C \cdot \tilde{\sigma}_{1}(\rho s)\right\} \tag{2.43}
\end{equation*}
$$

Here $\mathcal{V}$ is the minimum possible missing mass. Two points should perhaps be noted at this stage. Firstly we did not have to define $\tilde{\sigma}_{1}$. We proceeded as we did because the form (2.27) of $\tilde{\sigma}_{1}$ is simple to handle. The other is that $K(\rho)$ will depend very little on s. Equation (2.37) shows us that the only s dependence at fixed $\rho$ that can enter $K(\rho)$ does so through the function $t_{\min }(\rho, s)$. Let us examine this function. If we consider the process $a, b \rightarrow c, d$ with $t=\left(p_{c}-p_{a}\right)^{2}$ then

$$
\begin{equation*}
t_{\text {min }}=\frac{1}{2 s}\left\{\lambda^{1 / 2}\left(s_{1} m_{d}^{2}, m_{b}^{2}\right) \lambda^{\frac{1}{2}}\left(s, m_{c}^{2}, m_{d}^{2}\right)-s^{2}+2 s\left(m_{b}^{2}+m_{b}^{2}+m_{k}^{2}+m_{b}^{2}\right)\right\} \tag{2.44}
\end{equation*}
$$

If we now expand this in the limit when $s \gg m_{a}^{2}, m_{b}^{2}, m_{c}^{2}$ and $m_{d}=M$ with $\rho=M^{2} / s$, we find

$$
\begin{equation*}
t_{\min } \approx-\frac{\left(m_{b}^{2}-m_{a}^{2}\right) e+m_{a}^{2} e^{2}}{1-e} \tag{2.45}
\end{equation*}
$$

where here we have neglected terms smaller by factors of $\mathrm{m}_{a}^{2} / \mathrm{s}$ etc. Thus at high energy $K(\rho)$ depends only on $\rho=M^{2} / s$. We also note that if $g(t)$ is small for $|t|$ large, (for example an exponential), then equation (2.37) tells us that if we write

$$
\begin{equation*}
K(\rho)=e^{2-2 \Delta(0)} k(\rho) \tag{2.46}
\end{equation*}
$$

then $k(\rho)$ cuts off as $\rho$ 'approaches 1. Having noted these properties of $K(\rho)$ we proceed formally to solve (2.43). To do this we first write (2.43) in terms of logarithmic variables which we define by

$$
\begin{aligned}
& y=\ln s / v^{2} \\
& y=\ln \frac{\mu^{2}}{v^{2}}=\ln \frac{\rho s}{v^{2}} \\
& \lambda=-\ln \frac{\mu^{2}}{s}=-\ln c \\
& y=y+\lambda
\end{aligned}
$$

Then (2.43) is just

$$
\begin{equation*}
I\left(e^{y}, z\right)=z \int_{0}^{y} d \lambda K\left(e^{-\lambda}\right)\left\{I(y-\lambda, z)+z C \tilde{\sigma}_{1}(y-\lambda)\right\} \tag{2.48}
\end{equation*}
$$

This convolution integral now suggests the use of a Laplace transform which has the property

$$
\begin{equation*}
\mathcal{L}: \int_{0}^{y} d \lambda F(\lambda) \cdot G(y-\lambda)=[\mathcal{L}: F][\mathcal{L}: \mathcal{G}] \tag{2.49}
\end{equation*}
$$

Hence defining the Laplace transforms

$$
\begin{align*}
& I_{L}(\omega, z)=\int_{0}^{\infty} e^{-\omega y} I\left(e^{y}, z\right) d y  \tag{2.50}\\
& K_{C}(\omega)=\int_{0}^{\infty} e^{-\lambda \omega} K\left(e^{-\lambda}\right) d \lambda  \tag{2.51}\\
& D(\omega)=\int_{0}^{\infty} e^{-\omega y} K\left(e^{-\lambda}\right) d \lambda \tag{2.52}
\end{align*}
$$

then (2.48) transforms to

$$
\begin{equation*}
I_{L}(\omega, z)=z K_{L}(\omega)\left\{I_{L}(\omega, z)+z D(\omega)\right\} \tag{2.53}
\end{equation*}
$$

which upon rearrangement becomes

$$
\begin{equation*}
I_{L}(\omega, z)=\frac{z^{2} D(\omega) K_{L}(\omega)}{1-z K_{L}(\omega)} \tag{2.54}
\end{equation*}
$$

To recover the generating function we invert the transform

$$
\begin{equation*}
I\left(e^{Y}, z\right)=\frac{1}{2 \pi i} \int_{\mathbb{C}} e^{\omega Y} I_{L}(\omega, z) d \omega \tag{2.55}
\end{equation*}
$$

(1) here is the usual contour parallel to the imaginary axis in the complex $\omega$ plane. From (2.27) we have

$$
\begin{equation*}
D(\omega)=C e^{-\omega y_{0}} \tag{2.56}
\end{equation*}
$$

where all constant factors have been absorbed into $C$ and $y_{0}=\ln \left(s_{0} / v^{2}\right)$. We expect $K_{L}(\omega)$ to vanish as $|\omega| \rightarrow \infty$ in the left half of the complex plane, and so we can close the contour ( in the left half of the complex $\omega$ plane. (We are of course interested in $Y>y_{0}$ ). At high energy (2.55) allows us to take the leading pole contribution from (2.54). This will come from a zero in $1-\mathrm{zK}_{\mathrm{L}}(\omega)$. It will become clear in what follows that we expect a simple pole. The total cross-section $\sigma=I(s, 1)$ is thus assymptotically a power of $s$ and the Froissart bound implies that

$$
\begin{equation*}
1-z K(\omega)=0 \tag{2.57}
\end{equation*}
$$

can only have a solution $\omega \leqslant 0$ when $z=1$. (Comparison of the usual j-plane transformation with the optical theorem (1.7) and equation (2.50) reveals $\omega=j-1$ ). Letting the solution to (2.57) be

$$
\begin{equation*}
w=f(z) \tag{2,58}
\end{equation*}
$$

we have $f(z)$ given by (2.51) and (2.57). We have, then, the implicit equation

$$
\begin{equation*}
\int_{0}^{\infty} e^{-\lambda f(z)} k\left(e^{-\lambda}\right) d \lambda=1 / z \tag{2.59a}
\end{equation*}
$$

or

$$
\begin{equation*}
\int_{0}^{1} \frac{d e}{e} \frac{d e}{f(z)} k(e)=\frac{1}{z} \tag{2.59b}
\end{equation*}
$$

or

$$
\begin{equation*}
K_{L}(f(z))=\frac{1}{z} \tag{2.59c}
\end{equation*}
$$

We have then

$$
\begin{equation*}
I\left(e^{y}, z\right)=\operatorname{Residue}_{\text {at } \omega \in f(z)}\left\{\frac{z^{2} D(\omega) K_{L}(\omega) e^{\omega y}}{1-z K_{L}(\omega)}\right\} \tag{2.60}
\end{equation*}
$$

That is

$$
\begin{equation*}
I\left(e^{Y}, z\right)=\left.\frac{z^{2} D(\omega) K_{L}(\omega) e^{Y / \omega}}{\frac{d}{d \omega}\left(1-z K_{L}(\omega)\right)}\right|_{\omega \sigma f(z)} \tag{2.61}
\end{equation*}
$$

From (2.59c) we observe

$$
\begin{equation*}
-\frac{1}{z^{2}}=\frac{d}{d z} K(f(z))=\left.\frac{d f}{d z} \frac{d K_{L}(\omega)}{d \omega}\right|_{\omega=f(z)} \tag{2.62}
\end{equation*}
$$

and so we find using (2.56)

$$
\begin{equation*}
I\left(e^{y}, z\right)=C z^{2} \frac{d f}{d z} e^{\left(y-y_{0}\right) f(z)} \tag{2.63a}
\end{equation*}
$$

or

$$
\begin{equation*}
I(s, z)=c z^{2} \frac{d f}{d z} \cdot\left(\frac{s}{s_{0}}\right)^{f(z)} \tag{2.63b}
\end{equation*}
$$

This result defines the multiplicity distribution of the model.
We should like to point out here that although the low multiplicity cross-section appears explicitly in the above derivation, the shape of the multiplicity distribution is insensitive to this. It is determined solely by $f(z)$ which is dependent on the kernel.
2.5 Properties of the multiplicity distribution of the model
(a) Total cross-section and correlations

We can now discuss features of the multiplicity distribution just derived, even before calculation of $f(z)$. We note that the total cross-section must behave like a power of s. If we denote the intercept of the output trajectory (i.e. that of the singularity in the imaginary part of the elastic amplitude ) by $\alpha_{o u t}$ then

$$
\begin{equation*}
\sigma_{t} \sim s^{\alpha_{\text {out }}-1} \tag{2.64}
\end{equation*}
$$

Equation (2.29) tells us

$$
\sigma_{t}(s)=I(s, 1)=\left.C \frac{d f}{d z}\right|_{z=1} \cdot\left(\frac{s_{1}}{s_{0}}\right)^{f(1)}
$$

and so

$$
\begin{equation*}
f(1)=\alpha_{\text {out }}-1 \tag{2.66}
\end{equation*}
$$

(For the sake of discussion we retain generality here although later we sha 11 choose $\alpha_{\text {out }}$ to be a pomeron singularity ( $\alpha_{\text {out }}=1$ ) to obtain an assymptotically non-vanishing cross-section.)

To obtain the correlations we expand $f(z)$ about $z=1$ defining constants $c_{n}$ by

$$
\begin{equation*}
f(z)=\sum_{n \div 0}^{\infty} c_{n} \frac{(z-1)^{n}}{n!} \tag{2.67}
\end{equation*}
$$

We thus have

$$
\begin{equation*}
c_{0}=\alpha_{\text {out }}-1 \tag{2.68}
\end{equation*}
$$

and the correlations

$$
f_{n}(s)=\quad c_{n} \ln s / s_{0}+\alpha_{n}
$$

where the constants $d_{n}$ are also determined by (2.63). The mean multiplicity and the correlations are thus linearly dependent upon $\ln (s)$. This is the well known short range correlation property of multiperipheral models.
(b) n-particle production cross-sections and Reggae intercepts.

We now examine equation (2.59) which determines $f(z)$. At $z=1$ this becomes

$$
\begin{equation*}
\int_{0}^{1} \frac{d e}{e} e^{\alpha_{n t}-1} K(p)=1 \tag{2.70}
\end{equation*}
$$

Thus the intercept of the output trajectory for a given input singularty determines the overall size of $K(\rho)$, that is the strength of the reggeon-reggeon-particle coupling. The definition (2.37) of $\mathrm{K}(\rho)$ suggests that

and so the above integral converges if

$$
\begin{equation*}
\left(\alpha_{\text {out }}-1\right)-(2 \alpha(0)-2)>0 \tag{2.72a}
\end{equation*}
$$

and (2.59) converges for $z$ such that

$$
\begin{equation*}
f(z)+2-2 \alpha(0)>0 \tag{2.72b}
\end{equation*}
$$

We shall discuss these inequalities in a moment, but first let us examine the consequences of (2.69) for the n particle production crosssections. Looking at the generating function (2.63), we quickly find that

$$
\begin{equation*}
\sigma_{n} \sim \tau_{n}(l n s) s^{f(0)} \tag{2.73}
\end{equation*}
$$

where the functions $\tau_{n}$ depend at most upon a finite power of $\ln (s)$.

Although we cannot evaluate $f(0)$ from (2.59) directly we have from (2.67)

$$
\begin{equation*}
f(0)=\sum_{n=0}^{\infty} \frac{(-1)^{n} c_{n}}{n!} \tag{2.74}
\end{equation*}
$$

These equations show that all the $\sigma_{n}$ behave assymptotically like the same power of $s$. This criterion is often quoted as characteristic of the multiperipheral model. It is, however, more generally true of any model posessing only short range correlations. As we discussed earlier the short range correlation hypothesis leads to correlations of the logarithmic form (2.69) which in turn leads to (2.73).

Comparison of (2.73) with the power behaviour expected of $\sigma_{2}$ from (2.28) gives

$$
\begin{equation*}
f(0)=2 \alpha(0)-2 \tag{2.75}
\end{equation*}
$$

and so now the interpretation of (2.72a) is just that

with $\varepsilon$ strictly greater than zero and the same for all n . This emphasises the difficulty of putting a multiperipheral chain, a difficulty first pointed out by Finkelstein and Kajantie ${ }^{25}$. It is also just the condition discussed earlier, which was shown in reference 9 for models with the property (2.69).

We also note in passing that an alternative way of expressing this is the following. If we were to make a model with the output trajectory the same as the input, that is $\alpha_{\text {out }}=\alpha(0)$, then equation (2.72a) becomes

$$
\begin{equation*}
\alpha(0)<1 \tag{2.77}
\end{equation*}
$$

which excludes the pomeron.
(c) A constraint on the model

We now turn to a point drawn attention to by Harari ${ }^{26}$. If we combine equations (2.68), (2.74), and (2.75) we obtain

$$
\begin{equation*}
\alpha_{\text {out }}=2 \alpha(0)-1-\sum_{n=1}^{\infty} \frac{(-1)^{n} c_{n}}{n!} \tag{2.78}
\end{equation*}
$$

Thus if we know the trajectory intercepts $\alpha_{\text {out }}$ and $\alpha(0)$, then we have a relation amongst tha $c_{n}$. This relation is quite general as we have used only the leading power in $s$ to derive it irrespective of logarithmic terms. The consistency of the data with this relation is tested in a paper of Harari and Rabinovici ${ }^{22}$, who assume a two component model, one of whose components has the short range correlation property (2.69). Their result is that the first two terms of the sum in (2.78) are roughly consistent with $\alpha_{o u t}=1$ and $\alpha(0)=0.5 \pm 0.1$. We shall further discuss their model later in the chapter, but we wish to stress here that in the interaction calculated in the previous sections, the relation (2.78) is an in-built constraint. Our viewpoint is that this equation follows for models with only short range correlations, and so consistent with the belief that long range correlations are generated primarily by the two component effect, it should be allowed to constrain the model. Thus, perhaps we shall be able, from the results of comparing the model with the data, to say more about the particular features required of it. This indeed turns out to be the case, as we shall see later.
(d) An explicit solution to the integral equation for the generating function

So far we have presented an integral equation for the multiplicity distribution generating function and provided a solution in terms of a function $f(z)$ defined implicitily in (2.59) in terms of the kernel of the integral equation. In this section we have discussed some properties of this solution. It will be instructive here to consider an explicit solution in an approximation where one is feasible. Later when we compare our model with the data we shall attempt a more
realistic solution. So for now let us take the approximation that $t_{\min }=0$ for the exchange in diagram 2.2, and calculate the consequences for a fixed pole exchange

$$
\begin{equation*}
\alpha(t) \equiv \alpha \tag{2.79}
\end{equation*}
$$

Taking the vertex function to be an exponential function of $t$

$$
\begin{equation*}
g(t)=A e^{\beta t} \tag{2.80}
\end{equation*}
$$

$(2,37)$ tells us that

$$
\begin{equation*}
K(\rho)=g^{2} e^{2-2 \alpha} \tag{2.81}
\end{equation*}
$$

where all the multiplicative constants have been absorbed into $\mathrm{g}^{2}$. Our function $f(z)$ is now defined by

$$
\begin{equation*}
\int_{0}^{1} \frac{d e}{e} \rho^{2-2 \alpha+f(z)}=\frac{1}{g^{2} z} \tag{2.82}
\end{equation*}
$$

from which by performing the integration we find

$$
\begin{equation*}
f(z)=g^{2} z+2 \alpha-2 \tag{2.83}
\end{equation*}
$$

We note that the integral converges for $z>0$ (c.f. equation (2.72b)). Thus from the solution (2.63) of our integral equation we find

$$
\begin{equation*}
I(s, z)=\operatorname{cg}^{2} z^{2}\left(\frac{s}{S_{0}}\right)^{2 \alpha-2+g^{2}+g^{2}(z-1)} \tag{2.84}
\end{equation*}
$$

and so

$$
\begin{equation*}
\sigma_{t \in t} \propto \quad\left(5 / s_{0}\right)^{2 \alpha-2+g^{2}} \tag{2.85}
\end{equation*}
$$

and the nomalised generating function is

$$
\begin{equation*}
\phi(s, z)=z^{2}\left(\frac{s}{s_{0}}\right)^{g^{2}(z-1)} \tag{2.86}
\end{equation*}
$$

From (2.85) we see that

$$
\begin{equation*}
\alpha_{\text {out }}=2 x-1+g^{2} \tag{2.87}
\end{equation*}
$$

and (2.86) will be recognised as the generating function for a Poisson distribution in $n-2$ particles. The mean of the distribution is just

$$
\begin{equation*}
\langle n\rangle=g^{2} \ln \%_{0}+2 \tag{2.88}
\end{equation*}
$$

Equation (2.87) is typical of multiperipheral-type models although with a more complicated kernel this will also be more complicated. Equations (2.87) and (2.88) illustrate the constraint $(2,78)$ where in this case it is satisfied by

$$
\begin{equation*}
c_{i}=g^{2} ; \quad c_{n}=0 \quad n \geqslant 2 \tag{2.89}
\end{equation*}
$$

Finally we remark that the model discussed in this subsection where the multiplicity distribution turns out to be completely uncorrelated (Poisson) is just the well known model of Chew and Pignotti ${ }^{27}$. (This is also nicely summarised in references $1 a, 28$.)
(e) The need for another mechanism

Without discussion of the momentum dependence of correlations and inclusive distributions, the need for a second mechanism is already apparent. Let us calculate $\bar{n} / D$ in this model and compare with the calculation in section 2.1. For this model we find

$$
\begin{equation*}
\overline{n / p} \underset{s \rightarrow \infty}{\sim} \frac{c_{1}}{\sqrt{c_{1}+c_{2}^{\prime}}}(\ln s)^{1 / 2} \tag{2.90}
\end{equation*}
$$

(Notice that this displays the property $D^{2}=\bar{n}$ for a Poisson distribution $-c_{2}=0$ ). The data (see figure 2.1) show no sign of a rise in this quantity at high energy and so we are attracted to the ideas presented in section 2.1. As discussed there we should now be looking for a low multiplicity mechanism to give the required effect. The need for a correction to the low multiplicity end of the distribution is obviated by the fact that $\sigma_{2}$ in the model that we have derived so far (and indeed $\sigma_{n}$ ) must fall with energy to zero. It seems natural then to base a second component on pomeron exchange in the $2 \rightarrow a$ amplitude.

### 2.6 Diffraction - a second mechanism

To calculate this mechanism we go back to the basic calculaction of section 2.2 and look at pomeron exchange. We redraw diagram 2.2 with a pomeron exchange :


For this diagram equation 2.31 gives us

$$
\begin{equation*}
I_{p}(s, z)=\frac{z}{16 \pi^{2} \mu^{2}} \int d t \frac{d M^{2}}{M^{2}}\left(\frac{s}{M^{2}}\right)^{2 \alpha_{p}(t)-2}\left|V_{p}(t)\right|^{2} \tilde{I}_{p}\left(M^{2}, z\right) \tag{2.91}
\end{equation*}
$$

$V_{P}$ is just the vertex on the left of diagram 2.4 ; $\tilde{I}_{P}$ is the pomeronparticle scattering generating function; $I_{D}$ is the generating function for the (diffractive) process shown in diagram 2.4.

We now make an assumption which will later prove to be a powerful constraint on any fit to the data. We assume that the multiplicity distribution arising from pomeron-particle collisions is just the same as that arising from reggeon-particle collisions. We allow the total cross-sections of these processes, however, to be different. Thus we have an intuitive picture of the probability of interaction of two objects being dependent upon the nature of the objects, but once they interact, all 'knowledge' of what the original objects were is lost, and thus the relative probabilities of producing $n$ particles for
various $n$ is independent of the incident objects. Further consequences of this assumption are discussed in detail later. Continuing with the calculation we have

$$
\begin{equation*}
\tilde{I}_{p}(s, z)=\frac{\tilde{\sigma}_{P_{p}}(s)}{\tilde{\sigma}_{R_{p}}(s)} \tilde{I}_{+}(s, z) \tag{2.92}
\end{equation*}
$$

where $\sigma_{P p}$ and $\sigma_{R p}$ are the pomeron-particle and reggeon-particle crosssections respectively. $\tilde{I}_{+}$is known from the calculation of the previous sections. We perform the $t$ integration as before defining

$$
\begin{equation*}
K_{p}(\rho)=\frac{1}{16 \pi^{2} \mu^{2}} \int_{-\infty}^{\operatorname{lmin}_{\text {min }}(\rho)} d t\left|V_{p}(t)\right|^{2} e^{2-2 \alpha_{p}(t)} \tag{2;93}
\end{equation*}
$$

leaving

$$
\begin{equation*}
I_{D}(s, z)=z \int_{\frac{v^{2}}{s}}^{1} \frac{d e}{e} K_{p}(p) \tilde{T}_{p}\left(e^{s}, z\right) \tag{2.94}
\end{equation*}
$$

in analogy with (2.37) and (2.39). Again we have denoted by $v$ the minimum possible value of the missing mass M. Using (2.63) and (2.41) we find

$$
I_{D}(s, z)=z^{2} \sigma_{D_{2}}(s)+z^{3} \frac{d f}{d z} c\left(\frac{s}{s_{0}}\right) \int_{\frac{\nu^{2}}{s}}^{f(z)} \frac{d \rho}{\frac{1}{\rho_{p}}(\rho s)} \frac{f(z)}{\sigma_{R_{p}}(\rho s)} e^{K_{p}(\rho)}(2.95)
$$

In the next section we shall calculate the correlations from not only this mechanism but also the multiperipheral mechanism. We shall then examine the features of the resultant two component model and compare with the data.
2.7 Calculation of the model
(a) The non-diffractive component

In constructing the two component model from the mechanisms discussed, it is natural to look for the correlations of each component and to use the equations of section one. We first calculate the nondiffractive, 'pionisation' component, which we shall from now on label with the letter $\pi$. We have

$$
\begin{equation*}
f_{n}^{T}=c_{n} \ln \frac{s}{s_{0}}+d_{n} \tag{2.96}
\end{equation*}
$$

where

$$
\begin{equation*}
f(z)=\sum \frac{c_{n}(z-1)^{n}}{n!} \tag{2.97}
\end{equation*}
$$

We calculate the $c_{n}$ from equation (2.59) which was

$$
\begin{equation*}
\int_{0}^{1} \frac{d e}{e} e e^{f(v)} k(e)=\frac{1}{z} \tag{2.98}
\end{equation*}
$$

by expanding about $z=1$. Because this integral must be convergent near $z=1$, it is natural to calculate the correlations $f_{n}$ rather than the cross-sections $\sigma_{n}$. As our model is attempting to describe the strong interaction particularly in terms of many-particle final states, we stress that it is an attractive feature of this scheme that the multiplicity distribution is most conveniently calculated by first finding the mean, then the width, and then the more subtle correlations. If we define the integrals

$$
\begin{equation*}
Q_{j}=(-1)^{j} \int_{0}^{1} \frac{d e}{c}(\ln c)^{j} K(\rho) \tag{2.99}
\end{equation*}
$$

then equation (2.98) becomes at $z=1$

$$
\begin{equation*}
Q_{0}=1 \tag{2.100}
\end{equation*}
$$

where we now restrict our attention to the case $\alpha_{\text {out }}=1$ or $f(1)=0$ to give an assymptotically non-vanishing pionisation component.

Successive differentiation with respect to $z$ at $z=1$ reveals from (2.98) using $(2,97)$

$$
\begin{gather*}
c_{1} Q_{4}=1 \\
-c_{2} Q_{1}+c_{1}^{2} Q_{2}=2! \\
c_{3} Q_{1}-3 c_{2} Q_{2}+c_{1}^{3} Q_{3}= \\
-c_{4} Q_{1}+\left(3 c_{2}^{2}+4 c_{1}\right) Q_{2}-6 c_{1}^{2} c_{2} Q_{3}+c_{4}^{4} Q_{4}=4! \\
\text { and so on. }
\end{gather*}
$$

Thus the $c_{n}$ can be calculated in turn. We find then

$$
\begin{gather*}
Q_{1}=Q_{1}^{-1}  \tag{2.105}\\
C_{2}=Q_{1}^{-3}\left\{Q_{2}-2!Q_{1}^{2}\right\}  \tag{2.106}\\
C_{3}=Q_{1}^{-5}\left\{3 Q_{2}\left(Q_{2}-2!Q_{1}^{2}\right)-Q_{1}\left(Q_{3}-3!Q_{1}^{3}\right)\right\} \tag{2.107}
\end{gather*}
$$

and

$$
\begin{align*}
& C_{4}=Q_{1}^{-7}\left\{Q_{1}^{2}\left(Q_{4}-4!Q_{1}^{4}\right)-4 Q_{1} Q_{2}\left(Q_{3}-3!Q_{1}^{3}\right)\right. \\
& +12 Q_{2}^{2}\left(Q_{2}-2!Q_{1}^{2}\right)-6 Q_{1} Q_{3}\left(Q_{2}-2!Q_{1}^{2}\right)+3 Q_{2}\left(Q_{2}^{\left.\left.-2!Q_{1}^{2}\right)^{2}\right\}}\right. \tag{2.108}
\end{align*}
$$

The normalised generating function for the pionisation component is

$$
\begin{equation*}
\phi_{\pi}(s, z)=z^{2} \frac{f^{\prime}(z)}{f^{\prime}(1)}\left(\frac{s}{\delta_{0}}\right)^{f(z)} \tag{2.109}
\end{equation*}
$$

and so

$$
\begin{equation*}
d_{n}=\left.\left(\frac{d}{\partial z}\right)^{n} \ln z^{2} \frac{f^{\prime}(z)}{f^{\prime}(1)}\right|_{z=1} \tag{2.110}
\end{equation*}
$$

1) 

Thus the constants $d_{n}$ are determined in terms of the constants $c_{n}$

$$
\begin{gather*}
d_{1}=2+c_{2} / c_{1}  \tag{2.111}\\
d_{2}=-2+\frac{c_{3}}{c_{1}}-\left(c_{2} c_{1}\right)^{2}  \tag{2.112}\\
d_{3}=4+\frac{c_{4} / 4}{4}-\frac{3 c_{2} c_{3}}{c_{1}^{2}}+2\left(\frac{c_{2}}{c_{1}}\right)^{3} \tag{2.113}
\end{gather*}
$$

To calculate the integrals $Q_{j}$ let us recall the definition and discussion or $K(\rho)$ from sections three and four. Writing again

$$
\begin{align*}
& K(p)=p^{2-2 \alpha(0)} k(p) i_{i}  \tag{2.114}\\
& K_{p}(\rho)=e^{2-2 \alpha_{p}(0)} k_{p}(p) \tag{2.115}
\end{align*}
$$

we expect $k(\rho)$ and $k_{p}(\rho)$ to become small as $\rho \rightarrow$ 1. This followed from the assumption of a strong dominance of the small $|t|$ region. Rather than making an ansate for $V(t)$ and calculating $K(\rho)$, we make an ansabz directly for $K(\rho)$ embodying the features discussed. We put then

$$
\begin{equation*}
K(p)=\rho^{2-2 \alpha(0)} A \cdot\left[1-b_{\beta}\right] \theta\left(1-b_{p}\right) \tag{2.116}
\end{equation*}
$$

and similarly

$$
\begin{equation*}
K_{p}(p)=p^{2-2 \alpha_{p}(0)} A_{p}\left[1-b_{p} p\right] \theta\left(1-b_{p}(p)\right) \tag{2.117}
\end{equation*}
$$

where $A ; A_{P}, b, b_{P}$ are constants and the $\theta$ step functions ensure that
$K$ and $K_{P}$ are positive. We now evaluate the constants $Q_{\text {d }}$ from (2.99) and determine $A$ from (2.100). Thus

$$
\begin{equation*}
Q_{j}=\frac{j!}{[2-2 \alpha(0)]^{\prime}} \frac{\left[1-b\left[\frac{2-2 \times(0)}{3-2 \times(0)}\right]^{j+1}\right]}{\left[1-b\left[\frac{-20(0)}{3-20(0)}\right]\right]} \tag{2.118}
\end{equation*}
$$

and

$$
\begin{array}{r}
Q_{j}=\frac{j \mid[3-2 \alpha(0)]}{[2-2 \alpha(0)]^{j}}\left\{\begin{array}{l}
e_{j}([2-2 \alpha(0)] \ln b) \\
\\
\left.-\left[\frac{2-2 \alpha(0)}{3-2 \alpha(0)}\right]^{j+1} e_{j}([3-2 \alpha(0)] \ln b)\right\}
\end{array} \quad \text { if } b \geqslant 1\right.
\end{array}
$$

where

$$
\begin{equation*}
e_{j}(x)=\sum_{i=0}^{j} \frac{x^{i}}{i!} \tag{2.120}
\end{equation*}
$$

Thus the constants $c_{n}$ can now be obtained from equations (2.105)-(2.108) and hence the constants $d_{n}$. The non-diffractive component of our model is thus calculated in terms of the parameter $b$. (We note that as $b \rightarrow 0$ we find $Q_{j}=j!(2-2 \alpha(0))^{-j}$ and hence $c_{n}=0$ for $n \geqslant 2$. This is, as expected, just the Chew-Pignotti model again.)
(b) The diffractive component

The diffractive component is now simply calculable in terms of the already known constants $c_{n}$ from equation (2.95). To do this we let

$$
\begin{equation*}
\frac{\sigma_{p_{p}}(s)}{\sigma_{R_{p}}(s)} \sim\left(\frac{s}{s_{0}}\right)^{-\gamma} \quad ; \gamma \geqslant 0 \tag{2.121}
\end{equation*}
$$

As we have taken $\sigma_{R p}$ to he constant, $y$ will measure the s dependence of the forward elastic pomeron-particle scattering amplitude. In
triple Rage language $\gamma=0$ corresponds to a non-zero triple pomeron coupling. We also wish to normalise to the inelastic part of the total cross-section and we do this simply by approximating the elastic crosssection to be just the two particle diffractive cross-section at high energies. We shall return to these points in later discussion. Equation (2.95) now becomes

$$
\begin{equation*}
I_{D}(s, z)=z^{3} \frac{d f}{d z} c\left(\frac{s}{s_{0}}\right)^{-\gamma+f(z)} \int_{\frac{v^{2}}{s}}^{1} \frac{d e}{e} e^{f(z)-\gamma}\left[1-b_{p} \rho\right] \theta\left(1-b_{p} e\right) \tag{2.122}
\end{equation*}
$$

As $f(1)=0$ this integral is very much determined by the behaviour of the Integrand as $\rho \rightarrow 0$, and the lower limit of integration. Here we assume a diffractive contribution due to a pomeron-pomeron-reggeon coupling and postpone discussion of the triple pomeron case. Taking $\gamma>0$ then we have

$$
\begin{equation*}
I_{D}(s, z)=z^{3} \frac{d f}{d z} \frac{c\left(\frac{v^{2}}{s_{0}}\right)^{f(z)-\gamma}}{\gamma-f(z)} \tag{2.123}
\end{equation*}
$$

to leading order in s. Thus at high energy this diffractive contribution produces a constant inelastic (and total) cross-section and also a multiplicity distribution which is assymptotically independent of s. (c.f. references 20-22). The multiplicity distribution given by (2.123) can now be calculated in terms of if $(z)$ and the new parameter $\gamma$. The correlations are most simply calculated in the following form. The normalised generating function is

$$
\begin{equation*}
\phi_{D}(s, z)=z^{3} \frac{f^{\prime}(z)}{f^{\prime}(1)}\left(\frac{\nu^{2}}{s_{0}}\right)^{f(z)} \frac{\gamma}{\gamma-f(z)} \tag{2.124}
\end{equation*}
$$

We thus observe from (2.109) that

$$
\begin{equation*}
\frac{\phi_{n}(s, z)}{\phi_{D}(s, z)}=\frac{\gamma-f(z)}{\gamma z}\left(\frac{s}{v^{2}}\right)^{f(z)} \tag{2.125}
\end{equation*}
$$

And so we can calculate more easily

$$
\begin{equation*}
f_{n}^{\pi}-f_{n}^{D}=\left.\left(\frac{\partial}{\partial z}\right)^{n} \ln \frac{\phi_{\pi}}{\phi_{D}}\right|_{z=1} \tag{2.126}
\end{equation*}
$$

and substitute these expressions directly into the two component model. We then rind

$$
\begin{align*}
& f_{1}^{\pi}-f_{1}^{D}=c_{1} \ln \frac{s}{v^{2}}-\left[1+c_{1 / \gamma}\right]  \tag{2.127}\\
& f_{2}^{\pi}-f_{2}^{D}=c_{2} \ln \frac{s}{v^{2}}+\left[1-\frac{c_{1}^{2}}{\gamma^{2}}-c_{2}\right]  \tag{2.128}\\
& f_{3}^{\pi}-f_{3}^{D}=c_{3} \ln \frac{s}{v^{2}}-\left[2+\frac{2 c^{3}}{\gamma^{3}}+\frac{3 c_{1} c_{2}}{\gamma^{2}}+\frac{c_{3}}{\gamma}\right] \tag{2.129}
\end{align*}
$$

We rewrite equations (2.9)-(2.11) in the form

$$
\begin{array}{r}
f_{1}=f_{1}^{D}+p_{\pi}\left(f_{1}^{\pi}-f_{1}^{D}\right) \\
f_{2}=f_{2}^{D}+p_{\pi}\left(f_{2}^{\pi}-f_{2}^{D}\right)+p_{\pi} p_{D}\left(f_{1}^{\pi}-f_{1}^{D}\right)^{2} \\
f_{3}=f_{3}^{D}+p_{T}\left(f_{5}^{\pi}-f_{3}^{D}\right)+3 p_{\pi} p_{D}\left(f_{1}^{\pi}-f_{1}^{D}\right)\left(f_{2}^{\pi}-f_{2}^{D}\right)  \tag{2.132}\\
\end{array}
$$

so that all the energy dependence is now in the terms involving
differences between tho mechanisms. We have also written the strengths of the components as $p_{\pi}$ and $p_{D}$ where of course $p_{\pi}+p_{D}=1$.

### 2.8 Gomparison with the data

We are now in a position to discuss the model in direct comparison with the data. The parameters which we have available at the moment are $b, \gamma, p_{\pi}, v, s_{0}$, and $\alpha(0)$. The constants ${ }^{\circ} c_{n}$ and $d_{n}$ are determined entirely by $b$ and $\alpha(0)$, which together with $s_{0}$ determine the non-diffractive multiplicity distribution ; $\gamma$ and $v$ determine the diffractive distribution ; $p_{\pi}$ determines their relative contributions.

As neutral particles are not observed, to compare with the data we must find the multiplicity distribution for charged particles. We choose, in fact, to do it for negatively charged particles. Conservation of charge will then tell us about correlations between positives or all charged particles if we wish. The multiplicities and correlations which have been calculated are those which apply to the number of rungs in the multiperipheral ladder. We can think of the objects emitted at each vertex of the chain as clusters of particles with similar momenta, each cluster having a small sub-energy so. (c.f. equation (2.27)). It is clear in this case thap the average mass squared $s_{0}$ of a cluster should not necessarily be the same as the minimum mass squared ${ }^{2}$. We certainly expect, however, that $s_{0} \geqslant 0^{2}$ and that neither should be too large. We have in mind then an ampititude
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[^4] of negatively charged particles per cluster from the mean multiplicity
data. A logarithmic parameterisation of this gives it roughly to be
\[

$$
\begin{equation*}
\left\langle n^{-}\right\rangle \sim 0.9 \text { lns }+ \text { constant } \tag{2.133}
\end{equation*}
$$

\]

(, $\left\langle n^{-}\right\rangle$is the mean number of negatively charged particles .) Therefore we expect from (2.127) and (2.130)

$$
\begin{equation*}
N \cdot c_{1} \cdot p_{\pi} \approx 0.9 \tag{2.134}
\end{equation*}
$$

$\mathbb{N}$ here is the average number of negative particles per vertex in the multiperipheral chain. We know that $p_{\pi} \leqslant 1$. In the Poisson-Chew-Pignotti limit $c_{1}=2-2 \alpha(0)$. However we have argued that small $|t|$ dominance implies that the function $K(\rho)$ is cut off as $\rho \rightarrow 1$, while its overall normalisation is kept the same to ensure a constant total cross-section. We are thus stressing small missing mass production relative to high missing mass production as the latter of necessity involves large $|t|$. Thus we expect the mean multiplicity and hence $c_{1}$ to be smaller than in the Poisson distribution case. Examination of the $b$ dependence of (2.118) for $j=1$ with equation (2.105) does in fact demonstrate this to be the case as $Q_{1}$ increases with $b$ as $b$ increases from zero. We should also like to point out that, as $b$ increases from zero $Q_{1}^{2}$ becomes greater than $\frac{1}{2} Q_{2}$ and so $c_{2}$ becomes negative. Examination of the general form (2.99) for the $Q_{j}$ leads us to believe strongly that any function $k(\rho)$ as defined in (2.114) which has the cut off property as 1 , and normalised such that $Q_{0}=1$ will give $Q_{1}^{2} \geqslant \frac{1}{2} Q_{2}$ and hence $c_{2} \leqslant 0$, producing an assymptotically negative two particle correlation in the multiperipheral model. In (2.134) we then have

$$
\begin{equation*}
c \leqslant \quad 2-2 \alpha(0) \tag{2.135}
\end{equation*}
$$

We shall constrain $\alpha$ to be the leading meson trajectory ( $\rho, f, \omega, A_{2}$ ) that
we expect in elastic proton-proton collisions, putting $\alpha(0) \frac{1}{2}$ and thus finding $c_{1} \leqslant 1$. Equation (2.134) thus tells us that

$$
\begin{equation*}
N \geqslant 1 \tag{2.136}
\end{equation*}
$$

We expect, then, at least one negatively charged particle per vertex of the multiperipheral chain. To make a more detailed comparison we must discuss the structure of these clusters. We are not concerned with the momenta of particles within the cluster as a whole, but we are forced to say something about the distribution of negatively charged particles within the cluster. The generating function again provides an elegantly simple technique. Let the generating function for the production of clusters be

$$
\begin{equation*}
\phi(s, z)=z^{2} \phi^{*}(s, z) \tag{2.137}
\end{equation*}
$$

The cross-section for the production of $n+2$ clusters is

$$
\begin{align*}
\frac{\sigma_{n+2}}{\sigma_{\text {tor }}} & =\left.\frac{1}{(n+2)!}\left(\frac{\partial}{\partial z}\right)^{n+2} \Phi(s, z)\right|_{z=0} \\
& =\left.\frac{1}{n!}\left(\frac{\partial}{\partial z}\right)^{n} \phi^{n}(s, z)\right|_{z=0} \tag{2.138}
\end{align*}
$$

We now also introduce the generating function for the distribution of negatively charged particles within a cluster. Let this be $\Psi(z)$. Then

$$
\begin{equation*}
\tau_{n}=\left.\frac{1}{n!}\left(\frac{\partial}{\partial z}\right)^{n} \Psi(z)\right|_{z=0} \tag{2.139}
\end{equation*}
$$

defines the probability that a cluster contains $n$ negatively charged particles. We also have

$$
\begin{equation*}
N=\left.\frac{\partial \Psi}{\partial z}\right|_{z=1} \tag{2.140}
\end{equation*}
$$

The generating function for production of negatively charged particles then turns out ${ }^{29}$ to be

$$
\begin{equation*}
\phi^{-}(s, z)=\phi(s, \Psi(z)) \tag{2.141}
\end{equation*}
$$

We thus have

$$
\begin{equation*}
\frac{\sigma_{n}^{n}}{\sigma_{\text {ox r }}}=\frac{1}{n!}\left(\frac{\partial}{\delta_{2}}\right)^{n} \phi(s, \Psi(x)) \tag{2.142}
\end{equation*}
$$

for the production cross-section for negatives. As we shall be considering only proton-proton interactions we make one small modification to the above remarks. We assume that in general the protons are the leading particles (or at least in the leading clusters) and therefore observe that it is less likely that a negatively charged particle will occur in the leading clusters. We therefore put the distribution $\Psi(z)$ in only for the non-leading clusters. We thus write

$$
\begin{equation*}
\phi^{-}(s, z)=\phi^{*}(s, \Psi(z)) \tag{2.143}
\end{equation*}
$$

with $\phi^{*}$ defined in (2.137).
We define the reduced cluster production (i.e. that with the leading particles subtracted) generating function and moments by

$$
\begin{equation*}
\phi^{*}(s, z)=\exp \left\{\sum_{n=1}^{\infty} \frac{(z-1)^{n} f_{n}^{*}(s)}{n!}\right\} \tag{2.144}
\end{equation*}
$$

and so

$$
\begin{equation*}
f_{n}^{f}(s)=f_{n}(s)+2(n-1)!(-1)^{n} \tag{2.145}
\end{equation*}
$$

We also define

$$
\begin{equation*}
\phi^{2}(s, z)=\exp \left\{\sum_{n=1}^{\infty} \frac{(z-1)^{n} f_{n}^{-}(s)}{n!}\right\} \tag{2.146}
\end{equation*}
$$

and

$$
\begin{align*}
\Psi(z) & =\exp \left\{\sum_{n=1}^{\infty} \frac{(z-1)^{n}}{n!} g_{n}\right\}=\sum_{n=0}^{\infty} z^{n} \tau_{n} \\
& =1+\sum_{n=1}^{\infty} \frac{(z-1)^{n}}{n!} \Psi_{n} \tag{2.147}
\end{align*}
$$

The $f_{n}^{-}$are then the correlations between negatively charged particles and the $g_{n}$ are the correlations between the negatively charged particles within a single cluster (with $g_{1} \equiv \mathbb{N}$ ). The quantities $\psi_{k}$ are just the moments $<n(n-1)(n-2) \ldots .(n-k+1)>$ of the composition of a cluster. Combination of (2.144), (2.146), and (2.147) then gives

$$
\begin{align*}
& f_{1}=\psi_{1} f_{1}^{*}  \tag{2.148}\\
& f_{2}^{*}-4_{1}^{2} f_{2}^{*}+4_{2} f_{1}^{*}  \tag{2.149}\\
& f_{3}^{-}=4_{1}^{3} f_{3}^{*}+3 \psi_{1} 4_{2} f_{2}^{*}+\psi_{3} f_{1}^{*} \tag{2.150}
\end{align*}
$$

or alternatively

$$
\begin{gather*}
f_{1}^{*}=g_{1} f_{1}^{*}  \tag{2.151}\\
f_{2}^{-}=g_{2} f_{1}^{*}+g_{1}^{2}\left(f_{2}^{*}+f_{1}^{*}\right)  \tag{2.152}\\
f_{3}^{=}=g_{3} f_{1}^{*}+3 g_{1} g_{2}\left(f_{2}^{*}+f_{1}^{*}\right)+g_{1}^{3}\left(f_{3}^{*}+3 f_{2}^{*}+f_{1}^{*}\right) \tag{2.153}
\end{gather*}
$$

In addition to the parameters discussed at the beginning of this subsection we now have the unknown function $\Psi(z)$. In accord with our aim of reducing the number of free parameters, we look only at possibilities which can be simply described in terms of a single parameter.

Our procedure for comparison with the observed correlations is then to choose a likely distribution of negatively charged particles in a cluster, and to calculate the multiplicity distribution of negatively charged particles according to (2.148)-(2.150) from the two component model already constructed in terms of the parameters outlined above*

A first guess for the cluster structure might be that the cluster always contains exactly $N$ negatively charged particles. If this ansatz is taken, then no satisfactory fit is found for integral $N$. If N is then allowed to vary continuously, however, a reasonably good fit is found with $N=1.38$. The other parameters take the values : $p_{D}=0.31$, $\gamma=1.2, s_{0}=4.0 \mathrm{GeV}^{2}, v^{2}=2.6 \mathrm{GeV}^{2}, b=1.0, \alpha(0)=0.5$. In this and following rits we restrict the input trajectory, except where stated, to have intercept in the range $0.4-0.6$. The situation here with $N=1.38$ is, of course, not satisfactory, and it is necessary to introduce a distribution with some width. We shall, however, take this fit as an indication that the mean number of negatives in a cluster is likely to lie between one and two.

Our next attempt is to take $\Psi(z)$ to be the generating function of a Poisson distribution.

$$
\begin{equation*}
\Psi(z)=e^{N(z-1)} \tag{2.154}
\end{equation*}
$$

The fit now obtained is singulariy unsuccessful. The reason which rules out this distribution is that when a suitable mean $N$ is taken, the possibility of producing three or more negatively charged particles from a cluster is quite Iarge. (The probability of three or more is roughly $\frac{1}{5}$ for $N \sim 1.4$, or alternatively $\Psi_{3} \approx 2.7$ ). This produces a strong positive contribution to $f_{3}^{-}$, directly contrary to the data.

[^5] used, both on N.U.M.A.C. and the R.H.E.L 360 computer.

A somewhat narrower distribution seems to be needed.

## FIT I

We thus take a distribution in which one negative charge appears with frequency ( $2-\mathrm{N}$ ) and two appear with frequency ( $\mathrm{N}-1$ ) . With this distribution a fit to the data is found which is shown in figures $2.3,2.4$, and 2.5 . No sharply defined minimum of the $X^{2}$ parameter used to compare the theoretical distribution with the data was found and so the values found for the parameters can only be regarded as typical and not in any way definitive. These were $: \mathbb{N}=1.27$ (negatives per cluster on average) $; \mathrm{b}=1.1, \mathrm{~s}_{0}=3.35 \mathrm{GeV}^{2} ; v^{2}=2.8 \mathrm{GeV}^{2} ; \alpha(0)=0.41$; $p_{D}=0.31$; and $\gamma=1.48$. The only two of these which perhaps deserve particular comment are $p_{D}$ and $\gamma$ -

The parameter $p_{D}$ is larger than in many two component models. The parameter $\gamma$ is also larger than one might at first have expected, corresponding to a Regge singularity in elastic Pomeron-proton scattering with intercept of -.48 . This is a typical value in our fit. Fits can be found with this intercept as high as zero but no acceptable fit is found with an intercept higher than this. Physically the large value of $\gamma$ is restricting the diffractive multiplicity to small values by keeping the missing mass low. An advantage of this is that we do not now have to consider the possibility of pomeron exchange in the centre of a long multiperipheral chain, as the presence of the pomeron would keep the chain short. The diffractive interaction that we have already calculated will therefore suffice. The underlying feature of both these effects, large $p_{D}$ and large $\gamma$, is that they tend to make the two component effect more dominant. Consider the form (2.10) of $f_{2}$. That is

$$
\begin{equation*}
f_{2}=p_{\pi} f_{2}^{\pi}+p_{D} f_{2}^{D}+p_{\pi} p_{D}\left(\bar{n}_{\pi}-\overline{n_{D}}\right)^{2} \tag{2.155}
\end{equation*}
$$

The last term is going to dominate most effectively if $p_{D} \rightarrow \frac{1}{2}$ and
$\bar{n}_{\pi} \bar{n}_{D}$ becomes large as discussed in section 2.1. The necessity for this is now more marked as $f_{2}^{\pi}$ is, as we have discussed, assymptotically negative owing to the effects of momentum conservation (in the form of the $t_{\min }$ effect) and small $t$ dominance. (We also remaris that the clustering effect helps to alleviate this problem). A non-diffractive mechanism with $f_{2}>0$ would admit considerably fewer difficulties in describing the data in terms of two components. .

The last possibility we consider for the cluster structure is a binomial distribution allowing zero, one, or two negatively charged particles. Constraining, as before, $\alpha(0)$ to lie between 0.4 and 0.6 we arrive at identical conclusions from very similar parameter values, and a very similar fit.

## FITII

We finally remark that if we allow $\alpha(0)$ to be a little lower we can improve the fit slightly as shown in figures 2.6, 2.7, and 2.8. The parameters are now as follows : clusters contain a binomial distribution of negatives of mean $N=0.2 ; \alpha(0)=0.05 ; b=1.2$; $\gamma=-0.5 ; p_{D}=0.34 ; \mathrm{s}_{\mathrm{O}}=9 \mathrm{GeV}^{2} ; v^{2}=7.5 \mathrm{GeV}^{2} . \alpha(0)$ may perhaps be interpreted as an effective trajectory intercept. Other than this our conclusions are as before.

### 2.9 The pomeron as_a projectile

The basic ingredient of our model is that the multiplicity distribution of the interaction is assumed to be independent of the nature of the projectile. We shall investigate this further in the next chapter but at this stage it is perhaps worthwhile to note how restrictive this is to our fit to the multiplicity distribution.

If we relax the assumption that pomeron-proton collisions produce the same multiplicity distribution as reggeon-proton collisions, then for a diffractive interaction which can be described by a triple Regge term of the form pomeron-pomeron-reggeon, we find from (2.94) that the multiplicity distribution is independent of energy. We have here retained the assumption that the pomeron-proton interaction has only short range correlations and thus $f_{n}^{P p_{\sim}} r_{n} \ln (s)$. The freedom that this arbitrary distribution gives to the two component fit is considerable. If we take the Poisson limit of the non-diffractive part and assume (ad hoc) that the diffractive multiplicity distribution is also Poisson, the data are easily fitted. This two Poisson fit we label FIT III . It is shown in figures $2.9,2.10$, and 2.11 . We stress that a very large number of similar fits are possible depending on what one assumes for the diffractive distribution. The parameters in this fit are : $\alpha(0)=0.45 ; p_{D}=0.17 ; s_{0}=17 \mathrm{GeV}^{2}$; and the clusters were restricted, each to contain only one negatively charged particle. The means of the two component distributions are $\bar{n}_{D}=2.94$ and $\bar{n}_{\pi}=1.1 \ln (s)+2$ Thus we would stress that the assumption that the multiplicity distributions are independent of the nature of the projectile provides a considerable constraint on the model.

## 2. 10 Other two component models

In this section we should like to mention other models based on the two component prescription outlined in section 2.1 .

The approach of Fialkowslici and Miettinen ${ }^{20}$ is to make a Poisson distribution ansatz for one component and to subtract it from the observed multiplicity distribution to find the other. The second component, they find, is significant only for fewer than eight charged particles produced and has $\sigma_{n}$ independent of energy.

Van Hove. ${ }^{21}$ observes the attractiveness of the two component model in connection with the Wroblewski plot (figure 2.1) and his fit to this indicates $p_{D}$ to be roughily $26 \%$.

Harari and Rabinovici ${ }^{22}$, as discussed earlier, parameterise the data with a similar two component model. to test the relation (2.78) for the non-diffractive part. Fitting $\bar{n}$ and $r_{2}$ they observe that this relation is satisfied for reasonable $\alpha_{R}$ by the sum taking only the first two terms $c_{1}$ and $c_{2}$. Our model having (2.78) built in clearly has a lot to say about this. Whereas their fit has $c_{2}>0$, our model has difficulty in producing this, as we discussed earlier in this chapter. Our fits labelled I and II, when one calculates the first four terms, oniy satisfy the relation respectively to $88 \%$ and $78 \%$. This emphasises the non-Poisson nature of our pionisation component. We must conclude then that the series in (2.78) may not be so rapidly convergent as is hoped by these authors.

Frazer and Snider ${ }^{30}$ propose a mechanism for diffraction into high masses based on a triple pomeron term and calculate its mean multiplicity and total cross-section, using the assumption that the pomeron-particle scattering multiplicity distribution is the same as that for non-diffractive particle-particle scattering. They do not attempt a fit to the data. We shall discuss such mechanisms in chapter four.

Berger and Fox ${ }^{31}$ also introduce a triple pomeron diffractive term but note that their fit to the data is more dependent on their nondiffractive component which they take to be a multiperipheral cluster model. It is interesting to note that although their fit is primarily to inclusive distribution data, they find that the clusters should on average contain approximately four pions. This is nicely consistent with our estimate of 1.3 negatively charged particles. Their difficulty in producing a good fit to the multiplicity distribution for $s<200 \mathrm{GeV}^{2}$, we should to the lack of any suitable mechanism for low mass diffraction which our analysis (in agreement with references 20 and 22) 'indicates to be crucially important in this respect.

Roberts and Roy ${ }^{32}$ discuss only the diffractive interaction. They a.llow this two components corresponding to triple pomeron and pomeron-pomeron-meson terms, and calculate an approximate form for the diffractive multiplicity distribution.

## FIGURES FOR CHEAPIER TWO

The Roman numerals labelling figures 2.3 to 2.11 refer back to those used in the text in sections 2.8 and 2.9





FIGURE 2.5 : The three particle correlation
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FIGURE 2.7: The two particle correlation. (II.)
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FIGURE 2.11 :" "The three particle correlation

## Inclusive distributions and coxrelations

INTRODUCTION
This chapter is, in a way, complementary to the preceding one in that we now go on to examine the features of the two component model in general and our model in particular, which unlike those features discussed in the previous chapter, depend on the momenta of the observed particles. In section one we discuss inclusive distributions and correlations from two component models. We show in particular that the two component model with a low mass diffraction component gives a good description of the two particle correlation. The second section discusses the semi-inclusive process $\mathrm{pp} \rightarrow \mathrm{p}^{+} \mathrm{n}$ charged particlest any . The remainder of the chapter is devoted to discussion of the reaction $p p \rightarrow p, q, X$, where $q$ is a charged particle. The ideas leading to the model of chapter two are again found to describe the data well. In the final two sections of this chapter, predictions of the model are outlined which might prove useful in testing it further when more inclusive and semi-inclusive data are available.
3.1 The two component model

Here we shall study, in the same way as in the first section of the preceding chapter, the basic construction of the two component model. We are now interested in the inclusive distributions and the momentum dependence of the correlations. We use again the shorthand notation

$$
\begin{equation*}
d p=\frac{d^{3} p}{2 E} \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
N_{k}=\frac{1}{\sigma} \frac{d \sigma^{i n c}}{d p_{1} \ldots d p_{k}} \tag{3.2}
\end{equation*}
$$

For our two mechanisms (which we again denote here $a$ and $b$ ) we expect

$$
\begin{equation*}
\frac{d \sigma^{\text {inc }}}{d p_{1} \ldots d p_{k}}=\frac{d \sigma^{i n c}(a)}{d p_{1} . \cdot d p_{k}}+\frac{d \sigma^{i n c}(b)}{d p_{1} \cdot d p_{k}} \tag{3.3}
\end{equation*}
$$

and so in the notation' of section 2.1

$$
\begin{equation*}
N_{k}\left(p_{1} \cdots p_{k}\right)=\alpha_{a} N_{k}^{(a)}\left(p_{1} \cdots p_{k}\right)+\alpha_{b} N_{k}^{(b)}\left(p_{1} \cdots p_{k}\right) \tag{3.4}
\end{equation*}
$$

with

$$
\begin{equation*}
\alpha_{a}+\alpha_{b}=1 \tag{3.5}
\end{equation*}
$$

We now construct the correlations defined in the introductory chapter

$$
\begin{equation*}
C_{2}(1,2)=N_{2}(1,2)-N_{1}(1) N_{1}(2) \tag{3.6}
\end{equation*}
$$

$$
\begin{align*}
C_{3}(1,2,3)= & N_{3}(1,2,3)-N_{1}(1) N_{2}(2,3)-N_{1}(2) N_{2}(3,1) \\
& -N_{1}(3) N_{2}(1,2)-N_{1}(1) N_{1}(2) N_{1}(3) \tag{3.7}
\end{align*}
$$

Precisely as in section 2.1 , we find equation (3.4) to be in terms of these correlations

$$
\begin{align*}
C_{2}(1,2)= & \alpha_{a} C_{2}^{(a)}(1,2)+\alpha_{b}^{\left(c_{2}^{b}\right)}(1,2) \\
& +\alpha_{a} \alpha_{b}\left(N_{1}^{a}(1)-N_{1}^{b}(1)\right)\left(N_{1}^{a}(2)-N_{1}^{b}(2)\right) \tag{3.8}
\end{align*}
$$

and

$$
C_{3}(1,2,3)=\alpha_{a} C_{3}^{a}(1,2,3)+\alpha_{b} C_{3}^{b}(1,2,3)
$$

$$
+\alpha_{a} \alpha_{b}\left\{\left[c_{2}^{a}(1,2)-c_{2}^{b}(1,2)\right]\left[N_{1}^{a}(3)-N_{1}^{b}(3)\right]+\text { cyclicterms }\right\}
$$

$$
-\alpha_{a} \alpha_{b}\left(\alpha_{a}-\alpha_{b}\right)\left(N_{1}^{a}(1)-N_{1}^{b}(t)\right)\left(N_{1}^{a}(2)-N_{1}^{b}(2)\right)\left(N_{1}^{a}(3)-N_{1}^{b}(3)\right) \quad \text { (3.9) }
$$

Equation (3.4) for $k=1$, (3.8), and (3.9) upon integration over all momenta involved clearly reduce to (2.9), (2.10), and (2.11). The situation for higher correlatios will become rapidly more complicated but fortunately as there are no relevant data we need not discuss' them. The two component terms are again clearly displayed in equations (3.8) and (3.9). As in the previous chapter we can look at these terms on their own. ('Technically $\mathrm{C}_{2}^{\mathrm{a}}$ and $\mathrm{C}_{2}^{\mathrm{b}}$ cannot be zero owing to conservation of momentum constraints, although they can be much smaller than $\mathbb{N}_{1}^{a}, N_{1}^{b}$ ). We take mechanism a to be the short range correlationumechanism, discussed in the first chapter in the context of the Mueller-Regge analysis, having a plateau in the central region of the single particle inclusive rapidity distribution. This will correspond to our nondiffractive mechanism in chapter two. The low mass diffraction mechanism in chapter two should provide an inclusive distribution which is peaked at either end of the rapidity plot and approximately zero in the central region. Thus as s increases its peaks merely move out with the kinematic limits of the rapidity variable. (See figure 3.1). Thus taking the two component term in equation (3.8) we have

$$
\begin{equation*}
C_{2} \approx \alpha_{a} \alpha_{b}\left(N_{1}^{a}(1)-N_{1}^{b}(1)\right)\left(N_{1}^{a}(2)-N_{1}^{b}(2)\right) \tag{3.10}
\end{equation*}
$$

We can now examine the behaviour of this correlation. Figure 3.2a shows where we expect this function to be positive, negative or zero. In this case the correlation is definitely of long range. In figure 3.2 b this correlation is plotted against one of its variables with the other fixed. The short range correlations present in either of the two components will of course be superimposed on the features shown. (For example as shown in figure 3.2c.)

We should also like to remark that the data are often presented in terms of a normalised correlation. In our notation this is

$$
\begin{equation*}
R_{2}(1,2)=\frac{c_{2}(1,2)}{N_{1}(1) N_{1}(2)} \tag{3.11}
\end{equation*}
$$

This has the advantage that it compares the size of the correlation with the size of the uncorrelated production distributions. $\mathrm{R}_{2}$ clearly also satisfies

$$
\begin{equation*}
N_{1}(1,2)=N_{1}(1) N_{1}(2)\left\{R_{2}(1,2)+1\right\} \tag{3.12}
\end{equation*}
$$

If the total $N_{1}$ is roughly constant as figure 3.1 suggests it might be, then the shape of $R$ from the two component model will look just like $\mathrm{C}_{2}$. Data for the two particle correlations are shown in figure 3.3 . The form given by the two component model that we have been discussing looks qualitively good, as has been discussed by various authors ${ }^{33,34}$. As data are now available over a considerable energy range (the I.S.R. data alone span a factor of five or so in s), we should like here to examine one particular distinctive feature of the two component model. Examination of equation (3.8) shows that $\mathrm{C}_{2}\left(\mathrm{y}_{2}, \mathrm{y}_{2}\right)$ for
any $y_{2}$ has a zero as a function of $y_{1}$ whose position does not depend upon $y_{2}$. (We have assumed here that $C_{2}^{a}$ and $C_{2}^{b}$ are small - this will be the case if our two components have only short range correlations and $\mathrm{y}_{2}$ is kept more than a correlation length away from where we expect the zero in $\mathrm{C}_{2}$. ) Furthermore a low mass diffraction contribution which has constant multiplicity and cross-section, and which provides a non-zero contribution to the inclusive distribution only within a fixed range of the end of the rapidity plot, will imply that the zero of $\mathrm{C}_{2}$ will be at fixed $|Y-y|$ where $Y=\frac{1}{2} \ln \left(s / s_{0}\right)$. We have here assumed limiting fragmentation of the pionisation component. We take $s_{0}=m_{\pi}^{2}$ - this is arbitrary and does not affect the result. In figure 3.4 we show $\left|Y-y_{0}\right|$ where $y_{0}$ is the position of the zero in $C_{2}$ found empirically and defined in our model by

$$
\begin{equation*}
N_{1}^{a}\left(y_{0}\right)=N_{1}^{b}\left(y_{0}\right) \tag{3.13}
\end{equation*}
$$

We take only the very high energy data where one can more optimistically separate long and short range correlations. We display the data for $\left|y_{2}-y_{0}\right|>2$ where we expect short range effects to be negligible, choosing also the data where the position of the zero is reasonably well defined. The results are in excellent agreement with the two component model prediction although the error bars would permit a slight variation in the position of the zero with respect to the energy. Figure 3.3 also shows that when both the partiles 1 and 2 are well in the central region, then the correlation is independent of energy, just as we should expect from equation (3.8) if each component has scaling behaviour. This is shown more clearly in figure 3.5 . .
3.2 A simple semi-inclusive measurement

Before turning our attention to the form of further inclusive measurements predicted by our model, we should like to examine the recentiy published data on the experiment where the multiplicity of the event is measured, as well as the momentum of a proton in the final state. This is the simplest experiment in a class denoted semi-inclusive. A thorough study of this experiment is performed in reference 35 where references to earlier such analyses (with more limited data) are given.

Our model of chapter two tells us that the mean multiplicity in reggeon-particle channels should be the same, when the available encrgy is the same, as the mean multiplicity in non-diffractive particle -particle scattering, independent of which Regge singularity we choose. (In the spirit of the model we should have liked to have said that reggeon-particle multiplicity distributions should be the same as the overall particle-particle distribution, but the existence of the pomeron with $\alpha(0)=1$ forced us to add diffractive terms in separately.) In figure 3.6 the mean multiplicities of particles are plotted against the available energy, $E=M-m$ in the $M^{2}$ channel, and $E=\sqrt{s-2 m}$ in the $s$ channel. $<n_{\mathrm{ch}^{-}} 1>$ is plotted in the case of the $M^{2}$ channel owing to the smaller initial charge. The authors of reference 35 make explicit comments that there appears to be no change in behaviour of $\bar{n}\left(M^{2}\right)$ as $M^{2}$ rises from the (pomeron dominated) region where there is strong $M^{2}$ dependence in the $p p$ pX inclusive distribution, to the region (presumably nondiffractively dominated) where there is very little $M^{2}$ dependence in this quantity. This, as well as the similarity to the mean multiplicity in the s channel, is very natural to our model where the multiplicity distribution in reggeon-particle collisions is independent of whether the reggeon is a meson or the pomeron. The multiplicity distributions in $s$ and $M^{2}$ channels are shown in figure 3.7 at various energies. This
experimental result we regard as excellent justification for the undelying philosophy of our model.
3.3 The reaction $p p \rightarrow p+$ charged particle + any

In this section we shall calculate the form for the two particle correlation when one of the particles is a proton ${ }^{\text {IIII. The }}$ prime motivation for this is that whereas the praton distribution in the reaction $p p \rightarrow p X$ displays a peak when the proton is observed near $\mathrm{x}=1$, when a charged particle is observed simultaneousiy in the central region the peak is no longer present. This feature occurs very naturally in our


DIAGRAM 3.1 : Pictorial representation of amplitudes for (i) a proton ; (ii) a proton and another charged particle, produced in proton-proton interactions.
model. We first take equation (2.31) at $z=1$, (derived from an amplitude factorised as is in diagram 3.1.i), and sum over $n$, rewriting it as

$$
\begin{equation*}
\frac{d \sigma}{d t} d x=\sum_{R} \frac{1}{16 n^{2}}\left|V_{R}(t)\right|^{2}(1-x)^{1-2 \alpha_{R}(t)} \tilde{\sigma}_{R_{P}}((1-x) s) \tag{3.14}
\end{equation*}
$$

$t$ is the invariant momentum transfer to the proton and $x$ is the longitudinal Feynman variable of the proton. The sum we expect to include as in chapter two notably the pomeron and leading meson term. We neglect interference between the two on the grounds mentioned earlier. Equation (3.14) is just that which leads to the triple Regge expansion when Regge behaviour is taken for $\tilde{\sigma}_{R p}$. It may be expected to be valid for

$$
\begin{equation*}
\frac{S}{M^{2}}=\frac{1}{1-x} \geqslant \frac{1}{1-x_{0}} \tag{3.15}
\end{equation*}
$$

where $x_{0}$ is some constant. (For example if Regge analysis is good for $s / M^{2}>2$ then $x_{0} \sim \frac{1}{2}$. We shall discuss this point later in connection with the data.)

The second particle, labelled c in diagram 3.1.ii, is in the central region and so rapidity is a more convenient variable than x . The simple Lorentz transform properties of the rapidity variable will also be of use to us. The expression from diagram 3.1.ii analogously to equation (3.14) is

$$
\begin{equation*}
\frac{d v}{d t d x d y_{c}}=\sum_{R} \frac{1}{16 \pi^{2}}\left|v_{R}(t)\right|^{2}(1-x)^{1-2 \alpha_{R}(t)} \frac{d v_{p_{p}}}{d y_{c}^{\prime}}((-x) s) \tag{3.16}
\end{equation*}
$$

$X_{c}$ is the rapidity of particle $c$ in the centre of mass and $y_{c}^{\prime}$ is the rapidity of particle $c$ in the rest frame of the missing mass $M^{2}$, the centre of mass of the reggeon-proton interaction. We must now relate $y_{c}^{\prime}$ to $y_{c}$. Considering the reaction represented in diagram 3.2 with

the momenta given by

$$
\left.p_{1}=m_{1} \operatorname{Cosh} y_{1}, \overrightarrow{p_{1}}, m_{1} \sinh y_{1}\right)
$$

and

$$
\begin{equation*}
\left.\left.p_{2}=M_{\text {cost an }}^{2}, \overrightarrow{p_{1}}, \mu_{1} \sin y_{2}\right)\right\} \tag{3.17}
\end{equation*}
$$

one finds that if $y_{1}>0$

$$
\begin{equation*}
y_{2}=\frac{1}{2} \ln (1-x) \tag{3.18}
\end{equation*}
$$

where $x$ is the Feynman variable of 1 or is ( $1-M^{2} / s$ ). Using the
linearity property of the Lorentz transform in terms of the rapidity variable we have

$$
\begin{equation*}
y_{c}=y_{c}^{\prime}+\frac{1}{2} \ln (1-x) \tag{3.19}
\end{equation*}
$$

For convenience we define the following notation ${ }^{*}$.
Let

$$
\begin{equation*}
G_{R}=\frac{1}{16 \pi^{2}}\left|V_{R}(t)\right|^{2}(1-x)^{1-2 \alpha_{K}(t)} \tag{3.20}
\end{equation*}
$$

As before

$$
\begin{align*}
& N_{2}\left(s ; x, t, y_{c}\right)=\frac{1}{\sigma_{t}(s)} \frac{d \sigma(s)}{d x d t d y_{0}}  \tag{3.21}\\
& N_{1}(s ; x, t)=\frac{1}{\sigma_{t}(s)} \frac{d \sigma}{d x d t}(s)  \tag{3.22}\\
& \tilde{N}_{1}\left(M^{2} ; y_{c}^{\prime} ; R\right)=\frac{1}{\widetilde{\sigma}_{R_{p}}}\left(M^{2}\right) \frac{d \sigma_{R_{p}}\left(M^{2}\right)}{d y_{c}^{\prime}} \tag{3.23}
\end{align*}
$$

The tilde we again use to denote reggeon-particle scattering (including pomeron-particle scattering). Then equations (3.14) and (3.16) become

$$
\begin{align*}
N_{1}(s ; x, t) & =\frac{1}{\sigma_{r}(s)} \sum_{R} G_{R} \tilde{\sigma}_{R_{p}}\left(M^{2}\right)  \tag{3.24}\\
N_{2}\left(s ; x, t, y_{c}\right) & =\frac{1}{\sigma_{T}(s)} \sum_{R} G_{R}{\tilde{V_{R}}}\left(M^{2}\right) \tilde{N}_{1}\left(M^{2} ; y_{c} ; R\right) \tag{3.25}
\end{align*}
$$

* When the arguments $x, t$ are uset we shall always be referring to the final state proton. When the rapidity variable is used we are referring to the meson. Thus, for example, $N_{1}(s ; x, t)$ is the single particle inclusive distribution for $\mathrm{pp} \rightarrow \mathrm{pX} . \mathrm{N}_{2}\left(\mathrm{~s} ; \mathrm{y}_{\mathrm{c}}\right)$ is for $\mathrm{pp} \rightarrow$ meson +X . They are not the same function. $\left(\mathbb{N}_{2}\left(M^{2} ; y_{c}^{i}\right)\right.$ is for $\mathrm{Rp} \rightarrow$ meson +X.$)$
where

$$
\begin{equation*}
M^{2}=(1-x) s \tag{3.26}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{c}^{\prime}=y_{c}-\frac{1}{2} \ln (1-x) \tag{3.27}
\end{equation*}
$$

So far we have only assumed that a number of Pactorisable exchanges are present (c.f. section 2.2). Next we shall compute the form of the correlations in our particular model.

We do this by noting again that our model hinges on the assumption that multiplicity distributions from reggeon-particle collisions do not depend, on whether the reggeon is a pomeron or a lower lying trajectory. Indeed simplifications introduced in the non-diffractlive mechanism made these distributions the same as the non-diffractive particle-particle scattering multiplicity distribution. The total crosssection was, however, allowed to depend upon the nature of the interacting objects. Here again we say nothing about the total cross-sections. To test the assumption concerning the multiplicity distributions against momentum dependent data we must make it considerably stronger. We assume that

$$
\tilde{N}_{k}\left(s ; p_{1} \ldots p_{k}, R\right)=\frac{1}{\sigma} \frac{d \tilde{\sigma}_{R p}^{i n c}}{d p_{1} \ldots d p_{k}}
$$

is independent of the incident reggeon R. This of course implies the assumption above through

$$
\begin{equation*}
\int N_{k}\left(s ; p_{1} \cdots p_{k}\right) d p_{1} \ldots d p_{k}=\left\langle n(n-1)_{n} \vdots_{1}(n+1-k)\right\rangle \tag{3.28}
\end{equation*}
$$

as the moments $\langle n(n-1) \ldots(n-k+1)\rangle$ determine the generating function completely through

$$
\begin{equation*}
\phi(s, z)=\sum_{k=1}^{\infty} \frac{(z-1)^{k}}{k!}\langle n(n-1) \ldots . . .(n-k+1)\rangle \tag{3.29}
\end{equation*}
$$

and hence determine the multiplicity distribution. This assumption is
thus sufficient (but not necessary) to imply the earlier one. In any case we only actually test the assumption for $k=1$ here. To do more than this would require fairly detailed data on three and more particle correlations.

If $\tilde{N}_{2}\left(M^{2} ; y_{c}^{\prime}, R\right)$ is independent of the reggeon $R$ we can remove it from the summation in equation (3.25) obtaining

$$
\begin{equation*}
N_{2}\left(s ; x, t, y_{C}\right)=\tilde{N}_{1}\left(M^{2} ; y_{c}^{\prime}\right) \frac{1}{\sigma_{r}(s)} \sum_{R} G_{R} \tilde{\sigma}_{R_{t}}\left(M^{2}\right) \tag{3.30}
\end{equation*}
$$

which from (3.24) becomes

$$
\begin{equation*}
N_{2}\left(s ; x, t, y_{c}\right)=N_{1}(s ; x, t) \tilde{N}_{1}\left(M^{2}, y_{c}^{\prime}\right) \tag{3.31}
\end{equation*}
$$

The steps necessary to achieve this result are recounted pictorially in terms of generalised optical theorem diagrams in figure 3.8 .

We can now construct the two particle correlation

$$
\begin{equation*}
C_{2}\left(s ; x, t, y_{c}\right)=N_{1}(s, x, t)\left\{\tilde{N}_{1}\left(M^{2} ; y_{c}^{\prime}\right)-N_{1}\left(s ; y_{c}\right)\right\} \tag{3.32}
\end{equation*}
$$

or alternatively

$$
\begin{equation*}
R_{1}\left(s ; x, t, y_{l}\right)=\frac{\tilde{N}_{1}\left(M^{2} ; y_{c}^{\prime}\right)}{N_{1}\left(s ; y_{2}\right)}-1 \tag{3.33}
\end{equation*}
$$

Notice that $R$ is particularly simple as explicit dependence on the observed proton is not present. The dependence upon the baryon momentum only enters through equations (3.26) and (3.27).

Before making a comparison with the data we should remark upon a point relevant to the measurement of inclusive processes. Often only the angle $\vartheta$ at which a particle emerges is measured and used in the form

$$
\begin{equation*}
\eta=-\ln \tan \theta / 2 \tag{3.34}
\end{equation*}
$$

which is the same as

$$
\begin{equation*}
\sinh \eta=\frac{1}{\tan \theta} \tag{3.35}
\end{equation*}
$$

hence

$$
\begin{equation*}
p_{n}=\frac{p_{\perp}}{\tan \theta}=p_{\perp} \sinh \eta=m_{\perp} \sinh y \tag{3.36}
\end{equation*}
$$

and so if a particle's mass is much smaller than its average transverse momentum (which is the case for a pion), then $p_{\perp} \sim m_{\perp}$ and so

$$
\begin{equation*}
y \approx \eta \tag{3.37}
\end{equation*}
$$

Thus for particles observed in the central region, the difference between $y$ and $\eta$ is often neglected by phenomenologists. We shall do so here. In reference 31 it is noted that in a Monte-Carlo program it makes little difference which of $y$ and $\eta$ are used.
3.4 Comparison with the data - global structure

The data for the correlation $R$ over the range $0<x<1$ are shown in figure 3.9 for I.S.R. energies and $\eta_{c}=0$ and -0.88 . The general trends that one can see in this data are a roughly zero correlation in the region $0.5<x<0.9$ with a negative correlation for a very much forward proton. There is also an indication of a positive correlation at small $x$. To see what sort of prediction we get from the model let us consider a very simple form for $N_{2}\left(s ; y_{c}\right)$ and take $\tilde{N}_{1}\left(s ; y_{c}\right)=N_{2}\left(s ; y_{c}\right)$. The form we take is shown in figure 3.10. This is just the Mueller-Regge picture with a central plateau in $y$ being independent of $s$, and with limiting fragmentation within a range $\Delta$ of the end of the plot. That is

$$
\begin{align*}
& N_{1}(s, y)=h:|y| \leqslant\left|\frac{1}{2}-\Delta\right|  \tag{3.38}\\
& N_{1}(s, y)=\frac{h}{\Delta}\left(\frac{y}{2}-y\right): \quad|y| \geqslant|y / 2-\Delta| \tag{3.39}
\end{align*}
$$

where $Y / 2=y_{\max }$ and $y_{\min }=-Y / 2$. We take a linear form in the fragmentation region purely for simplicity - we shall perform a more detailed comparison as $x \rightarrow 1$ in the following section. From (3.33), (3.26) and (3.27) we thus have

$$
\begin{equation*}
R=\frac{N_{1}\left(s(1-x) ; y-\frac{1}{2} \ln (1-x)\right)}{N_{1}(s ; y)}-1 \tag{3.40}
\end{equation*}
$$

If a particle of mass $m$ is observed then $Y=\ln \left(\mathrm{s} / \mathrm{m}^{2}\right)$. We also need the length of the rapidity plot in the missing mass channel. This is

$$
\begin{equation*}
Y^{\prime}=\ln \frac{M^{2}}{m^{2}}=Y+\ln (1-x) \tag{3.41}
\end{equation*}
$$

Thus the form we have for $R$ becomes (when $y$ is in the central region
in the $s$ channel):

$$
\begin{equation*}
R \doteq 0 \quad: \quad x \leqslant x_{c} \tag{3.42}
\end{equation*}
$$

and

$$
R=\frac{\left[\ln \sqrt{\frac{5}{m^{2}}}-y+\ln (1-x)\right]}{\Delta}-1
$$

The $x$ dependence enters owing to the fact that while $y$ can be in the central region as far as the initial interaction (s channel) is concerned, it may well be near to its kinematic limit and hence in the fragmentation region in the reggeon-particle collision ( $M^{2}$ channel). If one particle is seen with momentum $x$ then another cannot be seen with more than ( $1-x$ ). The point where the form of the correlation changes is given by

$$
\begin{equation*}
-\ln \left(1-x_{c}\right)=y / 2-y-\Delta \tag{3.44}
\end{equation*}
$$

or

$$
\begin{equation*}
x_{c}=1-\operatorname{epp}\{-[t y-y-\Delta]\} \tag{3.45}
\end{equation*}
$$

and the kinematic limit on $x$ when a particle with rapidity is observed is

$$
\begin{equation*}
x_{\max }=1-\exp \left\{-\left[\frac{1}{2} y-y\right]\right\} \tag{3.46}
\end{equation*}
$$

The form of $R$ is plotted in figure 3.11 taking $\Delta=2$ and $m=\frac{1}{2} \mathrm{GeV} / \mathrm{c}^{2}$. (This latter we take to represent an average transverse mass for the centrally observed particle.) For $x$ greater than roughly 0.4 , the discrepancies between model and data may perhaps be judged to be owing more to the data than to inherent deficiencies in the model. However
the model does not give a positive correlation for small $x$ which the data do seem to indicate. This discrepency is not surprising when one recalls that for factorisable Regge poles to be a good approximation $s / M^{2}=(1-x)^{-1}$ should be large. The fact that $R$ is roughly zero down to $x \in 0.4$ ( $\mathrm{s} / \mathrm{M}^{2} \approx 1.6$ ) is encouraging as the sum of terms in (3.25) which simplifies so neatly in this model to (3.31) should surely not be dominated by a single term down to $x=0.4$.
3.5 Detailed comparison with the data_ as $x \rightarrow 1$

In the previous section we took a global view of the two particle correlation. In this section we shall examine the behaviour of the correlation when the proton is observed very close to the forward direction. We take again equation (3.31) and compare it with the more detailed data near $x=1$. We take $\mathbb{N}_{1}(s ; x, t$ ) from the data (see figure 3.12), and in order to make a parameter free comparison we take $\tilde{N}_{1}\left(y_{c}\right)$ to be the same as the particle-particle interaction inclusive distribution. We use data (see figure 3.13) for the processes $p^{\pi^{-}} \pi^{-} ; \pi^{+}{ }^{\text {D }} \pi^{-}$; $\mathrm{p} \xrightarrow{\pi^{+} \pi^{-}}$; and $\mathrm{p}^{\mathrm{p}} \pi^{-}$. We choose these as none of them should have a diffractive peak and we expect none in $R^{\circ} \xrightarrow{p}$ charged particle, which is effectively the process described by $\tilde{N}$ as $x \rightarrow 1$.

We again neglect the difference between the variables $y$ and $\eta$ and so

$$
\begin{align*}
& \theta=90^{\circ} \pm 14^{\circ} \Longrightarrow y=0 \pm 0.25 \\
& \left.\theta=117.5^{\circ} \pm 12.5^{\circ} \Rightarrow y=-0.5 \pm 0.25\right\} \tag{3.47}
\end{align*}
$$

The correlation data are at $s=929.5 \mathrm{GeV}^{2}$. We thus take the low energy data at energy $M^{2}$ and calculate $x=1-M^{2} / s$. For each of the two values of $y$ we calculate $y^{\prime}$ knowing $x$ and hence read off $\tilde{\mathbb{N}}_{1}\left(M^{2} ; y^{\prime}\right)$ from the low energy data*. The integral over the small size of the detector we approximate by

$$
\begin{equation*}
\int_{y_{0}-\epsilon}^{y_{0}+\epsilon} \tilde{N}_{1}\left(M^{2} ; y^{\prime}\right) d y^{\prime}=2 \in \cdot \tilde{N}_{1}\left(M^{2} ; y_{0}^{\prime}\right) \tag{3.48}
\end{equation*}
$$

Here $\epsilon=0.25$.This value is then multiplied by $N_{2}(s ; x, t)$ for proton production to find the double differential cross-section.

[^6]The resulting parameter free prediction is shown in figure 3.15 . There is now no diffractive peak in the double differential cross-section. The model predicts, if anything, a too rapid decrease as $x \rightarrow 1$. This may be due to the $x$ resolution of the experiment. To see the model's prediction for $\mathrm{M}^{2}>50 \mathrm{GeV}^{2}$ where there is very little suitable low energy data, we can extrapolate using a scaling approximation. We assume that for $M^{2}>50 \mathrm{GeV}^{2}$ the distribution $\tilde{N}_{1}\left(M^{2} ; y^{\prime}\right)$ does not depend upon $M^{2}$. Dependence on $x$ will still come in through $y^{\prime}$. In each case ( $\vartheta=90^{\circ}$, $\vartheta=117.5^{\circ}$ ) we extrapolate from the largest $M^{2}$ point that we have into the central region where we expect the scaling approximation to work best. These lines are also shown in figure 3.15. Errors on them will clearly be at least as large as on the points from which the extrapolation is made. Within this error the description they give of the shape of the data is excellent.

The exact nature of the correlation when the proton is produced at small $x$ is difficult to ascertain from the data. (Figure 3.9) There does, however seem to be a positive correlation. Our model in this region is inappropriate. However we can make some remarks concerning this region. First let us examine the baryon-meson correlation under the assumption that one and only one baryon is found with $x>0$ in protonproton interactions. If this assumption is correct, then from.

$$
\begin{equation*}
C_{2}^{M . B}\left(p_{B}, p_{M}\right)=N_{2}^{M . B}\left(p_{B}, p_{M}\right)-N_{1}^{B}\left(p_{B}\right) N_{1}^{M}\left(p_{M}\right) \tag{3.49}
\end{equation*}
$$

we have

$$
\int c_{2}^{M . B .}\left(p_{B}, p_{\mu}\right) d p_{B} d_{p_{M}}=\left\langle n_{B} n_{M}\right\rangle-\left\langle n_{B}\right\rangle\left\langle n_{M}\right\rangle=0 \text { (3.50) }
$$

and also

$$
\begin{equation*}
\int c_{2}^{M . B .}\left(p_{B}, p_{M}\right) d p_{B}=0 \tag{3.51}
\end{equation*}
$$

If the relative production cross-sections for the various possible baryons are independent of the number of mesons produced, then can substitute 'proton' for 'baryon' in this discussion. If now there is a short range


[^7]approach - diagram 3.3 -gives us no reason to suppose there isn't), then the long range correlation will have to have the opposite sign to satisfy (3.51). This can simply be effected in our model by taking
\[

$$
\begin{equation*}
\tilde{N}_{1}=(1+\delta) N_{1} \tag{3.52}
\end{equation*}
$$

\]

where $\delta$ can be positive or negative as required.
On the other hand it may be that the short range correlation (if this is what is observed as $x \rightarrow 0$ ) is associated with antibaryon production and hence a violation of (3.51).
3.7 Beyond two particle correlations

The ease with which our model can be generalised makes it worthwhile to predict further quantities which have yet to be measured. We take here the case where one proton and two centrally produced particles which we refer to as c and $\alpha$ are observed. Instead of equation (3.31) we now have analogously

$$
\begin{equation*}
N_{3}\left(s ; x, t, y_{c}, y_{d}\right)=N_{1}(s ; x, t) \widetilde{N}_{2}\left(M^{2} ; y_{c}^{\prime}, y_{d}^{\prime}\right) \tag{3.53}
\end{equation*}
$$

The three particle correlation we wish to find is from (1.14)

$$
\begin{gather*}
C_{3}\left(s ; x, t, y_{c}, y_{d}\right)=N_{3}\left(s ; x, t, y_{c}, y_{d}\right)-N_{1}(s, x, t) N_{2}\left(s ; y_{c}, y_{d}\right) \\
-N_{1}\left(s ; y_{c}\right) N_{2}\left(s ; x, t, y_{d}\right)-N_{1}\left(s ; y_{d}\right) N_{2}\left(s ; x, t, y_{c}\right) \\
-N_{1}(s, x, t) N_{1}\left(s ; y_{c}\right) N_{1}\left(s ; y_{d}\right) \tag{3.54}
\end{gather*}
$$

Equations (3.51) and (3.53) now give

$$
\begin{align*}
& \begin{array}{l}
C_{3}\left(s ; x, t, y_{c}, y_{d}\right)=N_{1}(s ; x, t)\left\{\tilde{N}_{2}\left(M^{2}, y_{c}^{\prime}, y_{d}^{\prime}\right)\right. \\
\\
-N_{2}\left(s ; y_{c}, y_{d}\right)-N_{1}\left(s ; y_{c}\right) \tilde{N}_{1}\left(M^{2} y_{d}^{\prime}\right) \\
\\
\left.-N_{1}\left(s ; y_{d}\right) \tilde{N}_{1}\left(M^{2} ; y_{c}^{\prime}\right)-\tilde{N}_{1}\left(s ; y_{c}\right) N_{1}\left(s ; y_{d}\right)\right\}(3.55)
\end{array} \\
& \text { We again define in a similar way to } R_{2} \\
& \qquad \begin{array}{l}
R_{3}(1,2,3)
\end{array} \\
& =\frac{C_{3}(1,2,3)}{N_{1}(1) N_{1}(2) N_{1}(3)}
\end{align*}
$$

and so this quantity becomes

$$
\begin{array}{r}
R_{3}\left(s ; x, t, y_{c}, y_{d}\right)=\frac{{\tilde{c_{2}}}_{2}\left(M^{2} ; y_{c}^{\prime}, y_{d}^{\prime}\right)-c_{2}\left(s, y_{c}, y_{d}\right)}{N_{1}\left(s ; y_{c}\right) N_{1}\left(s ; y_{d}\right)} \\
+\left[1-\frac{\tilde{N}_{1}\left(M^{2} ; y_{c}^{\prime}\right)}{N_{1}\left(s ; y_{d}\right)}\right]\left[1-\frac{\tilde{N}_{1}\left(\mu^{2} ; y_{d}^{\prime}\right)}{N_{1}\left(s ; y_{d}\right)}\right]-3 \tag{3.57}
\end{array}
$$

The quantities $C_{2}$ here are the two particle correlations between the two observed particles other than the proton. Although this formula looks complicated, in the central region it is fairly easy to see what It will look like. For $y_{c}^{\prime}$ and $y_{d}^{\prime}$ to be in the central region, we must have analogously to (3.42) and (3.45)

$$
\begin{equation*}
x \leqslant \operatorname{Min}\left(x_{c}, x_{\alpha}\right) \tag{3.58}
\end{equation*}
$$

where

$$
\begin{align*}
& x_{c}=1-\exp \left\{-\left[y_{2}-y_{c}-\Delta\right]\right\} \\
& x_{d}=1-\exp \left\{-\left[y / 2-y_{d}-\Delta\right]\right\} \tag{3.59}
\end{align*}
$$

The term involving the product in (3.57) vanishes in this region (that is $R_{2}=0$ ). The short range component of $C_{2}$ will, as discussed in the first chapter, only depend upon $y_{c}-y_{d}$ and so, as

$$
\begin{equation*}
y_{a}^{\prime}-y_{d}^{\prime}=y_{e}-y_{a} \tag{3.60}
\end{equation*}
$$

then

$$
\begin{equation*}
\tilde{C}_{2}(\text { short range })-C_{2}(\text { short range })=0 \tag{3.61}
\end{equation*}
$$

If the long range correlations are of the form (3.10) with the mechanism b being negligible in the central region and mechanism a scaling and
having a plateau in its single particle distribution, as discussed previously, then

$$
\begin{equation*}
\vec{C}_{2}(\text { long range })-C_{2}(\text { long range })=0 \tag{3.62}
\end{equation*}
$$

leaving

$$
\begin{equation*}
R_{3}=-3 \tag{3.63}
\end{equation*}
$$

as the prediction of our model. Furthermore if the first term of (3.57) can be neglected, then we expect, using the behaviour oof $R_{2}$, that $R_{3} \xrightarrow[x \rightarrow 1_{0}]{ }-2$.

Four and higher particle correlations (involving the leading proton and $n-1$ others) can be similarly calculated with increasing degrees of complexity.

### 3.8 Semi-inclusive quantities

An approach to long range correlations which differs strikingly from ours is that of reference 36. This model generates long range correlations between protons and pions by relating the pion multiplicity to the momentum of the forward proton. By the assumption that a pion at $90^{\circ}$ implies a high multiplicity event which implies large $M^{2}$ which a slow proton, the authors of reference 36 are able to generate a positive correlation as $x \rightarrow 0$. It is very difficult to see whether their model has any Regge factorisable structure even as $x \rightarrow 1$. It does, however, draw attention to semi-inclusive quantities. Ilere again we can gain some insight into the properties implied by our Pactorisable model. Although, again, data here are not available we sha. 11 write down a typical prediction of the model for two reasons. Firstly we are encouraged by the success of the model so far (in particular in the semi-inclusive property discussed in section 3.2) and secondly the results are perhaps not quite what one might expect.

Let $n$ be the number of charged pions in the event. The semiinclusive cross-section for $p p \rightarrow p+n$ charged pions + anything else is

$$
\begin{equation*}
N_{p}^{(n)}(s ; x, t)=\frac{1}{\sigma_{n}(s)} \frac{d \delta^{(n)}}{d x d t} \tag{3.64}
\end{equation*}
$$

That for $p p \rightarrow \pi+n-1$ other charged pions + anything else is

$$
\begin{equation*}
N_{\pi}^{(n)}\left(s, y_{\pi}\right)=\frac{1}{\sigma_{n}(s)} \frac{d \sigma^{(n)}}{d y_{\sigma}} \tag{3.65}
\end{equation*}
$$

and the double inclusive spectrum is

$$
\begin{equation*}
N_{2}^{(n)}\left(s ; x, t, y_{\pi}\right)=\frac{1}{\sigma_{n}(s)} \frac{d \sigma^{(n)}}{d x d t d y_{\pi}} \tag{3.66}
\end{equation*}
$$

Denoting

$$
\begin{equation*}
\alpha_{n}(s)=\frac{\sigma_{n}(s)}{\sigma(s)} \tag{3.67}
\end{equation*}
$$

we have

$$
\begin{gather*}
\sum \alpha_{n}(s)=1  \tag{3.68}\\
\sum \alpha_{n}(s) N_{p}^{(n)}(s ; x, t)=N_{1}(s ; x, t)  \tag{3.69}\\
\sum \alpha_{n}(s) N_{\pi}^{(n)}(s, y \pi)=N_{1}\left(s, y_{\pi}\right) \tag{3.70}
\end{gather*}
$$

and

$$
\begin{equation*}
\sum \alpha_{n}(s) N_{2}^{(n)}\left(s ; x, t, y_{\pi}\right)=N_{2}\left(s ; x, t, y_{\pi}\right) \tag{3.71}
\end{equation*}
$$

We also define the semi-inclusive correlations

$$
\begin{equation*}
C_{2}^{(n)}\left(s ; x, t, y_{0}\right)=N_{2}^{(n)}-N_{p}^{(n)}(s ; x t) N_{n}^{(n)}(s, y \pi) \tag{3.72}
\end{equation*}
$$

from which it follows (see also reference 36 ) that

$$
C_{2}=\sum \alpha_{n} C_{2}^{(n)}+\sum \alpha_{n}\left(N_{p}^{(n)}(s ; x, k)-N_{1}(s ; x \cdot t)\right)\left(N_{n}^{(n)}\left(s, y_{\pi}\right)-N_{1}\left(s ; y_{\pi}\right)\right)(3.73)
$$

We also define

$$
\begin{equation*}
R_{2}^{(n)}=\frac{C_{2}^{(n)}\left(s ; x, t, y_{\pi}\right)}{N_{p}^{(n)}(s ; x, t) N_{\pi}^{(n)}\left(s ; y_{\pi}\right)} \tag{3.74}
\end{equation*}
$$

So far we have defined the semi-inclusive quantities and written dow the equations which follow from the definitions. In exact analogy with equation (3.31) our model gives us

$$
\begin{equation*}
N_{2}^{(n)}(s ; x, t, y \pi)=N_{p}^{(n)}(s ; x, t) \tilde{N}_{\pi}^{(n)}\left(\mu^{2}, y_{\pi}^{\prime}\right) \tag{3.75}
\end{equation*}
$$

Thus exactly as before we obtain

$$
\begin{equation*}
R_{2}^{(n)}=\frac{\tilde{N}_{\pi}^{(n)}\left(M^{2} ; y_{\pi}^{\prime}\right)}{N_{\pi}^{(n)}\left(s ; y_{\pi}\right)}-1 \tag{3.76}
\end{equation*}
$$

In this case we cannot resort to the scaling argument that gave $R_{2}=0$ in the central region. Instead we assume that the ratio $N_{\pi}^{n}(s ; y) / N_{2}(s ; y)$ is independent of $y$. This implies through (1.10) that

$$
\begin{equation*}
\frac{N_{n}^{(n)}\left(s, y_{\pi}\right)}{N_{y}\left(s, y_{\pi}\right)}=\frac{n}{n(s)} \tag{}
\end{equation*}
$$

and so we find

$$
\begin{equation*}
R_{2}^{(k)}\left(s_{j}\left(x, t, y y_{T}\right)=\frac{\bar{n}(s)}{\bar{n}(s(x) x)}\left\{R_{2}\left(6 ; s, t, y_{y}\right)+1\right\}-1\right. \tag{3.78}
\end{equation*}
$$

Here we have a rather strange result. If we measure the correlation $\mathrm{R}_{2}$ without noting how many pions are produced we get zero (at least in a certain region). If we measure the same thing knowing that exactly $n$ pions are produced we find a number greater than zero and independent of $n$ : Not only that, it varies with the momentum of the proton as shown in figure 3.16 . This result also implies that $\sum \alpha_{n} c_{2}^{n}>0$ contrary to what is assumed in reference 36.

Finally we should like to note that to write down the correlation $C_{2}^{n}$ we must work out $N_{p}^{n}$. Following the notation of section 3.3 we have

$$
\begin{equation*}
\frac{d \sigma^{(n)}}{d x d t d y \pi}=\sum_{R} G_{R} \frac{d \hat{\sigma}_{R}^{(n)}}{d y_{\pi}} \tag{3.79}
\end{equation*}
$$

$$
\begin{equation*}
\frac{d \sigma^{(n)}}{d x d t}=\sum_{R} G_{R} \tilde{\sigma}_{R_{p}}^{(n)} \tag{3.80}
\end{equation*}
$$

These with the assumption that $\mathbb{N}_{\pi}^{n}\left(M^{2} ; y\right)$ is independent of the nature
of the reggeon projectile, give (3.75) . Equation (3.80) with (3.24)
also implies that

$$
\begin{equation*}
N_{p}^{(n)}(s ; x, t)=N_{1}(s, x, t) \frac{\sigma(s)}{\sigma_{n}(s)} \frac{\sum_{R} G_{R} \tilde{\sigma}_{R p}^{(n)}\left(M^{2}\right)}{\sum_{R} G_{R} \tilde{\sigma}_{R p}\left(M^{2}\right)} \tag{3.81}
\end{equation*}
$$

Our assumption of the previous chapter that $\tilde{\sigma}_{\mathrm{Rp}}^{\mathrm{n}} / \tilde{\sigma}_{\mathrm{Rp}}$ is independent of the reggeon $R$ is now sufficient to give

$$
\begin{equation*}
\tilde{N}_{p}^{(n)}(s ; x, t)=N_{1}(s ; x, t) \frac{\tilde{\alpha}_{n}\left(M^{2}\right)}{\alpha_{n}(s)} \tag{3.82}
\end{equation*}
$$

With this (3.69) follows from (3.68) and (3.71) follows from (3.75) and (3.70). (This is just the statement that our factorising model describes the $n$ dependent quantities consistently.) Hence

$$
\begin{equation*}
C_{2}^{(n)}=N_{1}(s ; x, t) \frac{\widetilde{\alpha}_{n}\left(\mu^{2}\right)}{\alpha_{n}(s)}\left\{\widetilde{N}^{(n)}\left(\mu_{j}^{2} y_{\pi}^{\prime}\right)-N_{\pi}^{(n)}\left(s, y_{\pi}\right)\right\} \tag{3.83}
\end{equation*}
$$

To examine (3.82) we should write $\alpha_{n}(s)$ as a weighted sum of diffractive and non-diffractive parts, and consistent with the model of chapter two put $\tilde{\alpha}_{n}\left(M^{2}\right)$ equal to the non-diffractive part. However as data are not yet available we regard it as sufficient, to find a rough prediction, to set $\tilde{\alpha}_{n}\left(M^{2}\right)$ and $\alpha_{n}(s)$ to the same distribution (as indicated in section 3.2) and write a Poisson ansatz

$$
\begin{equation*}
\alpha_{n}(s)=\frac{[\bar{n}(s)]^{n}}{n!} e^{-\bar{n}(s)} \tag{3.84}
\end{equation*}
$$

with mean

$$
\begin{equation*}
\bar{n}(s)=\lambda \ln s / s_{0} \tag{3.85}
\end{equation*}
$$

Thus we find

$$
\begin{equation*}
\frac{N_{p}^{(n)}(s ; x, t)}{N_{1}(s ; x, t)}=(1-x)^{-\lambda}\left\{1+\frac{\ln (1-x)}{\ln s / i / i}\right\}^{n} \tag{3.86}
\end{equation*}
$$

This prediction is shown in figure 3.17 for various values of $n$. Although in the absence of data these last two sections have been speculative, they do provide some interesting predictions on which our model (which seems successful as far as existing data go) could be tested.


FIGURE 3.1 : Diagrammatic representation of addition of inclusive distributions in the two component model. The arrows represent the behaviour as energy increases. The second component (b) is a typical low mass diffraction term with a large rapidity gap and constant multiplicity.


FIGURE 3.2.a : The sign of the long range two particle correlation as a function of the two rapidities. The broken lines represent the positions of zeros . The shaded region lies, outside the kinematic limit.


FIGURE 3.2.b : The two component model's long range correlation plotted against one of the rapidities.


FIGURE 3.2:c : As above but with a typical short range correlation superimposed.

In both these illustrations the position of the zero, labelled $y_{0}$, remains a fixed distance from the end of the plot as $Y$ becomes large. (See section 3.1)


FIGURE 3.3.a : Data for the two particle correlation in the reaction $p p \rightarrow \gamma$ +hadrontany plotted against the photon rapidity. The white dots are for $y_{h}=0$, black dots are for $y_{h}=-2.5$. Data are from reference 48 .

PISA-STONY BROOK
TWO PARTICLE CORRELATION AT DIFFERENT


FIGURE 3.7.b : Data for the normalised.two particle correlation R . (See reference 49).

## $y_{\text {max }}-y_{0} \underbrace{3}_{1}$

FIGURE 7.4.a : The distance of the zero in the correlation from the end of the rapidity plot as a function of energy. (Data from fig.3.3a)


FIGURE 3.4.b : The distance of the zero in the correlation from the end of the rapidity plot as a function of the rapidity of the second particle. (Data from fig 3. 7b)

The constant behaviour indicated in each case is in accord with our model.


FIGURE 3.5 : The two particle correlation as a function of energy. Data from figure 3.3.a.

Upper points : $y_{1}=y_{2}=0$
Lower points : $y_{1}=2 ; y_{2}=-2.5$


FIGURE 3.6 :
Upper graph: The average multiplicity in pp interactions
(crosses)

The average multiplicity in $p p \rightarrow p X$ (points)
Lower graph: The average multiplicity in $\pi p$ interactions
(crosses)
The average multiplicity in $\pi p \rightarrow p X$ (points) For the points on each plot, $\left\langle n_{c h}\right\rangle-1$ is plotted against the available energy $E_{a}$ in the $M^{2}$ channel.


FIGURE 3.7 : The multiplicity distributions from pp interactions in $s$ and $M^{2}$ channels. (The figures for $s$ and $M^{2}$ are in $\mathrm{GeV}^{2}$ ).
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FIGURE 3.8 : Calculation of the two particle inclusive distribution with one particle in the fragmentation region. The blobs represent Mueller discontinuities of forward elastic amplitudes.


FIGURE 3.9 : The correlation $R_{2}$ between a proton (characterised by the Feynman variable $x$ ) and a charged particle with rapidity $y$.

Left : $\mathrm{y}=0$
Right : $\mathrm{y}=-.87$


FIGURE 3.10 : An approximate parameterisation of the single particle inclusive distribution.


FIGURE 3.11 : As for figure 3.9 but with a typical result from our model superimposed.


FIGURE 3.12 : The inclusive distribution for the reaction $p p \rightarrow p X$ showing the diffractive peak.


FIGURE 3.13a : The inclusive rapidity distribution of a pion in proton-proton interactions. (cwf. following three figures)


FIGURE 3.13b


FIGURE 3.13c


FIGURE 3.13d


FIGURE 3.14 : Total cross-sections used to normalise inclusive distributions.

FIGURE 3.15 :
(overleaf $\rightarrow$
The top set of points represent data for the inclusive reaction $p p \rightarrow p X$. The large crosses are the inclusive spectrum at the same energy ( $s=930 \mathrm{GeV}^{2}$ ) when a charged particle is observed near $117.5^{\circ}$ (upper graph) or $90^{\circ}$ (lower graph) in the centre of mass. The open points and the curves represent the result of our model as described in the text. To obtain these results data from lower energy inclusive experiments wexe used as
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\longleftarrow \text { caption overleaf) }
$$

FIGURE 3.15


FICURE 3.16 : The semi-inclusive cross-section $R_{p \pi}^{(n)}$ in our model, as a function of the proton momentum.

This is independent of $n$.


FIGURE 3.17 : The semi-inclusive proton distribution
in our model for various numbers of negatively charged particles observed plotted against the proton momentum. The energy here is such that $\left\langle n^{-}\right\rangle=5$.

CHAPTER FOUR

The triple pomeron coupling

## INIRODUCTION

In this chapter we discuss the effects of the triple pomeron coupling. In section one we note its presence in the reaction $p p \rightarrow p X$ and discuss with reference to recent literature its properties as $t \rightarrow 0$. We then discuss the properties of many-particle final states which are implied by the phenomenological triple pomeron model. Finally we briefly review some of the difficulties associated with the pomeron.

### 4.1 The reaction $p p \rightarrow p X$ in the triple Rage region

As we briefly mentioned earlier, the more recent high energy accelerators and storage ring apparatus have allowed experiments on inclusive processes to reach the region where the missing mass $M$ is large and where the ratio $s / M^{2}$ is also large. This has stimulated a great deal of phenomenological and theoretical interest in the triple Regge limit. The discovery that cross-sections rise at such high energies has added yet more interest. Phenomenological fits centre around the triple Regge form

$$
\frac{d v}{d x d t}=\sum_{i j k} G_{i j k}(t) \cos \phi_{i j}(t)(1-x)^{\alpha_{\{ }(0)-\alpha_{i}(t) \cdot x_{j}(t)} S^{\alpha_{k}(0)-1}
$$

or alternatively

$$
\frac{d \sigma}{d H^{2} d t}=\sum_{i j k} G_{i j k}(t) \cos \phi_{\cdot j}(t)\left(M^{2}\right)^{\alpha(0)-\alpha_{i}(t)-\alpha_{j}(t)} S^{\alpha_{1}(t)+\alpha_{j}(t)-1}(4 \cdot 1 \mathrm{~b})
$$

which correspond to diagram 4.1. $G_{i j k}$ is the effective triple Rage coupling (including the external vertices), $\phi_{i j}$ is the phase from the

DIAGRAM 4.1


Regge signature factors ( $\phi_{i \mathrm{i}}=0$ ), and $\mathrm{x}=1-\mathrm{M}^{2} / \mathrm{s}$. The usual trajectories included are the pomeron ( $P$ ) and a leading meson ( $R$ ) with $\alpha(0) \sim \frac{1}{2}$. Interference terms ( $i=P$ and $j=R$ ) are usually neglected. We write these trajectories as

$$
\begin{align*}
& \alpha_{p}(t)=1+\alpha_{p}^{\prime} t  \tag{4.2a}\\
& \alpha_{R}(t)=\alpha(0)+\alpha_{R}^{\prime} t \tag{4.2b}
\end{align*}
$$

The various terms in the expansion are then

RP :

$$
\begin{equation*}
G_{p p p}(t)(1-x)^{-1-2 \alpha_{p}^{\prime} t} \tag{4.3}
\end{equation*}
$$

PPR : $\quad G_{p P R}(t)(1-x)^{\alpha(0)-2-2 \alpha_{p}^{\prime} t} s^{\alpha(0)-1}$

RAP :

$$
\begin{equation*}
G_{R R P}(t)\left((-x)^{1-2 \alpha(0)-2 \alpha_{R}^{\prime} t}\right. \tag{4.5}
\end{equation*}
$$

R RR :

$$
\begin{equation*}
G_{R R R}(t)(1-x)^{-\alpha(0)-2 \alpha_{k}^{\prime} t} S^{\alpha(0)-1} \tag{4.6}
\end{equation*}
$$

$$
\begin{equation*}
G_{P_{R P}}(t) \cos \phi_{R P}(t)(1-x)^{-\alpha} \tag{4.7}
\end{equation*}
$$

RR :

$$
\begin{equation*}
G_{R P R}(t) \cos \phi_{R P}(t)(1-\alpha)^{-1-\alpha_{p}^{\prime} t-\alpha_{R}^{\prime} t} s^{\alpha(0)-1} \tag{4.8}
\end{equation*}
$$

Terms with the pomeron in the $M^{2}$ channel scale whereas those with a lower singularity do not. The first two of these (the ones that we refer to as 'diffractive') are sharply peaked as $x \rightarrow 1$, thus giving a pronounced leading particle effect.

Much of the recent interest in the triple Rage region has centred around the triple pomeron (4.3) term. A factorisable pomeron pole $(\alpha(0)=1)$ in (4.3) gives an assymptotically rising contribution to the cross-section if $\mathrm{G}_{\mathrm{PPP}}(0) \neq 0$, which of course is inconsistent with the constant behaviour expected from a factorisable pole in the elastic amplitude. Thus certainly if $\mathrm{G}_{\mathrm{PPP}}(0)$ is not zero, then we can
no longer hope to treat the pomeron as a factorisable pole. The form of $G_{\text {PPD }}(t)$ is, then, of primary interest in fits to the data in the triple Regge region. The phenomenological situation is no more resolved than the theoretical one. Roberts and Roy ${ }^{37}$ in a very thorough analysis find no evidence for any vanishing of the triple pomeron coupling, but rather find that the data prefer a sharp peak as t tends to zero. On the other hand Siotis ${ }^{38}$ finds that 'contrary to a common belief all present experimental data are consistent with a triple pomeron coupling which vanishes as $t$ tends to zero'. Field and Fox ${ }^{47}$ agree with this conclusion. ${ }^{\prime}$. By way of illustration we should like, here, to make a simple parameterisation of the triple Rage couplings and compare with some of the experimental data. We take

$$
\begin{equation*}
G_{i j k}(t)=A_{i j k} e^{b_{i j k} t} \tag{4.9}
\end{equation*}
$$

with the exception

$$
G_{p p p}(t)=-A_{p p p} t \cdot e^{b_{p p p} t}
$$

where we put in a predjudice about the triple pomeron coupling at $t=0$. We allow the Rage intercept as before to vary between 0.4 and 0.6 and the slope between 0.9 and $1.1 \mathrm{GeV}^{-2}$. The pomeron slope we allow to vary between 0 and $0.5 \mathrm{GeV}^{-2}$. Assuming exchange degenerate mesons, the interference terms (4.7) and (4.8) have, owing to the phase factor, too small a magnitude to be relevant to the fit. (We put them in initially but it rapidly became clear that they weren't making any difference.) It also became clear that our parameterisation was not free enough to fit all the data. The fit could not produce a deep enough dip in the $x$ dependence of the N.A.L. data (see for example figure 4.1). Other triple Regge analyses have also had this problem ${ }^{39}$. We can fit the
I.S.R. data well, out to $t=-.65$ (see figure 4.2). Larger $|t|$ is difficult just because of the form of equation (4.10). To allow for the rising factor ( $t$ ), the parameter $b_{\text {PPP }}$ must be large and thus we find that this form drops too rapidly as $|t|$ becomes large. The form of the $G_{\text {PPP }}$ correspondig to the fit in figure 4.2 is shown in figure 4.3. The analyses in references 38,39 perform a fit at each $t$ value separately and so do not encounter this difficulty. These authors do find one solution where $G_{\text {PPP }}$ seems to dip at small $|t|$. The fit in reference 37 allows much greater freedom in the forms for the $G_{i j k}$ and the trajectories. We can then only state that although all fits to the data require a positive triple pomeron term for $t$ away from zero, whether it vanishes or not is a very open question. Our parameterisation, which we regard as the simplest that one might think of, requires just a little coercion to fit a limited amount of data, but we hope that it illustrates the controversy around this aspect of the data.

### 4.2 Particle production from a triple pomeron model

In chapter two we discussed a two component picture of particle production. Our first (non-diffractive) component was one in which the reggeon-particle cross-section was constant : a mechanism corresponding to the RRP term (4.5). The second (diffractive) mechanism had a pomeron-particle cross-section behaving like $s^{\boldsymbol{- \gamma}}$. Our fit to the multiplicity distribution required $\gamma>0$, which one might interpret as an effective trajectory in Pp interactions having intercept considerably below one. (That is a PPR term). In this section we shall discuss the form of the resulting diffractive multiplicity distribution had we kept $\gamma=0$. (That is a triple pomeron mechanism). This has already been. done in part in reference 30, where the mean multiplicity and total cross-section are calculated, and in reference 32 where explicit forms for the correlations are not presented.

We follow again the model of the previous two chapters and assume that the multiplicity distribution in pomeron-proton collisions is the same as that in reggeon-proton collisions. In the notation of chapter two then, the correlations in pomeron-proton collisions are

$$
\begin{equation*}
f_{n}=c_{n} y+d_{n} \tag{4.11}
\end{equation*}
$$

We write then from (2.94)

$$
\begin{equation*}
I_{p p p}(s, z)=z \int \frac{d e}{e} K_{p}(e) \tilde{I}_{p}(e s, z) \tag{4.12}
\end{equation*}
$$

where now the condition

$$
\begin{equation*}
I_{p}(s, 1)=\text { constant } \tag{4.13}
\end{equation*}
$$

ensures a mechanism having a non-zero triple pomeron coupling. Again we take $\tilde{\phi}_{P}(s, z)=\tilde{I}_{p}(s, z) / \tilde{I}_{p}(s, 1)$ to be the same as $\phi_{\pi}(s, z)$. Perhaps the simplest way of calculating the correlations in $I_{P P P}$ is to expand $I_{P}$ in $\backslash$ powers of $z-1$ before performing the integrals. One then finds it useful to define the integrals

$$
\begin{equation*}
R_{e}=\int_{-y}^{0} \operatorname{dnn}^{2} k_{p}(e)\left[y_{+}+\ln e\right]^{l} \tag{4.14}
\end{equation*}
$$

somewhat in analogy with (2.99). The expansion then gives

$$
\begin{align*}
& \sigma_{p p p} \alpha R_{0}  \tag{4.15}\\
& f_{1}^{p p p}=C_{1} \frac{R_{1}}{R_{0}}+\left(1+d_{1}\right)  \tag{4.16}\\
& f_{2}^{p p p}=c_{1}^{2}\left[\frac{R_{2}}{R_{0}}-\frac{R_{1}^{2}}{R_{0}^{2}}\right]+c_{2} \frac{R_{1}}{R_{0}}+d_{2}-1 \tag{4.17}
\end{align*}
$$

and

$$
\begin{align*}
f_{3}^{\text {Ppp }}=C_{1}^{3}\left\{\frac{R_{3}}{R_{0}}-\frac{3 R_{1} R_{2}}{R_{0}^{2}}\right. & \left.+\frac{2 R_{1}^{3}}{R_{0}^{3}}\right\}+3 c_{1} c_{2}\left\{\frac{R_{2}}{R_{0}}-\frac{R_{1}^{2}}{R_{0}^{2}}\right\}  \tag{4.18}\\
& +C_{3} \frac{R_{1}}{R_{0}}+d_{3}+2
\end{align*}
$$

By calculating the assymptotic behaviour of the integrals $R_{\ell}$, we now have an idea of the multiplicity distribution produced by this mechanism. The form (4.14) immediately suggests that
and so perhaps

$$
\begin{equation*}
f_{n}^{(t i m} \sim y^{n} \tag{4.20}
\end{equation*}
$$

This, in fact, turns out to be not quite true, although the long range correlations in this interaction suggested by ( 4.20 ) will still be present. Let us first calculate the correlations for the simplest approximation. We take (as in the case which led us to the Poisson non-diffractive distribution) $\alpha_{p}^{\prime}=0$ and $|t|_{\min }=0$. In this approximation from (2.37) we get

$$
\begin{equation*}
K_{p}=\int_{-\infty}^{0} c e^{\beta t} d t=c / \beta \tag{4.21}
\end{equation*}
$$

and hence

$$
\begin{equation*}
R_{l}=c / \beta \frac{y^{l+1}}{l+1} \tag{4.22}
\end{equation*}
$$

We thus have assymptotically

$$
\begin{gather*}
\sigma_{p p p} \sim \ln s  \tag{4.23}\\
f_{1}^{p p p} \sim \frac{1}{2} c_{1} \ln s  \tag{4.24}\\
f_{2}^{p p p} \sim \frac{1}{12} c_{1}^{2}(\ln s)^{2}  \tag{4.25}\\
f_{3}^{p p p} \sim \frac{1}{4} c_{1} c_{2}(\ln s)^{2} \tag{4.26}
\end{gather*}
$$

Equation (4.24) is derived in reference 30 . The following two equations, however, also have a lot to say about this mechanism. Their form indicates inherent long range correlations (which we also note are necessary to satisfy the theorem of Le Belloc as $\sigma_{\mathrm{n}} / \sigma_{\text {tot }}$ does not decrease like a power of $s$ ). We find positive $f_{2}$ assymptotically and negative $f_{3}$ as $c_{2}<0$. It is interesting to note that the possible $(\ln (s))^{3}$ term in $f_{3}$ has a vanishing coefficient.

The effect of the $t_{\min }$ kinematic cut off on the above ${ }^{1}$ equations can be estimated in the following manner. From the discussion of section 2.4 we recall that $t_{\min }$ effectively cuts off $K(\rho)$ at some fixed value of $\rho$. Thus although the correct region of integration is $|t|>\left|t_{\min }(\rho)\right|$ and $\rho<1$, we can approximate the $t_{\min }$ cut off by $|t|>0$ and $\rho<r \quad$ (or $\ln (\rho)<-\epsilon=\ln (r)$ ). This procedure is adopted in references 30,32 . In the above this merely results in the substitution $Y \rightarrow Y-\epsilon$ in equation (4.22) for the function $R_{l}$. Hence the assymptotic forms (4.23) - (4.26) are unaltered. As we are not, at this stage, interested in making a quantitative estimate of the behavejour of this mechanism at lower energies, we need not discuss this effect further.

As the assymptotic form of some of these quantities is slightly different if $\alpha_{P}^{\prime}=\neq 0$, we should also discuss this case. For $g(t) \sim e^{\beta t}$ in (2.37) we find

$$
\begin{equation*}
K(e)=\frac{C}{\beta-\alpha_{p}^{\prime} \ln e} \tag{4.27}
\end{equation*}
$$

and so

$$
\begin{equation*}
\left.R_{e}=c \int_{-y}^{0} d \operatorname{lne} e\left(\frac{(y+\ln e}{}\right)^{\rho} \beta^{\beta-\alpha_{p} \ln e}\right) \tag{4.28}
\end{equation*}
$$

Expansion in powers of the variable $\beta / \alpha_{p}^{\prime}-\ln (\rho)$ then gives

$$
R_{l}=\frac{1}{\alpha_{p}^{\prime}}\left[y+\frac{\beta}{\alpha_{p}^{\prime}}\right]^{l}\left\{\ln \frac{\alpha_{p}^{\prime} y+\beta}{\beta}+\sum_{n=1}^{\ell} \frac{(11)^{n}}{n}\binom{\ell}{n}\left[1-\left(\frac{\beta}{\alpha^{\prime} y_{1} \beta}\right)^{n}\right]\right\}(4.29)
$$

The assymptotic behaviour as $Y \rightarrow \infty$ with $\alpha_{P}^{\prime}>0$ gives

$$
\begin{equation*}
\sigma_{p p p} \sim \ln \left(y+\frac{\alpha_{p}^{\prime}}{\beta} \ln s\right) \equiv \sigma_{\infty} \tag{4.30}
\end{equation*}
$$

$$
\begin{gather*}
f_{1}^{p p p} \sim c_{1} \ln s\left[\frac{\sigma_{\infty}-1}{\sigma_{\infty}}\right]  \tag{4.31}\\
f_{2}^{p p p} \sim \frac{1}{2} c_{1}^{2}(\ln s)^{2}\left[\frac{\sigma_{\infty}-2}{\sigma_{\infty}^{2}}\right]  \tag{4.32}\\
f_{3}^{p p p} \sim \frac{1}{6} c_{1}^{3}(\ln s)^{3}\left[\frac{-2 \sigma_{\infty}^{2}+9 \sigma_{\infty}-2}{v_{\infty}^{3}}\right] \tag{4.33}
\end{gather*}
$$

This assymptotic behaviour, however, might be long delayed as it holds only when $\alpha_{p}^{\prime} \ln (s) \gg \beta$. When $s$ is large enough for Reggae behaviour but $\alpha_{p}^{\prime}$ is small so that $\alpha_{p}^{\prime} \ln (s)<\beta$ the forms for $\alpha_{p}^{\prime}=0$ will be more appropriate. Thus we have a new energy scale set by the pomeron slope, and the transverse momentum cut off $\beta$. This is

$$
\begin{equation*}
S_{0}=e^{\beta / \alpha_{p}^{\prime}} \tag{4.34}
\end{equation*}
$$

The effect of this energy scale is shown for the mean multiplicity of this mechanism in figure 4.4 .

### 4.3 A three component model

The apparent presence of a strong triple pomeron contingent in the triple Regge analysis of inclusive proton spectra, naturally stimulated interest in what sort of multiplicity distribution one should expect. This we outlined in the previous section. Now we ask the question : how does this fit in with the calculations of chapters two and three? Let us examine this mechanism as a third component. We shall take the $\alpha_{p}^{\prime}=0$ case as more representative of energies (even I.S.R.) at which data are available. As remarked in reference 32 this mechanism may well fill in a dip in the multiplicity distribution which might otherwise appear between the low multiplicity diffractive mechanism and the non-diffractive component which has increasing multiplicity. The increasing width ( $f_{2}$ ) of the triple pomeron mechanism should effectively prevent this dip.

To see how this three component prescription differs from the two component prescription of chapter two, we find it convenient to add first the triple pomeron mechanism to the non-diffractive mechanism, and then to add the low mass diffraction term in as before. Firstly, then, the addition of a small amount of high mass (PPP) diffraction to the non-diffractive term results in a multiplicity distribution with the properties

$$
\begin{align*}
& \bar{n} \sim c_{1} \cdot \ln s \cdot\left[1-\frac{1}{2} q_{2}\right]_{:}^{\prime}  \tag{4.35}\\
& f_{2} \sim q_{1} c_{2} \ln s+\frac{q_{2} c_{1}^{2}}{12}\left(e_{n} s\right)^{2}+q_{1} q_{2}\left(\frac{c_{1}}{2} \ln s\right)^{2} \tag{4.36}
\end{align*}
$$

with •

$$
\begin{equation*}
q_{1}+q_{2}=1 \tag{4.37}
\end{equation*}
$$

If we replace the non-diffractive component (a) in chapter two with
this combination, we expect roughly the following. As $f_{2}^{a}$ is now not strongly negative as before, the two component effect which we generate by adding the low mass diffraction term (b), (exactly as earlier), may not: now need to be so large. Thus the slightly more slowly varying $\bar{n}_{a}$, which we have this time, should not be difficult to accommodate. Another way to see this is to notice that the triple pomeron multiplicity distribution (equations (4.24)-(4.26)) has a very similar form to the one produced after the addition of the two components in chapter two. Thus this third component should not make too much difference when added to the two we have already.

We should also like to note that the calculations of chapter are independent of the energy dependence of the pomeron-particle crosssection. (ie. of whether we put in a triple pomeron coupling or not). As, for the most part, we factorise out the cross-section, the only place where this may not be immediately obvious is in section 3.1 , where the general form for the two particle correlation between two mesons is discussed. For this reason we shall outline the form of the $\mathrm{pp} \rightarrow \pi$ inclusive distribution in this triple pomeron model. We take, then, the relevant term from equation (3.25) and integrate over the momentum of the leading proton. Hence

$$
\begin{equation*}
\frac{d \sigma_{p p p}}{d y_{\pi}}=\int d x d t \frac{\left|v_{R}(t)\right|^{2}}{16 \pi^{2}}(1-x)^{-1} \frac{d \sigma_{p p}}{d y_{\pi}^{\prime}}\left(k^{2}\right) \tag{4.38}
\end{equation*}
$$

Taking the simple form

$$
\begin{equation*}
\frac{d \sigma_{p_{P}}}{d y_{\pi}^{\prime}}\left(M^{2}\right) \quad \theta\left(y_{\pi}^{\prime}+\frac{1}{2} \ln \frac{M^{2}}{s_{0}}\right) \theta\left(-y_{\pi}^{\prime}+\frac{1}{2} \ln \frac{M^{2}}{s_{0}}\right) \tag{4.39}
\end{equation*}
$$

for the $P p \rightarrow \pi$ inclusive distribution, we have using (3.19)

$$
\frac{d \sigma_{p p p}}{d y_{\pi}}=C \int d x(1-x)^{-1} \theta\left(y_{\pi}+\frac{1}{2} \ln \sum_{s_{0}}\right) \theta\left(-y_{\pi}+\ln (1-x)+\frac{1}{2} \ln \frac{s}{s_{0}}\right)(4.40)
$$

Hence

$$
\begin{equation*}
\frac{d s_{p p e}}{d y_{\pi}}=c\left[-y_{\pi}+\frac{y}{2}\right] \tag{4.41}
\end{equation*}
$$

C here is a constant normalisation factor. Of course there will also be a symmetric term when the proton is observed in the opposite direction and so

$$
\begin{equation*}
\frac{d v_{\rho \rho \rho}}{d y_{\pi}}=C\left[\frac{y}{2}-y_{\pi}\right]+C\left[\frac{y}{2}+y_{\pi}\right]=C Y \tag{4.42}
\end{equation*}
$$

Equations (4.23) and (4.24) then imply

$$
N_{1}^{p p r} \cdot\left(y_{\pi}\right)=\frac{1}{2} c_{1}
$$

This mechanism when added to the non-diffractive mechanism will not disturb the plateau feature of the inclusive distribution, but will break the scaling feature (owing to the form of (4.23) and (4.40)) by logarithmic terms. This result can also be found, for example in reference 40 : Thus the long range correlation inherent to the triple pomeron term may change, slightly, the prediction concerning the position of the zeros in $C_{2}^{\pi \pi}$ but the long range correlations arising from two component effects should remain substantially unaltered.

### 4.4 Difficulties with the pomeron

In the previous section we found it appropriate to discuss how a simple triple pomeron mechanism would affect our model of the previous chapters when included in addition to the mechanisms already discussed. In this section we should like to note briefly the difficulties which this simple view of the triple pomeron mechanism runs into. Firstly we have two empirical features of the data. One is that a dirfractive peak is observcd in the process $\mathrm{pp} \rightarrow \mathrm{pX}$ and it is persisting as energy rises. The other is that total cross-sections do rise through I.S.R. energies. One can hardly fail to see the immediate phenomenological attraction of the triple pomeron mechanism discussed. In reference 37, for example, it is pointed out that the rise in the total cross-section is of quite compatible magnitude with the size of the triple pomeron term in the diffractive peak (whether or not $G_{P P P}(0)=0$ ). The possible double high mass diffractive term is usually idnored on the basis of an estimate made of it by taking the size of the elastic vertex and the high mass differactive vertex and assuming factorisation.

If the triple pomeron coupling does not vanish when all three pomerons are massless, then the lack of consistency of a pomeron pole alone is obvious, in that on the one hand the optical theorem gives a constant total cross-section and on the other the integrated triple pomeron contribution rises at least like $\ln (\ln (s))$. If it does vanish then even so there are difficulties. In the absence of cuts inequalities have been derived from inclusive sum rules which suggest that $G_{P P P}(0)=0$ might imply that the pomeron decouples from particle-particle-pomeron vertices at $t=0$. Assumptions concerning the analytic continuations involved and the effects of cuts in these derivations have been questioned.

If one is merely discussing $\ln (\ln (s))$ discrepencies, then one may think that the data do not have any bearing on the discussion.

This, however, is not the case. Perhaps the easiest way of seeing this is in the rramework of reference 9 . Here the pomeron pole in the $n \rightarrow n$ forward elastic amplitude is seen as producing shor't range correlations, constant total cross-section, and $\sigma_{n}$ which fall like a power of s. This is entirely compatible with a multiperipheral non-diffractive model in which a lower singularity in the multiperipheral chain ( $\sigma_{n} \rightarrow 0$ ) adds up to a pomeron in the elastic amplitude ( $\sigma_{t} \rightarrow$ constant). The need for any type of mechanism in addition to this must imply a more complicated form for the elastic $n \rightarrow n$ amplitudes. Viewed this way the need for a two component model implies a priori that the pomeron is a singularity more complicated than a simple pole.

Two contrasting viewpoints emerge from the literature. One is that the triple pomeron term gives the rising total cross-section and that this not assymptotic but is approximate over I.S.R. energies. Before energies become large enough to allow multiple diffractive scattering, then absorption will have to become important. It is not however clear ${ }^{41}$ what the effects of $s$ channel unitarity on current energies might be. The alternate approach ${ }^{42}$ is to take a 'bare pomeron' with intercept less than one and allow this to be repeated in amplitudes to obtain an output singularity with unit intercept.

FIGURES FOR CHAPTER FOUR


FIGURE 4.1 : The proton inclusive spectrum at small $|\mathrm{t}|$. For N.A.L. data see reference 39 .


FIGURE 4.2 : Our fit to the proton inclusive distribution at various values of $s$ and $t$. (See also the following two pages.) See also reference 50 .




FIGURE 4.3 : The triple pomeron coupling from the fit in the previous figures.

The parameters for the various couplings have the values :

$$
\begin{array}{ll}
A_{P P P}=23 & b_{P P P}=23 \\
A_{P P R}=9.7 & b_{P P R}=0.7 \\
A_{R R P}=53 & b_{R K P}=1.1 \\
A_{R R R}=38 & b_{R R R}=11.1
\end{array}
$$



FIGURE 4.4 : The value of the coefficient a in the equation $\bar{n}_{p p p}=a \cdot c_{1} \cdot \ln (\mathrm{~s})$ as a function of s . The typical values $\beta=1$ and $\alpha_{p}^{f}=0.1$ are taken. The assymptotic behaviour is $a \underset{s \rightarrow \infty}{\rightarrow 1}$.

## CONCIUSIONS

In the first chapter we gave an introduction to the strong interaction at high energies and some of the quantities which are useful in trying to measure and describe it. We described a basic picture of many-particle phenomena in terms of the Mueller-Regge short range corrclation approach and noted where it seems to be inadequate. In particular there was presented an illustration of a case (antiproton production) where one might expect better results from this approach than one finds. The direct approach indicates that this process should become assymptotic more slowly due to the high threshold and momentum transfers involved.

In the second chapter we derived an integral equation for the generating function of the multiplicity distribution for the scattering of particles involving a Regge exchange having $\alpha(0)<1$. We assumed this to be a meson known from Regge fits to two body scattering. In particular owing to momentum conservation constraints, this multiplicity distribution was not a Poisson distribution. In addition to this the data required a second, diffractive, contribution which we calculated under the assumption that the multiplicity distribution from pomeron-particle collisions is the same as, that for a lower reggeon projectile. With this assumption (which is excellently born out by the data as discussed in section 3.2) clustering in the multiperipheral chain was required. (We note that this would have bèen impossible to tell had we not restricted the freedom of the model by the above assumption.) Our model also required diffraction into low masses, (a PPR term), to fit the multiplicity distribution, in accord with some of the earlier analyses. ${ }^{20}$ In section 3.1 the momentum dependence
of the long range correlation was also interpreted as being evidence for diffraction into low masses.

In chapter four a possible mechanism for diffraction into high masses was discussed. From the forms presented there for the multiplicity distribution of the mechanism, we should like to argue that although the fits in chapter two, with the effective trajectory parameter $\gamma$, seem to deny the possibility of a triple pomeron mechanism, in fact they do not. Rather that these fits require more strongly the presence of low mass difiraction to fit the lower energy behaviour of the multiplicity distribution.

Chapter three provided support for the hypothesis that in reggeon-particle scattering, multiplicity distributions are independent of the reggeon (including the pomeron), despite the fact that we had to make a much stronger hypothesis to test this. This implies that particle-particle interactions should also provide the same multiplicity distributions. These conclusions also appiy to the inclusive quantities normalised by the cross-section, provided that one is careful to avoid processes with a strong leadig particle effect. This caveat stems essentially from the fact that the pomeron is not included in a cosistent way, but only in a phenomenological approximation. Even so the pomeron does seem to be treatable as a factorising singularity and when considered as a projectile seems to produce, so far as the quantities discussed above are concerned, very similar results to a particle projectile. On the other hand the triple pomeron region seems to be telling us that we need a fully unitary approach to include the pomeron in a properly consistent way. If this is the case it may well be difficult to see why our phenomenological approach seems to indicate that factorisation works so well.
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[^0]:    * Computer calculations here and later were done on the Northern Universities Multiple Access Computer and also the Rutherford High Energy Laboratory Computer.

[^1]:    * This plot is often named after Wroblewski.

[^2]:    * When we say here 'rapid' scaling we have in mind the slow energy dependence of the mean multiplicity discussed in chapter one.

[^3]:    * This integral equation was obtained independently and somewhat differently by Jengo, Krzywicki, and Petersson ${ }^{23}$. Their motivation and treatment of the equation differ from ours. We should also like, at this stage, to thank A.Krzywicki for helpful discussion.

[^4]:    corresponding to diagram 2.5. We can very easily estimate the number

[^5]:    *For fits to the data the CERN minimisation program 'MINUIT' was

[^6]:    * We also use the data for the relevant $\sigma_{\text {tot }}$ to get the normalised distribution $N^{-}$(See figure 3.14) :

[^7]:    correlation between the proton and particle c, (the Mueller-Regge

